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The global mobile data traffic has increased tremendously in the last decade due to the technological advancement in smartphones. Their endless usage and bandwidth-intensive applications will saturate current 4G technologies and has motivated the need for concrete research in order to sustain the mounting data traffic demand. In this regard, the network densification has shown to be a promising direction to cope with the capacity demands in future 5G wireless networks. The basic idea is to deploy several low power radio access nodes called small cells closer to the users on the existing large radio foot print of macrocells, and this constitutes a heterogeneous network (HetNet).

However, there are many challenges that operators face with the dense HetNet deployment. The mobility management becomes a challenging task due to triggering of frequent handovers when a user moves across the network coverage areas. When there are fewer users associated in certain small cells, this can lead to significant increase in the energy consumption. Intelligently switching them to low energy consumption modes or turning them off without seriously degrading user performance is desirable in order to improve the energy savings in HetNets. This dynamic power level switching in the small cells, however, may cause unnecessary handovers, and it becomes important to ensure energy savings without compromising handover per-
formance. Finally, it is important to evaluate mobility management schemes in real network deployments, in order to find any problems affecting the quality of service (QoS) of the users. The research presented in this dissertation aims to address these challenges.

First, to tackle the mobility management issue, we develop a closed form, analytical model to study the handover and ping-pong performance as a function of network parameters in the small cells, and verify its performance using simulations. Secondly, we incorporate fuzzy logic based game-theoretic framework to address and examine the energy efficiency improvements in HetNets. In addition, we design fuzzy inference rules for handover decisions and target base station selection is performed through a fuzzy ranking technique in order to enhance the mobility robustness, while also considering energy/spectral efficiency. Finally, we evaluate the mobility performance by carrying out drive test in an existing 4G long term evolution (LTE) network deployment using software defined radios (SDR). This helps to obtain network quality information in order to find any problems affecting the QoS of the users.
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CHAPTER 1
INTRODUCTION

The new generation of wireless user equipments (UEs) and bandwidth-intensive applications have made data traffic to increase in an exponential manner, straining current cellular networks to a breaking point. According to Cisco’s Global Mobile Data Traffic Forecast Update [1], the mobile data traffic has grown over 18-fold between 2011 and 2016, and 60 percent was accounted from mobile video. It is expected to continue to rise and traffic generated by smartphone to increase by 10 times by 2022 [2].

![Figure 1.1: Heterogeneous network scenario.](image)

Heterogeneous networks (HetNets) shown in Fig. 1.1, which consist of traditional macrocells overlaid with small cells (e.g. picocells, femtocells etc.) have shown to be a promising solution to cope with this wireless capacity crunch problem [3]. Due to their promising characteristics, HetNets have gained much momentum in the wireless industry and research community during the past several years. For instance, there have been dedicated study and work items in the 3rd generation partnership project (3GPP) related to HetNet deployments [4]. Their evolutions are also one of the major technology components that are being considered for 5G wireless systems [5].

Despite their promising features, HetNets have introduced new challenges. The dissertation mainly focus on the following challenges. Firstly the mobility management becomes a challenging task. Handover is the main process that supports seam-
less connectivity of UEs among base stations (BSs). Due to increased number of BSs in a HetNet, it is more challenging to support seamless mobility of UEs in this type of scenario where handovers may fail more frequently [6]. In particular, using the same set of handover parameters of a traditional macrocellular network for a HetNet will degrade the mobility performance of UEs [7].

Secondly, the uncoordinated and massive deployment of small cells can lead to significant increase in energy consumption due to the energy costs of cells even when they have no associated users. It is expected that the carbon foot print of the mobile communication sector will increase up to twofold by 2020 from 2013, which is 201 Mega-tons of CO$_2$ emissions. Therefore, reducing the energy consumption has become a major priority in the recent years.

Lastly, the present LTE systems supports only hard handover which means ongoing connection of users from source cell is broken before making a handover to the target cell. In the dense network and high speed user scenarios, this interruption can severely degrade the user quality of service (QoS).

1.1 Contribution and Organization

This research work aim to address the issues presented in the previous section and the main contribution of the dissertation can be explained as follows.

1. **Handover Failure Analysis in LTE HetNets:** In order to study the mobility management problem, a geometric handover model is introduced for analyzing handover failures in small cell deployments. Handover trigger locations at a picocell, and radio link failure locations at a macrocell and a picocell are modeled using co-centric circles. Considering a linear mobility model for UEs, closed form expressions for handover failure probabilities in the macrocell and a picocell as function of important network parameters were obtained. The
analysis is then extended to fast-fading and shadowing scenarios, where the statistics related to channel fading are extracted from a 3GPP compliant system level simulator in order to obtain semi-analytic expressions for handover failure probabilities. All theoretical results are validated through simulations, where impact of different parameters on HF and ping-pong probabilities are investigated.

2. **Fuzzy-Based Game Theoretic Mobility Management for Energy Efficient Operation in HetNets:** We introduce a fuzzy logic based game theoretic approach for dynamically placing cells into sleep mode while also considering throughput and handover performance. We aim to optimize the fuzzy rules to obtain ideal transmission BS power levels for serving the UEs. Furthermore, a context-aware fuzzy handover scheme is proposed consisting of two modules: 1) handover decision and 2) target BS selection in order to minimize unnecessary frequent handovers caused due to the dynamic power level switching of the BS. We develop fuzzy decision rules for handovers and target base station selection while simultaneously considering the energy/spectral efficiency and handover performance. The base station selection is performed using the fuzzy technique for order of preference by similarity to ideal solution (FTOPSIS) ranking method during the target BS selection stage of the handover process.

3. **Mobility Performance Investigation in Real LTE scenarios using Software Defined Radio:** The mobility performance of the real LTE networks is studied by performing extensive drive test and record measurements in LTE band using and software defined radio called universal software radio peripheral (USRP). The recorded measurements are post processed to determine the the coverage of the BS and study the effect of user velocity on the handover performance of the network.
The rest of the dissertation is organized as follows. The Chapter 2 explains the theoretical background and related work, in Chapter 3 we provide the model to analyze handover failure in small cells, the Chapter 4 presents the fuzzy based game theoretic framework and context aware handover scheme for energy efficient operation and mobility robustness optimization respectively. In Chapter 5, the mobility performance in real LTE scenarios is studied through post processing of drive test measurements performed using software defined radio and the last section provides the concluding remarks.
CHAPTER 2
THEORETICAL BACKGROUND AND RELATED WORK

2.1 Mobility Management in Cellular Network

Mobility management is a critical function of an cellular network, which enable the users to be seamlessly connected across the network through handover process. Handover performance has been studied for homogeneous [8–14] and heterogeneous [15–25] network deployments in the literature. In homogeneous networks, the authors in [8] use computer simulations to investigate the handover performance of LTE networks, considering different measurement filtering parameters at the UE. Novel self-organizing handover management techniques are proposed in [9–12], where the network autonomously configures the mobility management parameters for different scenarios, thereby improving the handover performance of the homogeneous cellular network. Handover parameters (e.g. time-to-trigger (TTT), hysteresis threshold, etc.) are optimized in [15] to achieve robust and seamless mobility of UEs in a HetNet scenario.

In [16], mobility performance of UEs is evaluated in a co-channel small cell networks scenario. When the density of the small cell increases, switching off the macro cell is shown to provide seamless mobility for the low speed UEs, while it degrades the handover performance for the high speed UEs [17]. Furthermore, in [18] authors show that using intercell interference coordination (ICIC) techniques can enhance the handover performance for both low and high speed UEs. Mobility state estimation is performed in [21, 26, 27] to estimate the velocity of the UEs and keep the high speed UEs connected to the macrocells and the low speed UEs connected to the picocells, thereby enhancing the handover performance of the UEs. In [22], mobility performance is analyzed with and without inter-site carrier aggregation for macro
and pico cells deployed on different carrier frequencies. The authors in [23, 24] aim to improve the mobility performance of UEs across different network types such as WiFi, WiMAX, LTE, and Bluetooth, by performing a vertical handoff (VHO).

### 2.1.1 Related Works on Handover Performance Analysis

Despite all these related work on mobility management in HetNets, there are only limited theoretical studies that analyze the handover performance in HetNet scenarios. In [28], the authors derive the handover rate and sojourn time of a UE for the Poisson-voronoi and hexagon cellular topologies. Expressions for call block and drop probabilities in a small cell scenario are derived in [29]. Theoretical analysis for handover performance optimization is done in [30] to quantify the user performance as a function of user mobility parameters. In [31], a mathematical framework was proposed to model the handover measurement function, and expressions were derived for measurement failure and best target cell. In [32], handover performance analysis was performed as a function of handover parameters, e.g. TTT and UE velocity, assuming the UE performs measurements continuously with no delay.

The main goal of this research work [33–35] is to introduce a simple yet effective model for analyzing handover failures in small cell deployments, considering all important mobility management parameters of interest. Handover trigger locations at a picocell, and radio link failure locations at a macrocell and a picocell are modeled using co-centric circles. Considering a linear mobility model for UEs, HF probabilities for macrocell and picocell UEs are derived in closed form for various scenarios. The analysis is then extended to fast-fading and shadowing scenarios: relevant statistics in a fading scenario are extracted from a 3GPP compliant system level simulator to facilitate semi-analytic expressions for HF probabilities. All theoretical results are validated through simulations, where impact of different parameters on HF and ping-pong probabilities are investigated.
2.2 Mobility Management for Energy Efficient Operation in HetNets

The dense deployment of HetNets helping to boost the capacity can also result in a significant increase in energy consumption. For instance, the small cells deployed on enode B(enB) macro cells are shown in Fig. 2.1. We can see that there are no associated users in the S3 and M6 and these cells can be turned OFF in order to save energy. In some scenarios there might be few users associated in the cells and it make sense to handover the users to neighbouring base station, before turning them OFF. As a result, this leads to unnecessary handovers, handover failures (HF), throughput degradation at users due to large distance from the serving BS and also user even might experience outage. So there is a trade off between energy saving and user quality of service (QoS) enhancement. This calls for researchers to develop effective techniques that can reduce the network energy consumption without causing critical performance degradation in QoS.

According to China Mobile, the base stations (BSs) consume 72% of the total power consumption in cellular networks [36], which will be further increased with the additional deployment of the small cells. Therefore, network operators are seeking use of efficient BS power management techniques to reduce their operational expenditures. One approach is to introduce discontinuous transmission (DTX) on a BS when it is not serving any users as mentioned in [37]. In DTX, the cells are configured with almost blank subframes called multicast broadcast single frequency network for the efficient energy operation in LTE. Another approach is to turn off the BSs when there are no users communicating with them or when they are under-utilized [19,38–45].

Centralized/distributed switching algorithms were proposed in [38–44] to turn off the BSs, and the associated users are handed over to the neighboring BSs, which
yields the significant savings in the energy expenditure for the cellular network operators [46,47]. The BSs can also adjust their transmission power, and antenna tilt angles according to the users’ traffic load instead of shutting down completely [19,45,48–50]. In [51] a game theoretic framework was proposed where small base stations are able to autonomously adjust their transmission power without the need of a centralized controller. There is always a tradeoff between achieving energy efficiency and satisfying users’ QoS constraints and the performance of centralized and distributed algorithms were analyzed with users’ outage in [49,52] and rest of other related works were summarized in [53,54]. However, these works did not explicitly account for the mobility of users in HetNet.

The mobility aspects of the energy efficiency is challenging due to the large number of network parameters involved during the mobility management of modern cellular networks, solving of a complex optimization problem that involves metrics such as energy efficiency, handover performance, and throughput can be intractable. In the
ON/OFF switching setting, there are unnecessary handovers due to the mobility of the users and also additional user load bought by the switched off BS on the neighboring BS. As a result, there is a significant increase in the signaling load on the network. The authors in [55] aim to balance between the user association with the small cells and its power consumption through game theoretic framework and showed that signaling load can be reduced. Nevertheless, the handover scheme proposed in [55] did not account for the user speed and it is not robust to handle the imprecise nature of the handover parameters in practical wireless cellular networks.

The observed/measured parameters such as the link quality, cell load, and user velocity, among others, may be imprecise and subject to uncertainties, introducing high complexity with limited benefit. Fuzzy logic approach seems suitable to handle this imprecision of the practical wireless cellular networks. The concept of fuzzy sets was proposed by Zadeh which maps the set elements to a membership function which indicates the degree of truth belonging to the set. This helps to express the imprecision, vagueness etc., in the real wireless cellular networks which cannot be easily studied. The authors in [56, 57] showed that incorporating fuzzy logic in the learning systems showed improved performance and was reliable in extremely noisy environments. Additionally, fuzzy logic framework allows the usage of human knowledge in the form of if-then inference rules. In [58], rule table was provided to reduce the ping-pong effects in an LTE network. The human based rules in fuzzy logic may not be optimal and requires the optimization techniques. The adaptive network fuzzy inference system proposed in [59, 60] used neural network approach to simplify the if-then rules of the fuzzy inference system and in [61, 62], the inference rules of the fuzzy logic controller were refined using learning techniques to minimize the signaling load. The handover scheme in [61] considers only signal strength metric for the handover decision which can lead to high signaling overhead in the case of users traveling
with high velocity in a densely deployed HetNet. Therefore context-aware handover
scheme which considers multiple attributes (velocity [63, 64], signal strength, QoS
etc.), are necessary to minimize handovers and ensure seamless service to the UEs.

In this research work [65, 66], we introduce a fuzzy logic based game theoretic
approach in order to have simplified optimization problem using the membership
functions together with a game theoretic approach, for dynamically placing cells into
sleep mode while also considering throughput and handover performance. We aim to
optimize the fuzzy rules to obtain ideal transmission BS power levels for serving the
UEs. Furthermore, a context-aware fuzzy handover scheme is proposed to minimize
the unnecessary frequent handovers caused due to the dynamic power level switching
of the BS. The fuzzy handover scheme consists of two modules: 1) handover decision
and 2) target BS selection. For the handover decision, we use fuzzy inference system
to check for the handover condition considering multiple user context parameters such
as velocity, signal to interference plus noise ratio (SINR), throughput and BS load.
Further, the fuzzy technique for order of preference by similarity to ideal solution
(FTOPSIS) ranking method [67, 68] is used to select best BS during the target BS
selection stage of the handover process.

2.3 Experimental Study on Mobility Performance in Real
LTE scenarios using SDR

Drive test are the important practices performed by the operators to discover prob-
lems related to coverage and mobility performance of the network. Field trial were
performed in order to investigate user QoS and handover performance in the real
LTE [69–72] and test bed LTE advanced networks [73]. In [74] the post processing
is performed on the measurement campaign at pedestrian walking speed to study
the channel effects in Universal Mobile Telecommunications System (UMTS). There are many open source tools [75–77] to monitor and analyze the LTE signals. In [78], the recorded measurements were processed offline to decode master information block (MIB) and obtain system information like bandwidth and system frame number.

In this research work, post processing of drive test measurements is performed and base station coverage is evaluated. The impact of user velocity on mobility performance is investigated in highway and city scenarios.
The mobility management is a challenging task. In any cellular networks, handover is the main process that supports seamless connectivity of UEs among base stations (BSs). In the Fig. 3.1 we can see that due to increased number of BSs in a HetNet, it is more challenging to support seamless mobility of UEs where handovers may fail more frequently [7].

In the case of present Long Term Evolution (LTE) systems, signal measurements obtained at a UE from the neighboring BSs are reported by the UE to its serving BS to support handover decisions. In LTE HetNets, due to the small cell sizes, such measurement reporting by the UE may not be finalized sufficiently quickly, and this might result in severe handover failure (HF) problems for the high velocity UEs. Therefore it is important to study how measurement related parameters affect the handover performance in LTE HetNets. In the following section we study the handover process and measurements Procedure in LTE HetNets.
3.1 Review of the Handover Process in LTE

The key steps of a typical handover process in a HetNet scenario are illustrated in Fig. 3.2 [79,80]. In LTE, UEs perform reference signal received power (RSRP) measurements to assess the proximity of neighbouring cells [81], and handover decisions are made based on these measurements. An example for the downlink (DL) RSRP measurement profile of a macrocell and a picocell, measured by a mobile UE, are shown in Fig. 3.2. Once the measurements are performed, the UE checks for the handover event entry condition, e.g., when the signal strength $P_p$ from a target cell (e.g., a picocell) is larger than the signal strength from the serving cell (e.g., a macrocell) $P_m$ plus a hysteresis threshold (step-1). When this condition is satisfied for the first time, the UE waits for a duration of TTT, before sending a measurement report to its serving cell (step-2) to initiate the actual handover.

The use of a TTT is critical to ensure that ping-pongs (successive and unnecessary handovers among neighboring cells generated due to fluctuations in the link qualities from different cells), are minimized. If the handover event entry condition is still satisfied after the TTT, the UE sends a measurement report to its serving BS (step-
3), which then communicates with the target BS. If both BSs have an agreement and the handover is to be performed, the serving BS sends a handover command to the UE to indicate when it is should connect to the target BS (step-4). The handover process is finalized when the UE sends a handover complete to the target BS, indicating that the handover process was completed successfully (step-5) [82].

### 3.1.1 Handover Failures and Ping-Pongs

![Diagram](image)

(a) HF due to RLF.

(b) HF due to PDCCH failure detection.

Figure 3.3: Modeling of the HF based on 3GPP mobility management studies for Het-Nets [83].

Based on the 3GPP specifications [7, 83], a handover failure can be declared at a UE if one of the following three conditions is met:

1. A radio link failure happens during the time between satisfying a measurement triggering even (such as the A3 event [83]) condition and receiving handover command, shown in Fig. 3.3(a).
2. A T310 timer is triggered due to detection of physical downlink control channel (PDCCH) failure, and still running when a handover command is sent, shown in Fig. 3.3(b).

3. The UE wideband signal to interference plus noise ratio (SINR) is lower than a threshold $Q_{\text{out}}$ (in dB) when a handover complete message is sent, shown in Fig. 3.3(b).

A PDCCH failure is detected when a UE’s wideband SINR falls to $Q_{\text{out}}$ (in dB) and the link is considered to be recovered when the SINR reaches $Q_{\text{in}}$ (in dB).

Ping-Pong (PP) is one of the factors which degrades network performance due to additional overhead. PPs are considered as unnecessary handovers (HOs) and it depends on time-of-stay of the UE. It starts when the UE sends a HO complete message to a cell, and ends when the UE sends a HO complete message to another cell. If a UE has a time-of-stay less than threshold $T_{pp}$ then the HO that terminates this time-of-stay is considered as an unnecessary HO. An unnecessary HO is consider as a PP if the prior-to-source and target cell is the same cell, where the prior-to-source cell is the cell to which the UE was connected before handing over the source cell. The $T_{pp}$ is set to 1s specified in [83] and PP rate is defined as the ratio of number of PPs to total number of successful HOs (excluding HF).

3.1.2 Handover Measurements Procedure in LTE.

Different measurements obtained at a UE during a handover process are summarized in Fig. 3.4 [84]. As shown in Fig. 3.4(a), the RSRP measurements $P_{m}$ and $P_{p}$ at a UE are obtained after a filtering process in order to mitigate the effects of channel fluctuations. The filtering is performed at two levels, Layer-1 (L1) and Layer-3 (L3). Initially, the UE obtains an RSRP sample by linear averaging over the power contribution of all reference symbols carrying the common reference signal within one
Layer 1 filtering
Layer 3 filtering
Evaluation of reporting criteria
Measurement Report

(a) Handover measurement model specified in [84].

(b) Processing of the RSRP measurements through L1 and L3 filtering at a UE as in [7].

(c) Processing of the RSRP measurements through L1 L3 filtering at a UE, filtering at a UE, using a sliding window as per 3GPP specifications [83].

Figure 3.4: Handover measurement performed by the UE through two different L1 filtering approaches.

subframe (i.e., 1 ms). The measurement bandwidth is of at least six physical resource blocks. Subsequently, L3 filtering further averages the L1 samples using a first-order infinite impulse response (IIR) filter. The 3GPP specifications consider a sliding window approach for obtaining the L1 samples, while in our earlier work of [7, 32, 34, 35], we deviated from 3GPP specifications without using a sliding window, which provides a suboptimal approach. For comparison purposes and to acknowledge the difference, we will describe both scenarios in this research work (see Fig. 3.4(b) and Fig. 3.4(c)), and present related results in Section 3.5.1 to compare their performance.

First, according to the considered handover measurement process in the earlier work [7, 32, 34, 35], the UE performs the L1 filtering by obtaining an RSRP sample every 40 ms, and performs a linear averaging over 5 successive RSRP samples as shown
in Fig. 3.4(b). As a result, the L1 filtering performs averaging over every 200 ms to obtain an L1 sample, \( M(n) \), given by [7]

\[
M(n) = \frac{1}{5} \sum_{\kappa=0}^{4} RSRP_{L1}(5n - \kappa),
\]

(3.1)

where \( n \) is the discrete time index of the RSRP sample, \( RSRP_{L1} \) is the RSRP sample measured every 40 ms by the UE, and \( \kappa \) is the delay index of the filter. As shown in Fig. 3.4(b), no sliding window is considered to obtain subsequent L1 samples. The UE further averages the L1 samples through a first-order IIR (L3) filter, given by

\[
F(n) = (1 - a)F(n - 1) + a 10 \log_{10}[M(n)],
\]

(3.2)

where \( a = \left(\frac{1}{2}\right)^{\frac{1}{2}} \) is the forgetting factor and \( k \) is the L3 filter coefficient [82]. Finally, the UE periodically checks whether the resulting L3 sample meets the handover entry condition every \( T_d \) seconds, where \( T_d \) refers to L3 sampling period (e.g., 200 ms in 3GPP LTE [14]). If the handover entry condition is satisfied, then rest of the handover steps may follow as described previously.

In the second approach, the handover measurement process stated in 3GPP [83] specifies that the UE performs the L1 filtering more frequently (e.g., 40 ms) by averaging using a sliding window size of 200 ms, as outlined in Fig. 3.4(c). This means that a new L1 sample is obtained by averaging over previous RSRP samples within the sliding window. If we consider \( T_d \) as the filter sampling period then the number of RSRP samples within the sliding window is given by the L1 filter sliding window size \( N_{L1} = \frac{200 \times 10^{-3}}{T_d} \) and the samples outside the sliding window will be discarded. Therefore \( M(n) \) can be expressed as

\[
M(n) = \frac{1}{N_{L1}} \sum_{\kappa=0}^{N_{L1}-1} RSRP_{L1}(n - \kappa),
\]

(3.3)

where \( n \) is the discrete time index of the RSRP sample, \( RSRP_{L1} \) is the RSRP sample measured every \( T_d \) seconds by the UE, and \( \kappa \) is the delay index of the filter.
The UE further averages the L1 samples through a first-order IIR (L3) filter as follows

\[ F(n) = (1 - a)F(n - 1) + a 10 \log_{10}[M(n)] \],

where \( a = (\frac{1}{2})^{\frac{k}{4}} \) is the forgetting factor and \( k \) is the L3 filter coefficient scaled according to the sampling period of the L3 filter [82]. According to 3GPP TS 25.302 specification [84], the L3 filter sampling rate should have the same rate as its inputs i.e., the L1 filter sampling rate. Therefore \( T_d \) can be expressed as the identical sampling period for both L1 and L3 filters. Finally, the UE periodically checks whether the resulting L3 sample meets the handover entry condition every \( T_d \) seconds. If the handover entry condition is satisfied, then rest of the handover steps may follow as described previously.

3.2 Geometric Model for Handover Performance Analysis

In order to evaluate the handover performance in HetNets, a standard hotspot model with specific simulation scenarios and parameters was proposed in the 3GPP study item [83]. This hotspot model is based on a bouncing (hotspot) circle concentric within the picocell, whose radius is assumed to be 200 m. Note that this radius of the bouncing circle is different (larger) than the radius of the picocell. The starting UE position is chosen randomly on the bouncing circle, and the UE follows a linear trajectory towards the picocell BS with a random angle. The UE does not change its direction until it hits again the bouncing circle, and when it does it bounces back with a random angle, as shown in Fig. 3.5. With such a model, theoretical analysis of the HF probabilities is challenging, due to the complexity of modeling the statistics of a UE’s sojourn time with in a picocell. Instead, we propose a simpler geometric model for the handover performance analysis.
Figure 3.5: The bouncing ring UE mobility model from [83].

In order to simplify the handover model shown in Fig. 3.5, we initially consider the handover metrics of a single user in the absence of fading, and develop a new framework to facilitate closed form analysis of HF probabilities. Later, using this framework as a reference, we extend our analysis of HF probabilities into the scenario where there is channel fading.

The simulator is designed according to the 3GPP specifications in [83]. The handover measurement procedure is implemented according to the description shown in Section II.B. Handover failure condition is summarized in Fig. 2, and it is detected using radio link monitoring process described in [83]. In particular, the wideband SINR measurements of the target cell are performed by the UE at every 10 ms and then they are filtered through different sliding windows using L1/L3 filters. The filtered measurements are then compared with $Q_{\text{out}}$ and $Q_{\text{in}}$ using 200 ms and 100 ms sliding windows, respectively. The corresponding handover trigger (red dots, after step-1 in Fig. 1) and handover failure locations (blue cross) are shown in Fig. 5. The scattered ring of handover trigger locations is a result of the discrete measurement process carried out at UE. These handover trigger locations extend inwards from the ideal
coverage area of a pico BS (PBS), since a UE may delay initiation of the TTT due to the filtered RSRP measurements being available only with $T_d$ s intervals. Fig. 3.6 also shows that if we neglect the impact of channel fading as well as sectorized cell structure, the HF locations (the blue cross signs where the wideband SINR becomes lower than a threshold) can be well approximated by a circle.

Figure 3.6: Handover trigger and HF locations in an example picocell using a 3GPP-compliant simulator. The MBS is located at (1500,1500) m and has three sectors ($T_d = 200$ ms) [32].

Based on Fig. 3.6, we model the picocell coverage are and HF locations geometrically as concentric circles with radius $R$ and $r_m$, respectively, as shown in Fig. 3.7. Note that the HF locations shown in Fig. 3.6 are for macro to pico HFs and in the same way it is reasonable to approximate pico to macro HF locations as another concentric circle with $r_p$, as shown in Fig. 3.7. In such figure, $\nu$ denotes UE velocity, $\theta$ is the angle of UE trajectory with respect to horizontal axis and $T_m$, $T_p$ are the TTT duration for MUE and PUE respectively.

In the following subsection, we incorporate the discrete measurements process in the presented geometric model by proposing a standard distribution that fits to the handover trigger locations. Thereafter, we use this standard distribution to model
the UE’s sojourn time in order to facilitate the theoretical analysis of macro-cell UE (MUE) and pico-cell UE (PUE) HF.

3.2.1 Modeling the Handover Trigger Locations

To model the statistics of the handover trigger locations, which are offset due to L1/L3 filtering, we examine the distance of each handover trigger location shown in Fig. 3.6 to the ideal picocell coverage boundary, which we define as handover offset distance. In this research work, we model the distribution of the handover offset distance using a uniform distribution for the scenario with no fading, and using a custom distribution for the scenario with fading (to be studied in Section 3.4).

In the following we describe how we incorporate the discrete measurement process in the geometric model presented Fig. 3.7. Let us consider a UE traveling in a straight line with a velocity \( \upsilon \). Due to the discrete measurements performed by the UE every \( T_d \) s, the UE checks whether the handover condition is satisfied at integer multiples of \( T_d \). Therefore, when the UE crosses the picocell coverage circle, TTT may not

---

Figure 3.7: Geometric handover model to analyze HF s for MUEs and PUEs, and considers the effects of L3 filtering. The parameter \( l(\theta) \) refers to the length of the segment for the UE trajectory, for which the segment becomes a chord of the picocell coverage circle.
be immediately initiated. The UE may need to wait for a fraction of time until $T_d$ expires, whose duration depends on where the UE processed the measurement before crossing into the picocell coverage area. Let us consider the different starting instance of UE crossing the picocell coverage area shown in Fig. 3.7. In the first instance, the UE starts as an MUE at the green dot and travels a distance $vT_d$ entering the picocell coverage circle at some point. The TTT is triggered after distance $vT_d$, at the second green dot. In the second instance, the UE starts earlier than the first instance as an MUE at the green triangle and also travels a distance $vT_d$ entering the picocell coverage circle at some point. The TTT is also triggered after distance $vT_d$, at the second green triangle. Note that the location where the TTT would be triggered after L1/L3 filtering in the second instance is closer to the ideal picocell coverage boundary than the first instance. In this research work, we model the distance between the triggering location of the TTT and the picocell coverage circle as a random variable, and we denote this distance as $r_d$. If we consider all possible instances, we can assume that the distance from the handover trigger locations to the cell edge reference point, $r_d$, is uniformly distributed within $vT_d$, i.e. $r_d \sim U[0, vT_d]$.

To verify our model, we check the histogram of handover offset distance $r_d$ generated by our 3GPP-compliant simulator. Based on the assumptions shown in Fig. 3.5 and handover parameters shown in Table 3.1, the handover trigger locations are generated for the following three cases:

1. Case-1: Without shadowing and fast-fading.
2. Case-2: With shadowing but without fast-fading.

The handover offset distance histograms for Case-1 is shown in Fig. 3.8. We can see that for a 60 km/hr UE, and for the scenario of $T_d = 200$ ms adopted in 3GPP LTE, the handover offset distance histogram can be reasonably modeled using
Table 3.1: Handover parameter sets.

<table>
<thead>
<tr>
<th>Profile</th>
<th>Set-1</th>
<th>Set-2</th>
<th>Set-3</th>
<th>Set-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>TTT (ms)</td>
<td>480</td>
<td>160</td>
<td>80</td>
<td>40</td>
</tr>
<tr>
<td>L3 filter coefficient ($k$)</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

a uniform distribution. Modeling the handover process in the fading scenario follows from Case-1, and is achieved by finding the handover offset distance histograms for the trigger locations in the Case-2 and Case-3, which is studied in Section 3.4.

Figure 3.8: Handover offset distance histograms for $v = 60$ km/hr in Case-1. For the scenario of $T_d = 200$ ms adopted in 3GPP LTE, the handover offset distance histogram can be reasonably modeled using a uniform distribution.

3.2.2 Modeling the UEs’ Sojourn Times

The sojourn time estimated in a picocell may be different when using the geometric model in Fig. 3.7 or when using the bouncing ring model of Fig. 3.5. In order to justify the use of our geometric model in Fig. 3.7 to model the scenario in Fig. 3.5, we consider the Bertrand’s Paradox [85] and the three probability density functions described therein. We will show that one of these probability density functions, based on a geometric model like ours, well matches the behaviour of the bouncing ring model, thus validating our modelling.
The Bertrand’s Paradox studies the probability that a random chord of a circle with a radius $R$ is larger than a threshold. In essence, this probability leads us to the statistics of the sojourn time in a given picocell. Due to the different interpretation of randomness of a chord in a circle shown in Fig. 3.9, there are three different models for the PDF of the chord length.

**Model 1:** When we choose randomly two points on a circle and draw the chord joining them, without loss of generality, we may position ourselves at one of them and examine the relative location of the other points. If angle $\theta$ is uniformly distributed between $[-\frac{\pi}{2}, \frac{\pi}{2}]$, the PDF of the chord length $l$ is then given by:

$$ f_1(l) = \frac{2}{\pi \sqrt{4R^2 - l^2}}. \quad (3.5) $$

Note that this interpretation corresponds to the model used in Fig. 3.7.

**Model 2:** If we choose a chord whose direction is fixed and perpendicular to a given diameter of the circle, then we assume that the point of intersection of the chord with the diameter has a uniform distribution. Therefore we can assume that

Figure 3.9: Different interpretations of randomness of a chord in a circle
the perpendicular distance \( r = \sqrt{R^2 - \frac{d^2}{4}} \) from the chord to the center of the circle is uniformly distributed between \([0, R]\). The PDF of the chord length \( l \) is then given by:

\[
f_2(l) = \frac{l}{2R\sqrt{4R^2 - l^2}}.
\] (3.6)

**Model 3:** A chord is uniquely determined by its midpoint, for which a perpendicular line extending from the circle center intersects with the chord. If this intersection point is uniformly distributed over the entire circle, the PDF of the chord length \( l \) is then given by:

\[
f_3(l) = \frac{l}{2R^2}.
\] (3.7)

In order to evaluate how closely the three approaches in the Bertrand’s Paradox capture the picocell sojourn time in Fig. 3.5, we compare the PDFs of chord lengths for the three Bertrand’s Paradox cases with the simulated chord length histogram for the bouncing ring model presented in Fig. 3.5. Considering \( R = 21.7 \) m and plotting the histograms of chord length overlayed with PDFs of all the three solutions in (3.5)-(3.7), we obtain the results in Fig. 3.10. Model 1 shows a reasonable match with the simulated chord lengths, and thus we adopt the PDF given in (3.5) to mode sojourn time and drive our MUE and PUE HF analysis in both no fading and fading scenarios.

### 3.3 Handover Failure Analysis without Fading

Using the geometric model in Fig. 3.7 and the PDF of chord length in (3.5), in this section, we derive the HF probabilities for MUEs and PUEs considering L3 filtering and no fading. We consider that a UE checks the handover entry condition at every \( T_d \) sampling period of the L3 filter. When the handover condition is satisfied, then TTT of duration \( T_m \) is triggered. The \( r_d \) is a random variable accounting for discrete
measurement interval carried out in the UE through L3 filtering, and we assume that \( r_d \) is uniformly distributed between \([0, vT_d]\), yielding the following PDF

\[
    f(r_d) = \begin{cases} 
        \frac{1}{vT_d} & 0 \leq r_d < vT_d \\ 
        0 & \text{otherwise} 
    \end{cases}.
\] (3.8)

In other words, \( r_d \) models the random offset between the intersection of the UE trajectory with the ideal picocell coverage circle, and the location when the filtered measurements become available to the UE after entering the picocell’s coverage area. In the following section, we derive the no handover (NHO) probability for MUEs and HF probabilities for both MUEs and PUEs, using Fig. 3.7 and equations (3.5) and (3.8).

### 3.3.1 No Handover Probability for MUEs

After TTT of duration \( T_m \) is triggered, the MUE does not make a handover if it leaves the picocell coverage circle before the end of \( T_m \). The total distance traveled by the MUE after its last L3 sample and before triggering a handover is equal to \( vT_m + r_d \). Depending on the picocell coverage area and the value of \( vT_m \) relative to \( r_d \), NHO probability for a given UE can be analyzed for three different cases.
1) $vT_m < 2\sqrt{R^2 - r_m^2} - vT_d$: According to the Bertrand’s Paradox model 1 shown in Section 3.2.2, the MUE trajectory angle $\theta$ is uniformly distributed and can take any value between $\left[ -\frac{\pi}{2}, \frac{\pi}{2} \right]$. If we start tracing the line segment of distance $vT_m + r_d$ on the picocell boundary shown in Fig. 3.7 with angle values ranging from 0 to $\frac{\pi}{2}$, there will be an angle $\theta$ for which the line segment will be a chord of the picocell coverage circle. Further tracing with increasing angle values will make the final point of the MUE trajectory to be located outside the picocell coverage circle; this implies that the UE will go outside of the picocell coverage area while the TTT timer is running, and hence there will be no handover to the picocell. As a result, we can obtain the NHO probability by finding the probability that $\theta$ is smaller than the chord length $l(\theta) = vT_m \cos(\theta)$, which is expressed as

$$
P_{\text{NHO}} = \mathbb{P}\left( l(\theta) < vT_m + r_d \right) = \frac{vT_m}{\pi \sqrt{4R^2 - l^2}} \int_0^{\frac{vT_m}{vT_m + r_d}} \frac{vT_d}{vT_m} \int_0^{\frac{vT_d}{vT_m}} \frac{2}{\sqrt{4R^2 - l^2}} \, dl \, dr_d .
$$

(3.9)

Since the random variable $r_d$ and $\theta$ are independent, we can multiply the PDFs presented in (3.5) and (3.8), as shown in (3.9), and the final closed form NHO probability can be expressed as

$$
P_{\text{NHO}} = \mathbb{P}\left( l(\theta) < vT_m + r_d \right) = \frac{2}{\pi vT_d} \left[ \sqrt{4R^2 - (vT_m + vT_d)^2} + (vT_m + vT_d)\tilde{T}_d \right.
$$

$$
- \sqrt{4R^2 - (vT_m)^2} - vT_m \tan^{-1} \left( \frac{vT_m}{\sqrt{4R^2 - (vT_m)^2}} \right) \right] ,
$$

(3.10)

where,

$$
\tilde{T}_d = \tan^{-1} \left( \frac{vT_m + vT_d}{\sqrt{4R^2 - (vT_m + vT_d)^2}} \right) .
$$

(3.11)
2) \( vT_m \geq 2\sqrt{R^2 - r_m^2} - vT_d \): If the distance traveled by the MUE by the end of the TTT duration is greater than or equal to the chord length \( 2\sqrt{R^2 - r_m^2} \) shown in Fig. 3.7, the MUE will intersect with the MUE HF circle for some values of \( \theta \), incurring HF. Then, to obtain the NHO probability, we have to subtract form the NHO probability computed in case 1) the mentioned MUE HF probability, which yields

\[
P_{NHO} = P\left( l(\theta) < vT_m + r_d \mid r_d \leq 2\sqrt{R^2 - r_m^2} - vT_m \right)
\]

\[
= \int_0^{vT_m} \frac{2}{\pi \sqrt{4R^2 - l^2}} dl + \int_0^{vT_d} \int_{vT_m}^{vT_m + r_d} \frac{2}{\pi \sqrt{4R^2 - l^2}} dr dr_d - \int_0^{vT_d} \int_{vT_m}^{vT_m+T_d} \frac{2}{\pi \sqrt{4R^2 - l^2}} dr dr_d.
\]

(3.12)

The limits of the random variable \( r_d \) in the third term represent the integration area which overlaps with the mentioned MUE HF circle. After solving the integral in (3.12) and using \( \tilde{T}_d \), we obtain

\[
P_{NHO} = \frac{2}{\pi v\tilde{T}_d} \left[ 2\sqrt{4R^2 - (vT_m + vT_d)^2} - \sqrt{4R^2 - (vT_m)^2} - (2\sqrt{R^2 - r_m^2}) \tan^{-1}\left( \frac{\sqrt{R^2 - r_m^2}}{r_m} \right) 
\right.
\]

\[
- \left. vT_m \tan^{-1}\left( \frac{vT_m}{\sqrt{4R^2 - (vT_m)^2}} \right) - 2r_m + (vT_m + vT_d + 2\sqrt{R^2 - r_m^2}) \tilde{T}_d \right].
\]

(3.13)

3) If the UE velocity is high, for which the product \( vT_m \) becomes greater than the chord length \( 2\sqrt{R^2 - r_m^2} \), then the random variable \( r_d \) will have no effect, and the NHO probability will be constant. The reason for this is that if \( \theta \) is larger than a threshold (for which the UE trajectory is tangent to the HF circle in Fig. 3.7), the UE will always be moving beyond the coverage area of the picocell before the TTT expires. Then, using (3.5), the NHO probability for this third scenario becomes
\( \mathcal{P}_{\text{NHO}} = \mathbb{P}(l(\theta) < 2\sqrt{R^2 - r_{\text{m}}^2}) = \int_{0}^{2\sqrt{R^2 - r_{\text{m}}^2}} \frac{2}{\pi \sqrt{4R^2 - t^2}} dt = \frac{2}{\pi} \tan^{-1}\left(\frac{\sqrt{R^2 - r_{\text{m}}^2}}{r_{\text{m}}}\right). \) (3.14)

### 3.3.2 HF Probability for MUEs

When the MUE reaches the MUE HF circle before the TTT expires, there will be HF, and the MUE fails to connect with the picocell. This occurs when the MUE trajectory distance \( vT_m + r_d \) is greater than the distance \( d_{\text{HF},m}(\theta, R, r_m) \) for a given trajectory angle \( \theta \). This distance refers to the total distance travelled by the UE from the ideal picocell coverage to the MUE HF circle, and it is given by

\[
d_{\text{HF},m}(\theta, R, r_m) = R \cos(\theta) - \sqrt{r_m^2 - R^2 \sin^2(\theta)}. \tag{3.15}
\]

To obtain the MUE HF probability, we first evaluate the MUE HF condition \( vT_m + r_d > d_{\text{HF},m}(\theta, R, r_m) \) in terms of \( l(\theta) \). This is done to get the integrating limits for MUE HF probability, and corresponds to the condition for which the MUE will cross the HF circle before the TTT expires. Using (3.15) along with this condition, we can write

\[
vT_m + r_d > R \cos(\theta) - \sqrt{r_m^2 - R^2 \sin^2(\theta)}, \tag{3.16}
\]

and using \( l(\theta) = 2R \cos(\theta) \), we get \( \theta = \cos^{-1}\left(\frac{l(\theta)}{2R}\right) \). Applying this this in (3.16), we obtain the MUE HF condition as a function of \( l(\theta) \) as

\[
l(\theta) > \frac{R^2 - r_m^2}{vT_m + r_d} + (vT_m + r_d). \tag{3.17}
\]

Then, the MUE HF probability is calculated differently for the following four cases.
1) $\nu T_m < R - r_m - \nu T_d$: We know that for $\theta = 0$, minimum value of $d_{HF,m}(\theta, R, r_m)$ is obtained; i.e., $d_{HF,m}(0, R, r_m) = d_{HF,\min} = R - r_m$. If the distance traveled by MUE $\nu T_m + \nu r_d$ is less than $d_{HF,\min}$, then there will be no MUE HF, i.e., $P_{HF,m} = 0$. This is because tracing the MUE trajectory with all possible angle values will not make MUE trajectory to overlap with MUE HF circle. In other words, for sufficiently low velocities, the SINR of the MUE will not be severely degraded before the TTT expires and handover is completed.

2) $R - r_m < \nu T_m + \nu T_d < \sqrt{R^2 - r_m^2}$: When UE velocity is high and the MUE HF condition in (3.17) is satisfied, then the MUE HF probability is expressed as

$$P_{HF,m} = \Pr \left( l(\theta) > \frac{R^2 - r_m^2}{\nu T_m + \nu r_d} + (\nu T_m + \nu r_d) \right) = \int_0^{\nu T_d} \int_0^{\frac{2}{\nu T_m + \nu r_d}} \frac{2}{\sqrt{4R^2 - l^2}} dl \, dr_d + \int_{\frac{2}{\nu T_m + \nu r_d}}^{\nu T_d} \int_{\frac{2}{\nu T_m + \nu r_d}}^{\frac{2R}{\nu T_m + \nu T_d}} \frac{2}{\sqrt{4R^2 - l^2}} dl \, dr_d$$

$$= 1 - \int_0^{\nu T_d} \frac{2}{\pi \nu T_d} I_1(\nu r_d) \, dr_d ,$$

where,

$$I_1(\nu r_d) = \tan^{-1} \left( \frac{R^2 - r_m^2 + (\nu T_m + \nu r_d)^2}{\sqrt{4R^2(\nu T_m + \nu r_d)^2 - (R^2 - r_m^2 + (\nu T_m + \nu r_d)^2)^2}} \right) .$$

3) $\nu T_m > \sqrt{R^2 - r_m^2} - \nu T_d$: For this case, the MUE HF probability is the same as the MUE HF probability for case 2).

4) If the UE velocity is high, making the product $\nu T_m$ greater than the chord length $2\sqrt{R^2 - r_m^2}$, then the random variable $r_d$ will have no effect and the MUE HF probability will be constant. Using (3.5) we can write MUE HF probability as

$$P_{NHO} = \Pr \left( l(\theta) > 2\sqrt{R^2 - r_m^2} \right) = \int_{2\sqrt{R^2 - r_m^2}}^{2R} \frac{2}{\pi \sqrt{4R^2 - l^2}} dl = 1 - \frac{2}{\pi} \tan^{-1} \left( \frac{\sqrt{R^2 - r_m^2}}{r_m} \right) .$$

(3.20)
3.3.3 HF Probability for PUEs

In order to observe a PUE HF, there should be a successful handover of MUE to the picocell first. After a successful handover to the picocell, the PUE continues gathering measurements from the neighbouring cells. If a PUE enters the coverage of the macrocell and the handover event entry condition is satisfied (e.g., L3 filtered RSRP of the macro cell is larger than that of the picocell plus a hysteresis parameter), then TTT of duration $T_p$ is triggered (see Fig. 3.7). For simplicity, we assume that the discrete offset random variable $r_d$ is the same whenever there is a handover to picocell or macrocell.

If a PUE reaches the PUE HF circle before the TTT expires, there will be a PUE HF. In other words, a PUE HF occurs when the total distance travelled by PUE ($vT_p + r_d$) is greater than the distance $d_{HF,p}(\theta, R, r_p)$. If we consider a point on the ideal picocell coverage area where the UE starts entering the coverage of the macrocell after a successful handover to picocell, then distance from this point to the PUE HF circle is given by

$$d_{HF,p}(\theta, R, r_p) = R \cos(\theta) + \sqrt{r_p^2 - R^2 \sin^2(\theta)} - l(\theta).$$

(3.21)

To obtain the PUE HF probability, we evaluate the PUE HF condition

$$vT_p + r_d > d_{HF,p}(\theta, R, r_p),$$

(3.22)

in terms of UE trajectory $l(\theta)$ like we did before for MUE HF. Using (3.21) with (3.22), we get the condition for observing PUE HF as

$$l(\theta) > \frac{r_p^2 - R^2}{vT_p + r_d} - (vT_p + r_d).$$

(3.23)

Based on the condition in (3.23) and the condition $l(\theta) > 2\sqrt{R^2 - r_m^2}$, we can show that there will be a PUE HF when $vT_m + vT_p > \sqrt{r_p^2 - r_m^2} - \sqrt{R^2 - r_m^2}$. For different values of $vT_m$ and $vT_d$, the PUE HF is given as follows.
1) $vT_m + vT_d < \sqrt{R^2 - r_m^2}$: In this case, in order to observe PUE HF, first of all there needs to be no MUE HF. Then, we can use the MUE HF condition in (3.17) and the PUE HF condition in (3.23) to obtain PUE HF. There will be a possible PUE HF for the condition

$$vT_m + vT_p > \sqrt{r_p^2 - r_m^2} - \sqrt{R^2 - r_m^2}. \quad (3.24)$$

After some manipulation, the PUE HF probability is given by

$$P_{HF, p} = \mathbb{P} \left( \max \left( vT_m + r_d, \frac{r_p^2 - R^2}{vT_p + r_d} - (vT_p + r_d) \right) < l(\theta) < \min \left( \frac{R^2 - r_m^2}{vT_m + r_d} + (vT_m + r_d), 2R \right) \right). \quad (3.25)$$

In other words, (3.25) implies that for a successful handover to happen for the MUE, and for a HF to happen for the PUE, the chord of the picocell coverage circle, with length $l(\theta)$, should be in between the two values as given in (3.25).

Let us now consider the following definitions for brevity:

$$d_{rp} = \frac{r_p^2 - R^2}{vT_p + r_d} - (vT_p + r_d), \quad (3.26)$$
$$d_{rm} = \frac{R^2 - r_m^2}{vT_m + r_d} + (vT_m + r_d), \quad (3.27)$$
$$d_{vm} = vT_m + r_d. \quad (3.28)$$

Using (3.26)-(3.28), we obtain that $L_p = \max(d_{vm}, d_{rp})$ and $L_m = \min(d_{rm}, 2R)$. Using the PDF in (3.5), we can calculate the PUE HF probability after some manipulation as
\[ P_{HF,p} = \int_0^{V_{Td}} \frac{1}{\nu T_d} \int_{L_p}^{L_m} \frac{2}{\pi \sqrt{4R^2 - l^2}} dl \, dr_d \]

\[ = \int_0^{V_{Td}} \frac{1}{\nu T_d} \, dr_d + \int_{R - r_m - \nu T_m}^{V_{Td}} \frac{2}{\pi \nu T_d} \tan^{-1} \left( \frac{d_{rm}}{\sqrt{4R^2 - d_{rm}^2}} \right) \, dr_d \int_0^{L_p} \tan^{-1} \left( \frac{d_{rp}}{\sqrt{4R^2 - d_{rp}^2}} \right) \, dr_d \]

\[ - \int_{l_p}^{V_{Td}} \tan^{-1} \left( \frac{d_{vm}}{\sqrt{4R^2 - d_{vm}^2}} \right) \, dr_d , \]

(3.29)

where,

\[ l_p = \frac{\sqrt{-8R^2 + 8r_m^2 + (\nu T_m)^2 - 2
\nu^2 T_m T_p + (\nu T_p)^2 - 3}\nu^2 T_m T_p}{4} . \]

(3.30)

In (3.30), \( l_p \) is the value of \( r_d \) which results in \( d_{vm} = d_{rp} \).

2) \( \sqrt{R^2 - r_m^2} < \nu T_m + \nu T_d < 2\sqrt{R^2 - r_m^2} \): In this case, MUE HF occurs when \( l(\theta) > 2\sqrt{R^2 - r_m^2} \). Using this condition and the PUE HF condition in (3.23), the PUE HF probability is given by

\[ P_{HF,p} = P \left( \max \left( \nu T_m + r_d, \frac{r_p^2 - R^2}{\nu T_p + r_d} - (\nu T_p + r_d) \right) < l(\theta) < 2\sqrt{R^2 - r_m^2} \right) . \]

(3.31)

Using (3.5), (3.26)–(3.28), \( L_m \) and \( L_p \), we can find PUE HF probability after some manipulation as

\[ P_{HF,p} = \int_0^{V_{Td}} \frac{1}{\nu T_d} \int_{L_p}^{r_m} \frac{2}{\pi \sqrt{4R^2 - l^2}} dl \, dr_d \]

\[ = \frac{2}{\pi} \tan^{-1} \left( \frac{\sqrt{R^2 - r_m^2}}{r_m} \right) + \int_0^{L_p} \tan^{-1} \left( \frac{d_{rp}}{\sqrt{4R^2 - d_{rp}^2}} \right) \, dr_d + \int_{l_p}^{V_{Td}} \tan^{-1} \left( \frac{d_{vm}}{\sqrt{4R^2 - d_{vm}^2}} \right) \, dr_d . \]

(3.32)
3) \( vT_m + vT_d > 2\sqrt{R^2 - r_m^2} \): In this case, PUE HF probability is the same as in case 2 of PUE HF probability.

3.4 Handover Failure Analysis with Fading

The channel impairments might degrade the handover performance of the UEs in cellular networks. In particular, channel fading causes the link qualities from the neighboring cells to fluctuate in a random manner; as a result and depending on the L1/L3 sampling period, it varies when and where the handover trigger events occur. In this research work, we model the HF locations in the fading scenario as a circle, since the wideband SINR (which dictates handover failures) is typically averaged over a large bandwidth, and the effect of fading is mitigated. On the contrary, the handover trigger locations in the fading scenario depend on the RSRP, which may be measured over a narrow bandwidth of six resource blocks in LTE and thus not as reliable. Therefore, RSRP is subject to larger randomness, which may significantly affect the handover trigger locations.

3.4.1 Modeling the Handover Trigger Locations in the Fading Scenario

In this research work, we use a 3GPP compliant system level simulator with channel fading to extract statistics related to handover trigger locations, for analyzing handover performance in fading environments. A typical urban (TU) channel model based on the modeling assumptions in [86] was used to implement the UE channel in outdoor hotspot scenarios. The TU channel is designed to model the time variations of the channel, which arise due to the UEs’ motion and other impairments. The channel fluctuations will increase with the UE’s velocity, which will impact handover
performance. Based on this scenario, a representative set of handover trigger locations of a UE around the coverage area of a picocell are illustrated in Fig. 3.11 using system level simulations.

Figure 3.11: Handover locations in the fast-fading and shadowing scenario (Case 3) for UE velocity $v = 60$ km/h and $T_d = 40$ ms.

Comparing Fig. 3.11 with Fig. 3.6, we can see that due to fading channel conditions, handover trigger locations in Fig. 3.11 are not delimited within the coverage boundaries of the picocell. In other words, TTT timer can be initiated for locations that are far away from the ideal picocell coverage area. To model the statistics of the handover trigger locations with L1/L3 filtering, we examine the distance of each handover trigger location shown in Fig. 3.11 from the ideal picocell coverage boundary, which we define as handover offset distance. We model this distance using a random variable denoted by $\hat{r}_d$ and obtain histograms for it as shown in Fig. 3.12. The negative distance in histograms is due to the possibility of handover trigger locations being outside the ideal picocell coverage area due to fading.

After testing several standard distributions, we conclude that there is no standard distribution that reasonably approximates the histograms in Fig. 3.12. Therefore, for the fading scenario, we directly use the histogram data to obtain the semi-analytic
HF expressions for MUEs and PUEs. The histograms for \( \hat{r}_d \) are given by \( f(\hat{r}_d) \), where \( \hat{r}_d \in (\hat{r}_{\min}, \hat{r}_{\max}) \).

### 3.4.2 HF Probability Analysis for MUEs

The derivation of MUE HF probabilities in shadowing and fast-fading is carried in a similar manner to that of the ideal handover model case. The only difference comes with the distribution of the random variable \( \hat{r}_d \), which is obtained directly from the histograms as discussed in Section 3.4.1. The MUE HF probability for a given UE can be calculated as

\[
\mathbb{P}\left(l(\theta) > \frac{R^2 - r_m^2}{vT_m + \hat{r}_d} + (vT_m + \hat{r}_d)\right) = \int_{\hat{r}_{\min}}^{\hat{r}_{\max}} f(\hat{r}_d) d\hat{r}_d \int_{\hat{d}_m}^{2R} \frac{2}{\pi \sqrt{4R^2 - l^2}} dl = \int_{\hat{r}_{\min}}^{\hat{r}_{\max}} f(\hat{r}_d) d\hat{r}_d - \int_{\hat{r}_{\min}}^{\hat{r}_{\max}} I_1(\hat{r}_d) d\hat{r}_d
\]

\[
= \int_{\hat{r}_{\min}}^{\hat{r}_{\max}} f(\hat{r}_d) d\hat{r}_d - \int_{R - r_m - vT_m}^{\hat{r}_{\max}} I_1(\hat{r}_d) f(\hat{r}_d) d\hat{r}_d - \int_{\hat{r}_{\min}}^{\hat{r}_{\max}} \tan^{-1}\left(\frac{\sqrt{R^2 - r_m^2}}{r_m}\right) f(\hat{r}_d) d\hat{r}_d - \int_{\hat{r}_{\min}}^{R - r_m - vT_m} f(\hat{r}_d) d\hat{r}_d,
\]

(3.33)
where,

$$I_1(\hat{r}_d) = \tan^{-1}\left(\frac{R^2 - r^2_m + (vT_m + \hat{r}_d)^2}{\sqrt{4R^2(vT_m + \hat{r}_d)^2 - (R^2 - r^2_m + (vT_m + \hat{r}_d)^2)^2}}\right).$$  \hspace{1cm} (3.34)

In Section 3.5, the above integrals are solved numerically to provide numerical results for HF probabilities in the presence of fading.

### 3.4.3 HF Probability Analysis for PUEs

The derivation of PUE HF probabilities in shadowing and fast-fading is carried in a similar manner to that of the ideal handover model case. The only difference comes with the distribution of the random variable $\hat{r}_d$, which is obtained directly from the histograms as discussed in Section 3.4.1. Using the MUE HF condition in (3.17), PUE HF condition in (3.23), and after some manipulation, the PUE HF probability for a given UE can be calculated as

$$P_{HF,p} = \mathbb{P}\left(\max\left(\frac{\hat{r}_d - \frac{R^2}{vT_p + \hat{r}_d}}{vT_p + \hat{r}_d}, \frac{\hat{r}_p^2 - R^2}{vT_p + \hat{r}_d} - (vT_p + \hat{r}_d)\right) < \ell(\theta) < \min\left(\frac{R^2 - r^2_m}{vT_m + \hat{r}_d} + (vT_m + \hat{r}_d), 2R\right)\right).$$  \hspace{1cm} (3.35)

Considering the following definitions for brevity:

$$\hat{d}_{rp} = \frac{\hat{r}_d^2 - R^2}{vT_p + \hat{r}_d} - (vT_p + \hat{r}_d),$$  \hspace{1cm} (3.36)

$$\hat{d}_{rm} = \frac{R^2 - r^2_m}{vT_m + \hat{r}_d} + (vT_m + \hat{r}_d),$$  \hspace{1cm} (3.37)

$$\hat{d}_{vm} = vT_m + \hat{r}_d,$$  \hspace{1cm} (3.38)

we can write that $\tilde{L}_p = \max(d_{vm}, d_{rp})$ and $\tilde{L}_m = \min(d_{rm}, 2R)$. Using the PDF in (3.5), we can calculate the PUE HF probability as
\[
P_{HF,p} = \int_{\hat{r}_{\min}}^{\hat{r}_{\max}} \int_{L_p}^{L_m} \frac{2}{\pi \sqrt{4R^2 - l^2}} dl \, d\hat{r}_d
\]

\[
= \int_{\hat{r}_{\min}}^{\hat{r}_{\max}} \left( \frac{1}{vT_d} \hat{r}_d - \frac{1}{2R - vT_m} \hat{r}_{\max} \right) f(\hat{r}_d) \, d\hat{r}_d + \int_{r_p - \nu T_p}^{r_p - \nu T_m} \left( \frac{1}{\sqrt{4R^2 - d_{rm}^2}} \right) \, d\hat{r}_d
\]

\[
- \int_{\hat{r}_{\min}}^{\hat{r}_{\max}} \left( \frac{d_{vm}}{\sqrt{4R^2 - d_{vm}^2}} \right) \, d\hat{r}_d.
\]

(3.39)

Again, to obtain numerical results in Section 3.5, the above integrals are solved numerically using the histograms \( f(r_d) \) from Fig. 3.12.

### 3.5 Numerical Results

The results are based on the analytical derivations described in earlier sections. In order to validate our analysis, computer simulations are carried out. Initially, as shown in Fig. 3.7, we fix the starting position of the MUE to a reference point on the picocell coverage circle. The MUE travels a distance equal to \( vT_m + r_d \) from the reference point with different realizations of angle \( \theta \), which is uniformly distributed in \( [-\pi/2, \pi/2] \). Since \( r_d \) is uniformly distributed between \([0, \nu T_d] \), we have different values of \( r_d \) for each \( \theta \). After the MUE has traveled a distance equal to \( vT_m + r_d \), the final point of the MUE is checked for intersection with MUE HF circle. If it intersects with the MUE HF circle then there is a MUE HF. We aggregate all these MUE HF events and normalize them over \( \theta \) and \( r_d \) realizations to obtain MUE HF probabilities for each UE velocity.

In order to obtain PUE HF probability, we find the end points of the chord using \( l(\theta) = 2R \cos(\theta) \) for the picocell coverage circle for different \( \theta \) realizations. Then, we
take those points as the reference point, and fix the starting position for the PUE. Subsequently, the PUE travels a distance equal to $vT_d + r_d$ and the final point of the PUE is checked for intersection with the PUE HF circle. If it intersects with the PUE HF circle, then there is a PUE HF. We aggregate all these PUE HF events and normalize them over $\theta$ and $r_d$ realizations to obtain PUE HF probabilities for each UE velocity.

In the following subsection the MUE and PUE HF probabilities are shown for $R = 64$ m, $r_m = 50$ m and $r_p = 78$ m in the no fading and fading scenarios.

### 3.5.1 Results with No Fading

Using the above simulation assumptions, theoretical MUE HF and PUE HF probabilities derived in Section 3.3 are plotted as a function of UE velocity and are verified via simulation results. Initially, it is assumed there is no fading or shadowing.

![MUE HF probability for non-overlapping measurement filtering approach.](image-a)

![MUE HF probability for sliding window filtering approach.](image-b)

Figure 3.13: Theoretical (lines) and simulated (markers) no fading results as a function of UE velocity for $R = 64$ m, $r_m = 50$ m and $r_p = 78$ m in the case of non-overlapping handover filtering process [7].
The MUE HF probability for the non-overlapping handover filtering process in [7] and the sliding window filtering stated in 3GPP are shown in Fig. 3.13(a) and Fig. 3.13(b), respectively.

The MUE HF probability for the non-overlapping filtering approach is shown for different TTT and $T_d = [200, 100, 50]$ ms. We see that as UE velocity increases, the MUE HF probability increases. On the other hand, when the sampling period of L3 filter decreases, the MUE HF probability decreases, since the TTT can be initiated earlier. For example, the MUE HF probability for UE velocity 80 km/hr improves by approximately 10 percent when sampling period is reduced from 150 ms to 50 ms. By reducing TTT to 160 ms we can see that the MUE HF probability becomes almost negligible. This is because the UEs finalize the handover in a quicker way, when compared to larger TTT values.

The MUE HF probability for the sliding window handover filtering shown in Fig. 3.13(b) is lower compared to the non-overlapping filtering process. This is due to the lower values of $T_d = [40, 20, 10]$ ms, which implies frequent measurements performed at the UE. We see that the improvement in the MUE HF probability for the UE velocity 120 km/hr is 2.5 percent when the sampling period $T_d$ is reduced from 40 ms to 10 ms. On the other hand, when $T_d$ is reduced from 200 ms to 50 ms, MUE HF is improved by 7.5 percent for the non-overlapping filtering approach.

PUE HF for different TTT and $T_d$ values in the case of non-overlapping handover filtering process is shown in Fig. 3.14(a). We can see that as UE velocity increases, PUE HF probability increases and it is improved when sampling period $T_d$ decreases. For example, the PUE HF probability for UE velocity 120 km/hr improves by approximately 5 percent when sampling period is reduced from 150 ms to 50 ms. By reducing the TTT to 160 ms we can see that there will be no PUE HF probability when no fast fading and shadowing are considered in analysis/simulations.
Figure 3.14: Theoretical (lines) and simulated (markers) no fading results as a function of UE velocity for $R = 64$ m, $r_m = 50$ m and $r_p = 78$ m.

The PUE HF probability for different TTT values and for $T_d = [40, 20, 10]$ ms in the sliding window filtering approach is shown in Fig. 3.14(b). The PUE HF probability is improved due to the lower values of sampling period $T_d$. Moreover, there is less improvement in the PUE HF probability when $T_d$ is decreased compared to the non-overlapping filtering approach.

The downside of reducing the sampling period of L1/L3 filter is that it increases the unnecessary handovers called ping-pongs shown in Fig. 3.15(a) for the non-overlapping filtering process. We can see that ping-pong probability increases when the sampling period of L1/L3 filter is reduced from 200 ms to 50 ms. The reason for this is that for a larger sampling period of L1/L3 filter, the output of the filter is more stable and the UE tends to stay with its serving cell for a longer time before initiating the handover process, which will naturally reduce ping-pong handovers.

The ping-pong probability for the sliding window filtering approach is shown in Fig. 3.15(b). The results show that there is a slight increase in ping-pong probability due to the frequent measurement performed at the UE.
Figure 3.15: Ping-pong results as a function of UE velocity for $R = 64$ m, $r_m = 50$ m and $r_p = 78$ m.

### 3.5.2 Results with Fading

In order to obtain results with channel fading, a TU channel model is used as discussed in Section 3.4.1. In this case, we use the histogram data shown in Fig. 3.12 to generate samples for $\hat{r}_d$, follow the other simulation assumptions stated previously, and plot the MUE HF and PUE HF probabilities as a function of UE velocity.

The MUE HF probability plots are shown in Fig. 3.16(a). We can see that MUE handover performance is degraded for all UE velocities compared to no-fading scenario in Fig. 3.13. Moreover, MUE handover performance is improved when the sampling period ($T_d$) of the filter is decreased. We can see that for MUE traveling with a velocity 120 km/h, the MUE HF is improved by 12.19 percent when sampling period of the filter is reduced from 200 ms to 50 ms. Results show that even at low UE velocities, there may be on the order of 10% HF probability. Note that these results consider a worst-case simulation scenario, in which the UE starts its path at the coverage area of a picocell base station as shown in Fig. 3.7.
Figure 3.16: Theoretical (lines) and simulated (markers) no fading results as a function of UE velocity for $R = 64$ m, $r_m = 50$ m and $r_p = 78$ m.

The PUE HF probability plots are shown in Fig. 3.16(b). We notice that the PUE HF probability increases as UE velocity increases and it is improved when the sampling period $T_d$ of the filter is decreased. The PUE HF probability improves by 3 percent for PUE traveling with a velocity 120 km/h in the fading channel conditions. This is due to higher HF probabilities of MUEs at higher speeds.

Figure 3.17: Simulation plots for fading ping-pong probabilities as a function of UE velocity for $R = 64$ m, $r_m = 50$ m and $r_p = 78$ m.
In order to investigate the impact of TTT and $T_d$ on ping-pong handover performance, ping-pong probability plots in the fading scenario are shown in Fig. 3.17. We can see that there are more ping-pongs when $T_d$ and TTT are reduced, and this is because using shorter TTT and $T_d$ the output of the filter is less reliable, creating oscillations in the server selection process. In the Fig. 3.17, we can see that there are more ping-pongs in fading scenario compared to no-fading scenario shown in Fig. 3.15a. This is because, in the case of fading scenario and assuming from the picocell perspective, the link quality of the serving cell is more prone to fluctuations. As a result there might be handovers back and forth and UEs time-of-stay will be less than the ping-pong threshold causing more ping-pongs.
CHAPTER 4
FUZZY BASED GAME THEORETIC MOBILITY MANAGEMENT
FOR ENERGY EFFICIENT OPERATION IN HETNETS

In order to study the performance of the fuzzy based game theoretic mobility management scheme, we consider two-tier HetNet system model which consists of macro BS (MBS) and several overlaid small cell BSs (SBSs) as shown in Fig. 4.1. The BS set \( \mathcal{B} = \{ b_1, ..., b_{N_{BS}} \} \) consists of MBS set \( \mathcal{M} = \{ m_1, ..., m_{N_{MBS}} \} \) and SBS set \( \mathcal{S} = \{ s_1, ..., s_{N_{SBS}} \} \) (\( \mathcal{B} = \mathcal{M} \cup \mathcal{S} \)). The UEs \( \mathcal{K} = \{ k_1, ..., k_{N_{UE}} \} \) are uniformly distributed over the entire area. For the simplicity, we assume that all of them use the same frequency band. We also consider that the UEs move in a random walk fashion, where at each time increment \( dt \), and its velocity is expressed as follows

\[
\mathbf{v}_t = \mathbf{v}_{t-1} + \rho \sqrt{1 - \rho^2} \mathbf{v}_{\text{mean}} \mathbf{V},
\]

where \( \rho = e^{-dt \frac{\text{a}_{\text{mean}}}{\text{v}_{\text{mean}}}} \) represents the correlation of the velocity between time increments \( \text{a}_{\text{mean}} \) and \( \text{v}_{\text{mean}} \), which are mean acceleration and velocity, respectively. The magnitude of the velocity vector \( \mathbf{V} \) is Rayleigh distributed.

If the UE \( k \) is served by the BS \( b \in \mathcal{B} \) whose downlink transmit power at time instant \( t \) is given as \( p_b(t) \), then the signal to interference plus noise ratio (SINR) experienced by the UE is given by
\[ \gamma^k_b(x, t) = \frac{p_b(t)g^k_b(x, t)}{\sum_{b' \neq b} p_{b'}(t)g^k_{b'}(x, t) + N_0}, \] 

(4.2)

where \( g^k_b(x, t) \) is the free space pathloss from the UE location \( x \) to the BS, and \( N_0 \) is the noise power. The maximum throughput attained at the UE with bandwidth \( B \) is given by the Shannon equation written as

\[ C_k(x, t) = B \log_2(1 + \gamma^k_b(x, t)) . \] 

(4.3)

Further, we consider that UEs are guaranteed to achieve the constant bit rate \( R_k \) as a result of the load experienced by the BS, which can be expressed as

\[ \tau_b(t) = \sum_{k \in K_b} \frac{R_k}{C'_k(x, t)}. \] 

(4.4)

This determines the total fractional time required by the BS to deliver rate \( R_k \) for its associated users denoted as \( K_b \).

The power consumption model in [87] evaluates the total power needed by a BS to generate RF output power at its antenna elements and this can be expressed as

\[ P_{\text{total}} = \frac{P_{BB} + P_{RF} + P_{PA}}{(1 - \sigma_{DC})(1 - \sigma_{MS})(1 - \sigma_{cool})}, \] 

(4.5)

where \( P_{PA} = \frac{P_b}{\eta(1 - \sigma_{\text{feed}})} \) is the power consumed by the power amplifier of efficiency \( \eta \) to transmit RF output power \( P_b \), while \( P_{BB} \) and \( P_{RF} \) are the powers consumed by base band and RF components of the BS, respectively. Parameters \( \sigma_{\text{feed}}, \sigma_{MS} \) and \( \sigma_{DC} \) denote the loss fractions of feeder, main supply and DC-DC power supply, respectively. The loss fraction of the cooling equipment \( \sigma_{cool} \) will be zero for an SBS due to the absence of the cooling equipment. The BS can enter into the micro sleep mode by switching off its power amplifier in the case of low traffic load scenarios. The power consumption in the micro sleep mode can be written as

\[ P_{\text{sleep}} = \frac{P_{BB} + P_{RF}}{(1 - \sigma_{DC})(1 - \sigma_{MS})(1 - \sigma_{cool})}. \] 

(4.6)
The energy efficiency can be improved, if the BS is able to autonomously adjust their transmission power $P_b$ based on the associated user traffic load in (4.4). In the following section, the BS power level switching problem is analyzed using the approach of game theory.

4.1 Proposed Game Theoretic Approach

A non-cooperative game $\mathcal{G} = (\mathcal{B}, \mathcal{A}_b, u_b)$, where the set of BS $\mathcal{B}$ are the players and each of them $b \in \mathcal{B}$ selects their action from the finite set of transmission power levels $\mathcal{A}_b$, is formulated in this section. The utility function of the BS is given by $u_b : \mathcal{A}_b \rightarrow \mathbb{R}^\to$.

The set of BS action $\mathcal{A}_b = \{a^{(1)}_b, a^{(2)}_b, ..., a^{(|\mathcal{A}_b|)}_b\}$ comprises of the action set of MBS $\mathcal{A}_{m \in \mathcal{M}} = \{0, P_{\text{max}}\}$ and action set of SBS $\mathcal{A}_{s \in \mathcal{S}} = \{0, \frac{2P_{\text{max}}}{3}, P_{\text{max}}\}$ where $\mathcal{A}_b \in \mathcal{A}_m \cup \mathcal{A}_s$. At each time instant, the BS $b \in \mathcal{B}$ selects its action $a_b(t)$ with a certain probability which forms the basis of the mixed strategy concept and it is given by

$$\pi_b(t) = \mathbb{P}(a_b(t) = f_b), \quad (4.7)$$

where $f_b$ is the outcome of a selected action by randomization device called roulette wheel. The main objective of the game is that each BS iteratively selects its best action which results in the highest utility.

In this paper, we consider the following multi-criteria utility function for handover decisions

$$u_b(t) = -\omega \tilde{P}_b(t) - \phi \tilde{\tau}_b(t) - \psi \tilde{s}_b(t), \quad (4.8)$$

where $\tilde{P}_b(t)$ is the power consumed by the BS in either active or sleep state given in (4.5) and (4.6), respectively, $\tilde{\tau}_b(t)$ is the BS load given in (4.4), $\tilde{s}_b = \frac{N_{PP,b}(t)}{n_b(t)}$ represents the fraction of ping-pong handovers\footnote{We define ping-pong handover as a handover where a user equipment stays less than one second in a cell before making a new handover.} $N_{PP,b}$ compared to total handovers $n_b(t)$, while
\(\omega, \phi, \psi\) represent their corresponding weights. It is desirable to reduce the number of ping-pong handovers in a network, since they trigger exchange of the coordination messages among the BSs (hence, resulting in higher background traffic), and the packets intended for the desired user may be lost during the frequent handovers [33].

The game \(G\) admits at least one equilibrium, since the action set \(A_b\) is discrete and finite. The outcome of this non-cooperative game results in suboptimal mixed strategy of Nash equilibrium. Therefore, other solution concepts, which achieve optimal expected payoff for a player, need to be obtained. Auman et al. showed in [88] that allowing the players to correlate their actions in non-cooperative games can achieve the equilibrium better than convex hull of the Nash equilibrium. For instance, if the signals are generated based on the common knowledge of the players’ actions in a game, then the actions of the players, which are drawn from a distribution based on the generated signals, will result in a correlated equilibrium (CE). Here, the player is more likely to select an action which yields the best expected payoff conditioned on player seeing its own action.

We consider a slight variation of the CE scenario, where the player has the best expected payoff for an action before seeing the action itself. Such a distribution is called “coarse correlated equilibrium” defined as follows.

**Definition 4.1.1** A coarse CE is a probability distribution \(\pi_b\) that has for every player \(b \in B\) and his every action \(a'_b \in A_b\):

\[
\sum_{a'_{-b} \in A_{-b}} \left( u_b(a'_b, a_{-b})\pi_{-b,a_{-b}} \right) - \sum_{a \in A_b} \left( u_b(a)\pi_{b,a} \right) \leq 0 \quad (4.9)
\]

where \(u_b(a)\) is the utility of the player when action \(a\) is drawn from the distribution \(\pi_b\) and \(\pi_{-b,a_{-b}}\) is the marginal distribution of a player \(b\) action computed using the joint distribution of its action \(a'_b\) with other players’ actions \(a_{-b} \in A_{-b}\) which is also expressed as
\[ \pi_{-b,a_{-b}} = \sum_{a'_b \in A_b} \pi(a'_b, a_{-b}). \] (4.10)

The empirical distribution of the play in the regret matching adaptive procedure converges to the CE distributions as time \( t \to \infty \) \cite{89}. For the finite time interval and any \( \varepsilon > 0 \), it converges to a distance lesser than \( \varepsilon \) from the CE. We follow this regret matching framework and for the finite time interval, the empirical distribution converges to \( \varepsilon > 0 \) coarse correlated \( \varepsilon \)-equilibrium which is basically obtained by replacing the right hand side in (4.9) by \( \varepsilon \). In the following section, we explain the proposed regret matching learning procedure to attain coarse correlated \( \varepsilon \)-equilibrium which yields optimal expected payoff for every player.

### 4.1.1 Regret Based Game Theoretic Learning Scheme

The basic idea of the regret based learning scheme is that the player evaluates the regret for not having played the action and aims at minimizing the regret by changing its actions over the time. Hence, the action played yields best expected utility. Let us assume the game \( G \) is repeatedly played at every time instant \( t \) and the BSs are constantly changing their actions based on the outcome from their respective distribution \( \pi_b(t) \) and observe the utility \( u_b(t) \) which is defined in (4.8) and can simultaneously capture transmit power, load, and ping-pong handovers. The goal is to adapt the mixed strategy \( \pi_b \) so that it minimizes the regret \( r_b(t) \) over the time. Usually the regret evaluation needs to know the utility \( u_b(t) \) and this requires the knowledge of the other BS actions due to the load term \( \tilde{\tau}_b(t) \) in (4.8). However, this is not feasible in practice due to the distributed nature of BSs. Estimation also needs to be performed as follows \cite{51}:
\[ \hat{u}_b(t+1) = \hat{u}_b(t) + \Lambda_b(t+1) \left( u_b(t) - \hat{u}_b(t) \right), \]

\[ \hat{r}_b(t+1) = \hat{r}_b(t) + \Upsilon_b(t+1) \left( \hat{u}_b(t) - u_b(t) - \hat{r}_b(t) \right), \]

\[ \tilde{\pi}_b(t+1) = \tilde{\pi}_b(t) + \Delta_b(t+1) \left( G_b(\hat{r}_b(t+1)) - \tilde{\pi}_b(t) \right), \]

\( \Lambda_b, \Upsilon_b \) and \( \Delta_b \) are the learning rates for the utility, regret and mixed strategy probability, respectively. Generally, the learning rate follows the scheme \( \left( \frac{1}{t} \right)^e \), where \( e \) is the exponent of the learning rate similar to all BSs. The estimation of the mixed strategy \( \pi_b(t) \) of actions is performed according to the Boltzmann-Gibbs (BG) distribution \( G_b^{l} \) which weighs them relatively based on their regrets. Hence, highest regret has the maximum probability and the BSs are more likely to pick these actions through roulette wheel selection in (4.7). The BG distribution can be written as [51]

\[ G_b^{l} \left( \hat{r}_b(t+1) \right) = \frac{\exp \left( \kappa_b \hat{r}_b^{l}(t+1) \right)}{\sum_{\nu \in A_b} \exp \left( \kappa_b \hat{r}_b^{\nu}(t) \right)}, \quad (4.11) \]

where \( \kappa_b > 0 \) is a temperature parameter which balances the exploitation of the actions with higher regrets by exploring the actions with lower regrets. In this way, the BS picks the best action with the evolution of time and its mixed strategy \( \pi_b(t) \) converges to the coarse correlated \( \varepsilon \)-equilibrium.

The frequent change in the power levels of the regret matching learning scheme results in the increased signaling load when the handover decisions are made on a single metric such as the signal strength. Therefore, the multi-criteria handover decision schemes are necessary. In this paper, we propose the context-aware multi-criteria handover scheme to minimize the unnecessary handovers, which will be discussed further in the following section.
4.2 Context-Aware Fuzzy Handover Scheme

The proposed fuzzy context-aware handover scheme contains two stages: i) handover necessity decision, and ii) target BS selection.

4.2.1 Handover Necessity Decision

In the first stage, the user determines the handover decision condition based on the handover factor determined by the multi-criteria fuzzy logic controllers (FLCs) as seen in Fig. 4.2. We consider SINR, throughput and BS load as given in eq. (4.2), eq. (4.3) and eq. (4.4), respectively. In addition to these parameters, UE-BS distance and velocity of the users are also taken into account to determine the handover decision condition. The fuzzy reasoning helps to deal with the imprecise nature of the parameters involved in the handover decision condition and also it is easy to interpret the influence of these multi-attribute parameters on the handover decision due to the usage of if-then rules.

![Figure 4.2: The proposed fuzzy logic controller for the handover decisions, composed of three fuzzy inference systems (FIS).](image)

The fuzzy if-then rules maps the input to suitable output space. To reduce the number of if-then rules, the fuzzy logic controllers are connected in a parallel fashion. The SINR and rate parameters are passed to FLC-1 to obtain SINR-Rate factor; similarly the Distance-Load factor is obtained using FLC-2 as shown in Fig. 4.2.
The output of these two FLCs together with the velocity parameter are fed to the handover FIS (FLC-3) to determine the handover factor. Next, we determine the impact of parallel combining fashion on the if-then rules reduction. For instance, if all five parameters having three fuzzy sets as low, medium and high directly fed to the handover FIS, then the number of if-then rules of the handover FIS will be $3^5 = 243$, which is reduced to $3^3 = 27$. This is due to the parallel combination of the handover context parameters in the FLC-1 and FLC-2. Usually, the fuzzy inference process in a FLC consists of several steps.

In the first step fuzzification of the inputs are performed, the crisp values at the input of FLC are fuzzified using a membership function, which is designed purely based on human intuition. To this end, triangular $h(x)$ and trapezoidal $p(x)$ membership functions are employed, and can be expressed as follows

$$h(x) = \begin{cases} \frac{x-a}{b-a}, & a \leq x \leq b \\ \frac{x-b}{c-b}, & b \leq x \leq c \end{cases}, \quad p(x) = \begin{cases} \frac{x-l}{m-l}, & l \leq x \leq m \\ 1, & m \leq x \leq n \\ \frac{n-x}{u-n}, & n \leq x \leq u \end{cases}$$

The parameters $[a, b, c]$ and $[l, m, n, u]$ of the $h(x)$ and $p(x)$, respectively represent the bounds of the input space. The membership functions for the user velocity consists of three fuzzy sets namely low, medium and high as shown in Fig. 4.3. The low and high fuzzy sets are described by trapezoidal membership functions, while the medium fuzzy set uses the triangular membership function. It is important to notice that the membership functions are overlapping due to the smooth transition boundary which is an underlying characteristic of the fuzzy sets; i.e., the precise input values during fuzzification process can belong to more than one fuzzy set with the different degree of membership shown in Fig. 4.3. For instance, user velocity 30 km/hr belongs to the low fuzzy set with a degree of 0.9 and to the medium fuzzy set with a degree of 0.25. Hence, this might trigger several if-then rules as a result.
In the second step, the if-then rules associated with the membership functions are identified and their respective firing strength is calculated. Suppose that one of the if-then rules of the Handover FIS shown in Fig. 4.2 is given as “If (Rate-SINR-factor is Low) and (Distance-Load-factor is Medium) and (Velocity is High) then (MBS-HO-factor is Medium)”, where AND logical operation is a simple arithmetic product and the firing strength for rule $i$ can be expressed as follows:

$$\alpha_i = \mu_{\text{Low}}(x_1) \times \mu_{\text{Medium}}(x_2) \times \mu_{\text{High}}(x_3),$$  \hspace{1cm} (4.12)

where $\mu_{\text{Low}}(x_1)$, $\mu_{\text{Medium}}(x_2)$, and $\mu_{\text{High}}(x_3)$ are the membership functions of the input rate-SINR-factor, distance-load-factor and the velocity, respectively. Similarly, implication of the if-then rule is performed by multiplying its firing strength $\alpha_i$ with the output membership functions to obtain the rule output. The output membership functions are either linear or constant, and therefore, we consider only Sugeno type fuzzy inference system [90,91].

In the final step, defuzzification is carried out and the final precise output of the FLC is the weighted average of all the rule outputs, given as

$$w = \frac{\sum_{i=1}^{N} \alpha_i z_i}{\sum_{i=1}^{N} \alpha_i},$$ \hspace{1cm} (4.13)
where \( z_i \) is the output membership value for the rule \( i \). An illustration of the weighted average value \( w \) for the Handover FIS in the case of MBS and SBS is shown in Figs. 4.4 and 4.5, respectively. We observe that with increase in the velocity, the handover factor reduces for MBS, while it increases for SBS with respect to the proposed if-then rules for the Handover FIS shown in Fig. 4.2. This implies that a UE residing at MBS and traveling at higher velocity will have a reduced likelihood of a handover. However, it increases for a UE associated with an SBS. In Figs. 4.4(a) and 4.5(a), the handover factors are shown as the functions of the velocity in the different distance-load factors, while Figs. 4.4(b) and 4.5(b) show the handover factors under the different rate-SINR factors for the MBS and the SBS, respectively. We can see that the possibility of the handover increases as the distance-load factor increases, whereas it decreases with the increase in the rate-SINR factor. This implies that proposed if-then rules follow general trend on how the chances of the initiating handover varies with the parameters such as distance, rate, load and SINR.
Once the HO factor is obtained, it is compared with the threshold to determine the handover decision condition. If the HO factor exceeds the threshold, a handover is initiated. The threshold should be carefully adjusted to prevent the unnecessary handovers among MBSs and SBSs.

### 4.2.2 Target BS Selection

The second stage of the proposed handover scheme is the target BS selection. We follow the multi attribute decision making (MADM) scheme called fuzzy technique for the order of preference by similarity to the ideal solution (FTOPSIS) explained in [68] for the BS selection. The overall proposed fuzzy handover scheme is summarized in Fig. 4.6. The BSs are ranked based on their own ranks, and the BS with highest rank is selected to make a handover. The proposed fuzzy handover scheme with handover necessity decision and target BS selection is summarized in Fig. 4.6.

### 4.3 Simulation Results

Our proposed context aware fuzzy handover scheme is evaluated using the rudimentary network emulator (RUNE) in Matlab simulation platform. We consider a simula-
Figure 4.6: Proposed fuzzy logic handover scheme: handover necessity decision (left), and target BS selection (right).

Figure 4.7: Two tier HetNet where MBS is located at the origin and circles represent the coverage of the SBSs.

The BSs switch their transmission power levels based on the regret learning scheme shown in Section 4.1.1 and it is worth mentioning that we do not consider wake-up mechanism for the BS. Therefore we assume that there is no delay when it wakes
up from the sleep mode. We study how the user mobility influences various BS performance parameters such as the energy consumption, the ping-pong rate, and the offered throughput, separately in the following sections.

### 4.3.1 Impact on BS Energy Consumption

The SBS energy consumption versus time is evaluated for user velocities $v = \{30, 60, 120\}$ km/hr and is shown in Fig. 4.8. We can see that the BS optimizes its energy consumption with time through the proposed regret learning scheme. The energy consumption is the lowest for the high velocity users, since the users are served by the MBS and handovers are not triggered by the FLC as implied by Fig. 4.2. As a result, the SBSs go into sleep mode which decreases the energy consumption, with a downside that it increases the load on the MBS. In the case of lower velocity users, handovers are more likely to be triggered to the SBS due to the velocity attribute considered in the fuzzy reasoning of the FLC in Fig. 4.2, which rejects the handover to the MBS. Therefore, more SBSs are active and this in turn increases the energy consumption.
In Fig. 4.9, considering that the energy consumption reaches a steady state after some time (e.g., as shown in Fig. 4.8), we plot the average SBS energy consumption as a function of number of users in the network considering different velocities and using our proposed handover mechanism in Fig. 4.2. We can observe that when the user velocity is highest at 75 km/hr, the SBS energy consumption is minimized, since more users are kept at macrocell. On the other hand, for lower velocities, average SBS energy consumption is gradually increased, since more users are served by the SBSs. Moreover, when the number of users is increased, the SBSs also move
into active mode to serve those users, hence increasing further the overall energy consumption. To support the results in Fig. 4.9, we further plot the average SBS load as a function of number of users in Fig. 4.10, which show a similar behavior with the energy consumption results in Fig. 4.9.

Figure 4.10: Average SBS load as a function of the number of users ($N_{\text{SBS}} = 7$).

### 4.3.2 Impact on Ping Pong Performance

Figure 4.11: Average ping-pong handover rate as a function of the number of users ($N_{\text{SBS}} = 7$).
The average ping-pong handover rate as a function of number of users is plotted and shown in Fig. 4.11. We observe that when the users have a velocity of 30 km/hr, there are no ping-pongs observed regardless of the number of users. For higher velocities, ping-pong handovers are observed. The ping-pong handover rate increases with user count, since the number of users also increase the load in the cells, which impacts the utility function in (4.8) and hence triggers handovers. We observe that the ping-pong rate is the highest for user velocity of 75 km/hr, rather than 80 km/hr. This is due to the handover decision framework discussed in Section 4.2, where high velocity users are inclined to remain at the MBS, which tends to reduce ping-pong handovers. In order to validate this observation, ping-pong rate is plotted as a function of user velocity for different $N_{SBS}$ in Fig. 4.12, which we observe to be aligned with the results in Fig. 4.11. In addition, we observe that ping-pong rate increases with $N_{SBS}$, since it becomes more likely to have handovers among neighboring SBSs. On the other hand, for user velocities higher than 100 km/hr, ping-pong rate sharply drops for $N_{SBS} = 20$, since many of the users are kept at the MBS, and the SBSs are placed into sleep mode.

![Figure 4.12: Average ping-pong handover rate as a function of user velocity (15 UEs).](image-url)
4.3.3 Impact on BS Throughput Performance

The average SBS throughput as a function of number of users for user velocities $v = \{30, 45, 60, 75\}$ km/hr is shown in Fig. 4.13a. We observe that the throughput per SBS is lower for higher user velocities, since the users are inclined to stay at the MBS. For lower velocities, the throughput is increased as a result of more users associating with small cells. Furthermore, we plot the average SBS throughput as a function of user velocity in Fig. 4.13b for 15 SBSs and with different $N_{UE}$, which is aligned with the observations in Fig. 4.13a. We also observe that the average throughput is maximum for $N_{UE} = 20$ users, but for higher velocities, throughput sharply reduces to similar values for all scenarios, since only small number of users are served at the SBSs.
5.1 Introduction

The present LTE systems has adopted hard handover mechanism, where the user equipment (UE) ongoing connection from source cell is broken before making a handover to the target cell. In the dense network and high speed user scenarios, this interruption can have serious implications on the delay sensitive traffic like voice, live streaming video etc. Therefore operators perform drive test and obtain network quality information in order to find any problems affecting the quality of service (QoS) of the users.

In recent years, SDR has gained much attention due to its ability to implement hardware components of a wireless communication system on a software platform. The simplest SDR transceiver consists of analog to digital (A/D) chip connected to an antenna in the receive path and digital to analog (D/A) chip connected to an antenna in the transmit path, which forms the RF front end. The signal processing stages are carried out in the digital domain by a personal computer.
One such SDR equipment is the universal software radio peripheral (USRP) shown in Fig. 5.1 which has become very popular due to low cost hardware and open ended platform for prototyping from basic to complex wireless systems [92]. It includes an RF front end (also referred as a daughterboard) where all RF analog operations take place, and the digital signal processing tasks are carried out by the FPGA. The daughterboard determines the operational frequency range of the USRP. This makes it flexible and prototyping platform, where the performance of the communication protocols can be studied. In conventional drive test, the equipments used are expensive and are designed to carry out specific functions. Therefore, USRPs addresses this issues and can be best fit replacement for the conventional drive test equipment.

Drive test usually involves a vehicle carrying a equipment to record network measurements and a global positioning system (GPS) receiver to obtain geographical location information of the recorded data. The following section explains the measurement setup involved in drive test.

5.2 Measurement Setup for signal recording in the drive test

The measurements are obtained using a universal software defined radio (USRP) connected to laptop through a gigabit interface. The USRP features a integrated GPS disciplined oscillator (GPSDO) which helps to obtain the latitude and longitude coordinates, where the measurement was recorded. The USRP and laptop are powered through a uninterruptible power supply (UPS) lead acid batteries in the drive test. We use VERT900 antenna to scan the LTE frequencies in the range 730-2200 MHz and 3V active antenna for the GPSDO to aid faster locking on to GPS constellation satellites.

The signal recording is performed in the LabVIEW (LV) platform and the block diagram code for recording the LTE measurements in LV is shown in Fig. 5.2. First
the GPS location information is obtained before initiating the measurement recording of the LTE signal. It can be extracted from the national marine electronics association (NMEA) information which is performed by the on-board receiver on the GPSDO. The NI-USRP driver helps to obtain NMEA sentences consisting of fix information (GGA) and recommended minimum data (RMC). The data format of the RMC is shown in Fig. 5.3

For instance, the data field values in the RMC sentence are separated by comma and it may look like

$GPRMC,220312.00,A,3546.3330,N,07840.4268,W,0.0,0.0,220617,,*25$

where, $GPRMC$ is the RMC protocol header which consists of the message ID, 220312.00 is the UTC time of format hours:minutes:seconds.fractional second, A is the status ($A = data\ valid; V = data\ not\ valid$) and the format of the data field 220617 is ddmmyy and the empty fields are the magnetic variation and mode which is applicable to NMEA version 2.3 [93]. The sign convention is applied to the lati-
tude and longitude based on the East/West and North/South indicators, where West and South are considered negative coordinates and it is recorded in a comma separated values (CSV) file after performing some manipulations. Further the LTE signal recording is performed and basically at every loop iteration the location information and LTE signal measurements are logged on to CSV spreadsheet file as shown in Fig. 5.2.

The LTE frequency bands are given in [94,95], and the active LTE frequencies can be determined whether the successful decoding of master information block (MIB) is achieved or not. The active LTE frequencies are then listed with their corresponding sampling rates and a lookup table is created. Next we perform the drive test and at every location the USRP carrier frequency and sampling rate are hopped based on the lookup table entries and the signal measurements are recorded in a separate file for each frequency. The elapsed time after recorded measurement at every loop iteration is added as shown in Fig. 5.2 and when this sum is greater than the threshold for a new file given by time_new_file, then new set of files are generated for GPS location, time, and lte measurements. The recorded measurements are then post-processed in the matlab which is explained in the following section.

5.3 Post Processing of Drive Test Measurements in Matlab

The main goal of the post processing is to obtain valid LTE base station information from the recorded measurements performed in the drive test.

Once the signal is recorded using Labview, MATLAB is used to process the data offline. In this section we will go through the the processing done to decode the Master Information Block (MIB). The blocks that we employ for MIB decoding are shown in Fig. 5.4.
Figure 5.4: The recorded signal using Labview are processed in Matlab to obtain MIB bits. After resampling to 1.92 MHz frequency and timing synchronization is performed, the LTE grid is constructed and PBCH symbols are decoded to obtain MIB bits.

5.3.1 Resampling

MIB is carried in Physical Broadcast Channel (PBCH) which is contained in central 6 resource blocks of the LTE downlink signal. Therefore, the sampling rate required for MIB decoding is equal to 1.92 MHz. The USRP N210 can not sample at this rate therefore a resampling is required. The spectrum of the LTE signal centered at 739 MHz and resampled signal using sampling rate of 1.92 MHz are shown in Fig. 5.6 and Fig. 5.7 respectively. Given the sampling rate one may ask how many samples are required for MIB decoding. MIB is transmitted in the first subframe of each LTE radio frame every 10 ms and repeated 4 times until the next MIB is transmitted as shown in Fig. 5.5. When the signal reception is good 11 milliseconds of signal recording is adequate for MIB decoding.

5.3.2 Frequency Offset Estimation and Correction

After resampling, the frequency offset between the LTE basestation transmitter and USRP receiver is estimated and corrected. The estimation is based on cyclic prefix (CP) present in LTE downlink signal. To understand frequency offset estimation, let us consider one slot which lasts 0.5 milliseconds. A slot is half subframe and contains 1.92MHz $\times$ 0.5ms=960 samples. In Frequency Division Duplex (FDD) mode of LTE
where normal cyclic prefix is used, one slot contains 7 OFDM symbols. The FFT size for OFDM is 128 and 9 samples are used as CP except for the first symbol where CP length is 10 samples. Suppose $x(n)$ is the resampled signal and the sample at $n = n_1$ is part of the CP, then ignoring channel and AWGN,

$$x(n_1 + 128) = x(n_1)e^{j\phi 128}$$  \hspace{1cm} (5.1)$$

where $\phi$ is the angle created in one sample due to the frequency offset between the transmitter and the receiver. Note that,

$$-\arg(x(n_1)x^*(n_1 + 128)) = 128\phi$$  \hspace{1cm} (5.2)$$
and frequency offset is related to $\phi$ by

$$\hat{f}_{\text{offset}} = \frac{\phi}{2\pi T_s}$$

(5.3)

where $T_s = \frac{1}{1.92 \times 10^6}$ seconds.

In order to do frequency offset estimation we need to find the locations of the CP. Then (5.3) gives an estimate for each location. These estimates are then averaged to combat the effects of channel and the noise. Fig. 5.8 shows the plot of $y(n) = x(n)x^*(n + 128)$ averaged over all available slots in the received data. In this plot the peaks are the CP locations. Note that, this plot contains 960 samples which is the duration of one slot and there are 7 distinct peak locations corresponding to 7 OFDM symbols in a slot. This plot is also a good indication that the received signal is indeed an LTE signal.

Once the frequency offset is estimated it is easy to compensate it by

$$y(n) = x(n)e^{j2\pi \hat{f}_{\text{offset}} n T_s}.$$  

(5.4)

The maximum frequency offset that can be estimated using this technique can be calculated as follows: The angle in (5.2) should satisfy $|128\phi| \leq \pi \implies |\phi| \leq \frac{\pi}{128}$. 

Figure 5.7: The spectrum of the resampled LTE signal with 1.92 MHz sampling rate for MIB decoding. Decoding the central 6 resource blocks is possible with this sampling rate.
Figure 5.8: The product of the resampled signal and its 128 sample shifted version averaged over all available slots in the received signal. The peaks occur at locations locations of CP and these points are used for frequency offset estimation.

Therefore,

\[ \hat{f}_{\text{offset}} \leq \frac{\pi/128}{2\pi T_s} = \frac{1.92 \times 10^6}{2 \times 128} = 7.5 \text{ kHz} \]  

which is half the subcarrier spacing.

### 5.3.3 LTE Cell Search and Timing Synchronization

In LTE system there are 504 unique physical cell IDs (PCI). The recorded LTE signal might contain signals originating from multiple eNodeB’s with different PCIs. The PCI is determined using Primary Synchronization Signal (PSS) and Secondary Synchronization Signal (SSS). There are 3 available PSS signals and 168 available SSS signals. Each PCI has a unique combination of PSS and SSS signal. (Note that \(3 \times 168 = 504\)). In order to find PCI all 504 combinations of PSS and SSS can be correlated with all the delayed versions of the signal. The PSS, SSS, and delay combination which gives the highest correlation provides an estimate of the PCI as well as the timing offset. As an example Fig. 5.9 shows the magnitude of the PSS and SSS signal when PCI=0 for the duration of 1 frame which is 19200
samples. In this plot PSS appear in the 7th OFDM symbol of the subframe number 0 and subframe number 5 and SSS appear in the 6th OFDM symbol of the subframe number 0 and subframe number 5. The SSS signal in subframe 0 is different than the one in subframe 5 which makes it possible to do estimation of the timing offset to subframe 0.

![Magnitude of PSS and SSS signal for PCI=0](image)

Figure 5.9: The magnitude of PSS and SSS signal for PCI=0. In order to find the PCI of the received signal SSS and PSS for all PCIs can be generated and correlated with the received signal. The PSS, SSS, and delay combination that gives maximum correlation is chosen for possible PCI candidate.

An example correlation is shown in Fig. 5.10. In this case maximum correlation is obtained for PCI equal to 134 and timing offset equal to 10306. The estimated offset value provides us with the first sample of subframe 0.

5.3.4 OFDM Demodulation

Once the frequency and timing synchronization is completed OFDM demodulation can be performed. Here first the CP is removed and 128 point IFFT is performed and finally unused subcarriers are discarded to obtain the received grid containing 72 subcarriers. The result is stored in a matrix that contains 72 rows. The number of columns depends on the duration of the recorded signal. Fig. 5.11 shows the
Figure 5.10: The PSS and SSS signal when PCI=134 gives maximum correlation of 0.38 at delay 10306. For the received sinal this is the maximum correlation value among all PSS, SSS, and delay combinations.

magnitude of the received grid for 14 symbols of subframe 0. The locations of PSS, SSS, as well as PBCH are indicated on the plot.

Figure 5.11: Received grid after OFDM demodulation. For the central 6 resource block, the grid contains 72 frequency bins. Here the grid is shown for the first subframe containing 14 OFDM symbols. The locations of PSS, SSS, and PBCH are also shown.
5.3.5 Channel Estimation

Some specific locations in the received grid are reserved for cell specific reference signal (CRS) transmitted from each base station. Fig. 5.12a and Fig. 5.12b show the locations of these CRS from TX1 and TX2, respectively, for our received grid assuming number of transmitter antennas is 2.

![Graph](image1)

(a) The locations and magnitudes of CRS symbols from transmit antenna 1.

![Graph](image2)

(b) The locations and magnitudes of CRS symbols from transmit antenna 2.

Figure 5.12: CRS symbols from transmit antenna

The transmitted symbols at these locations are known at the receiver and channel estimates at these locations are interpolated to find channel estimates at other locations of the received grid. For each element of received grid there are $n_R \times n_T$ channel coefficients where $n_R$ and $n_T$ are number of RX and TX antennas, respectively. At this point the number of transmit antennas is not known. It is determined by trial and error during PBCH decoding stage. Fig. 5.13 and Fig. 5.14 show the magnitude of the channel estimates obtained for our received grid from the two transmitters.
5.3.6 Extract PBCH Resources

Once we have the received grid and channel estimates for 2 TX antennas, it is time to extract the PBCH resources from these grids. The extracted PBCH symbols from our received grid is shown in Fig. 5.15 and the channel estimates from 2 transmitter antennas are shown in Fig. 5.16 and Fig. 5.17.

5.3.7 PBCH Decoding

The extracted PBCH resources from the received grid and channel estimates are used to obtain the 24 MIB bits in PBCH decoding block. MIB which is broadcasted through PBCH, carries three essential system information. They are [96]:

- System bandwidth
- System Frame Number (SFN)
- Physical Hybrid Automatic Repeat Request (HARQ) Indicator Channel (PHICH) Configuration
Figure 5.14: The magnitude of the estimate of the channel from transmitter antenna 2.

Figure 5.15: The locations and magnitudes of the PBCH symbols in subframe 0.

Successful decoding of the PBCH is extremely important to gain access to an LTE cell.

Once 24 MIB bits ($I_{MIB}$) (14 information bits and 10 spare bits) are decoded successfully, system bandwidth is determined as follows:

$$\text{RefBW} = 4 \times I_{MIB}(1) + 2 \times I_{MIB}(2) + I_{MIB}(3),$$  \hspace{1cm} (5.6)
where, $I_{MIB}(i)$ is the $i^{th}$ bit in the MIB, $\text{Ref}_{BW} \in \{0, 1, 2, 3, 4, 5\}$, and $\text{Ref}_{BW} = 0$ corresponds to 1.4 MHz or 6 RB LTE transmission. Accordingly, other values in $\text{Ref}_{BW}$ correspond to 3, 5, 10, 15, 20 MHz of bandwidth respectively.

Based on the value of the 4th MIB bit $I_{MIB}(4)$, PHICH duration is determined. If $I_{MIB}(4) = 1$, PHICH duration is Extended; otherwise it is Normal. To identify PHICH resource type, $I_{MIB}(5)$ and $I_{MIB}(6)$ are used. Finally, SFN is detected by using 8 MIB bits, from $I_{MIB}(7)$ to $I_{MIB}(14)$.

Number of transmit antenna ports are determined using trial and error approach. This approach involves demodulation, unscrambling, de-rate matching, viterbi decoding and cyclic redundancy check (CRC) processing. Detected bit sequence with proper CRC decoding will be identified as the MIB information (24 bits). After that, number of resource blocks in the transmission, SFN and PHICH information is extracted. The PCI obtained earlier is verified in this stage by checking CRC after decoding MIB bits.

Figure 5.16: The magnitude of channel estimate from transmitter antenna 1 at PBCH symbols locations.
Figure 5.17: The magnitude of channel estimate from transmitter antenna 2 at PBCH symbols locations.

5.3.8 Decoding SIB1 to uniquely identify the base station

The maximum uniquely identifiable base station with PCI is limited to 504 and if it is not properly planned, can result in two neighboring cells having same PCI. This can cause a collision in the case of intra frequency cells and the UE cannot synchronize leading to service drop. Therefore it is important to have a unique identification which can be performed globally for the base station which is provided by E-UTRAN Cell Global Identifier (ECGI). It is composed of 3 bytes to identify Public Land Mobile Network (PLMN) Identity and 28 bits to identify the cell within that PLMN [97]. The base station broadcasts the ECGI information on the physical downlink shared channel (PDSCH) which is contained in the System Information Block type 1 (SIB1). Its scheduling is fixed similar to MIB but transmitted with a periodicity of 80 ms as shown in Fig. 5.18. The same versions of SIB1 is repeated for every 20 ms with different redundancy version (RV) which helps to ensure proper decoding of the turbo encoded PDSCH data in the HARQ process.

The overview of the decoding SIB1 information from the recorded measurements is shown in Fig. 5.19. The recorded signal is resampled according to the LTE sampling
rate as shown in Table. 5.1. This is because the USRP N210 supports only integer decimation factor $N$ values and supported sampling rate is given by $\frac{100e6}{N}$. Therefore the sampling rate of the USRP is set more than the LTE sampling rate as show in Table. 5.1. Please note that the same sampling rate is used for both 15 and 20 MHz signal, since the samples gets dropped due to overflow when it is greater than 25 MS/s. Also, it is recommended to skip certain samples due to the settling time experienced after initiating the signal acquisition in the USRP. The 50 ms worth of samples are skipped and the rest are recorded in a CSV files which is explained in Section 5.2. In order to obtain SIB1 information, capture time duration 21 ms is enough in the good channel conditions, since it is repeated every 20 ms as shown in Fig. 5.18.

Figure 5.19: Decoding of SIB1 information.
Table 5.1: Sampling Rates.

<table>
<thead>
<tr>
<th>LTE Bandwidth (MHz)</th>
<th>LTE Sampling rate (MS/s)</th>
<th>USRP Sampling rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.4</td>
<td>1.92</td>
<td>$100 \times 10^6 / 50$</td>
</tr>
<tr>
<td>5</td>
<td>7.68</td>
<td>$100 \times 10^6 / 13$</td>
</tr>
<tr>
<td>10</td>
<td>15.36</td>
<td>$100 \times 10^6 / 6$</td>
</tr>
<tr>
<td>15</td>
<td>23.04</td>
<td>$100 \times 10^6 / 4$</td>
</tr>
<tr>
<td>20</td>
<td>30.72</td>
<td>$100 \times 10^6 / 4$</td>
</tr>
</tbody>
</table>

After resampling, the frequency offset between the LTE base station and USRP is estimated and corrected, similar to the way we did for MIB decoding explained in Section 5.3.2. Further, for the timing synchronization, correlation is performed with the obtained PSS and SSS signals during cell search stage of the MIB decoding. The OFDM demodulation stage follows after the time and frequency synchronization and please note that the number of FFT points depends on the bandwidth of the LTE signal acquired after the MIB decoding stage.

The SIB1 information is transmitted on the transport channel called downlink shared channel (DL-SCH) and to perform decoding of the DL-SCH, we first determine how many OFDM symbols are transmitted in the physical downlink control channel (PDCCH) which is indicated by control format indicator (CFI). In LTE, values for the CFI can be 1, 2, or 3 and therefore it is sufficiently robust to ensure it is decoded correctly to obtain PDCCH information. The CFI codewords are mapped to 16 resource elements (REs) in to four groups called resource element groups (REGs), where each group consists of 4 REs. These REs are distributed across the frequency domain excluding the resource element carrying reference symbols and their location have a specific offset related to PCI, in order to differentiate from the neighbouring cell. Once these locations are known, the PCFICH resources can be extracted. Next, the PCFICH resources are demodulated and then descrambling sequence which is again a function of PCI is applied to decode CFI.
The PDCCH carries a message called downlink control information (DCI). It is transmitted in terms of control channel elements (CCE), where each CCE corresponds to nine REGs which are spread across the OFDM symbols and subcarriers and the number of occupied OFDM symbols is given by CFI. The REGs undergo interleaving and cyclic shifting before mapping on to resource elements. In addition CCEs are usually aggregated based on the PDCCH format, different PDCCH formats supported in LTE are shown in Table 5.2.

<table>
<thead>
<tr>
<th>PDCCH format</th>
<th>Aggregated CCEs</th>
<th># of REGs</th>
<th># of PDCCH bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>9</td>
<td>72</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>18</td>
<td>144</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>36</td>
<td>288</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>72</td>
<td>576</td>
</tr>
</tbody>
</table>

In addition, the higher CCE aggregation can be used in the case of bad channel conditions, even if the PDCCH message having a certain format requires less number of CCEs. Since UEs is not explicitly mentioned about how many CCEs are transmitted, it has to blindly decode the message carried by the CCEs and this might cause additional processing burden and can consume lot of battery power in the case of larger bandwidths. Therefore in order to make decoding easier for the UE, the CCE location space is divided in to common search space and UE-Specific Search Space. The common search space carries control broadcast message common to all UEs, while the UE specific search space are specific to certain UEs. The common search space uses aggregation level which is limited to 4 or 8 shown in Table 5.2.

The scheduling assignments for PDSCH carrying SIB1 information is given by compact and very compact signalling formats called DCI 1A and 1C respectively [97] and they are transmitted in common search space. Therefore UE sequentially extracts all the the PDCCH resources from the common search space and tries to decode for all
possible DCI formats. In general, the cyclic redundancy check (CRC) attachment of the DCI is scrambled with radio network temporary identifier (RNTI) to differentiate modes of the UEs. Since DCI format 1A or 1C is related to broadcast HARQ process, the SI-RNTI equal to 65535 is used which is common to all UEs. Now, the UE tries to descramble the CRC using the SI-RNTI and decodes the DCI. If it is successful then there will be no CRC error.

Further, PDSCH resources are extracted based on the resource assignments indicated by the DCI message. The decoding of PDSCH involves deprecoding, layer demapping and codeword separation, soft demodulation and descrambling [98]. The descrambling is performed using the SI-RNTI to obtain DL-SCH codewords. The steps involved in order to decode DL-SCH are rate recovery, turbo decoding, block concatenation and CRC calculations [98]. For the turbo decoding, the RV information shown in Fig. 5.18 is used for successful decoding to obtain SIB1 bits information. The following section explains the decoding of SIB1 bits to obtain ECGI information.

5.3.9 Decoding the SIB1 information using ASN.1 compiler

The ASN.1 compiler is used which basically converts the ASN.1 specifications to C/C++ executable code and its main job is to decode SIB1 bits stored .PER file which is the 3GPP RRC message standard. The SIB1 bits in .per file were the result of the drive test recording measurements performed around the NCSU campus. The compiler is installed on linux platform by following the steps given in [99] to obtain the executable code called progname. This decodes the bits in .per file to obtain BCCH-DL-SCH-Message shown in Fig. 5.20.

The ECGI information consists of mobile country code (MCC), mobile network code (MNC), tracking area code (TAC) and cell identity (CID) as shown in Fig. 5.20. Using this information, we obtain base station location from the OpenCellid database.
<BCCH-DL-SCH-Message>
  <message>
    <c1>
      <systemInformationBlockType1>
        <cellAccessRelatedInfo>
          <plmn-IdentityList>
            <PLMN-IdentityInfo>
              <plmn-Identity>
                <mcc>
                  <MCC-MNC-Digit>3</MCC-MNC-Digit>
                  <MCC-MNC-Digit>1</MCC-MNC-Digit>
                  <MCC-MNC-Digit>0</MCC-MNC-Digit>
                </mcc>
                <mnc>
                  <MCC-MNC-Digit>4</MCC-MNC-Digit>
                  <MCC-MNC-Digit>1</MCC-MNC-Digit>
                  <MCC-MNC-Digit>0</MCC-MNC-Digit>
                </mnc>
              </plmn-Identity>
            </PLMN-IdentityInfo>
          </plmn-IdentityList>
          <trackingAreaCode>0010011100001011</trackingAreaCode>
          <cellIdentity>1011010001000111001100001000010000100000000100000</cellIdentity>
          <cellBarred>
            <notBarred/>
          </cellBarred>
          <intraFreqReselection>
            <allowed/>
          </intraFreqReselection>
          <csg-Indication>
            <false/>
          </csg-Indication>
        </cellAccessRelatedInfo>
        <cellSelectionInfo>
          <q-RxLevMin>-61</q-RxLevMin>
        </cellSelectionInfo>
      </cellAccessRelatedInfo>
      <cellReservedForOperatorUse>
        <notReserved/>
      </cellReservedForOperatorUse>
    </c1>
  </message>
</BCCH-DL-SCH-Message>

25 bytes decoded.
*** DECODING SUCCESSFUL ***

Figure 5.20: Decoded BCCH-DL-SCH message from SIB1 bits
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5.4 Experimental Results

The drive test is performed around the NCSU campus and the USRP carrier frequency is hopped between frequencies \( f = [739, 2132] \) MHz at each recorded GPS location. The locations are color mapped with RSRP values indicated by the colorbar as shown in Fig. 5.21a. The base station locations were obtained from the database based on the post processing results and plotted for the frequencies \( f \) on the google map as shown in Fig. 5.21a.
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(a) Drive test scenario around NCSU campus. (b) RSRP variation with time for frequency 739 MHz

Figure 5.21: Drive test results around NCSU campus.

Initially, at the start of the drive test, the RSRP for the cell with PCI = 493 is stronger and gradually decreases until the MIB decoding is no longer possible from the post processing, as a result there is discontinuity in the RSRP plot for the cell with PCI = 493, similar explanation applies to RSRP plots for other cells which can be seen in Fig. 5.21b. Further, we can see RSRP peaks from other cells with PCI = 132/134 and again back to 493 and for the major part of the drive test it can be seen that 493 cell was the strongest cell.
The RSRP value of the strongest base station at all the recorded location is determined during the drive test shown in Fig. 5.21a. It can be observed that RSRP values are lower for the frequency 2.132 GHz compared to 739 MHz and this due to the increased pathloss for higher frequency or the base station is transmitting with lower power.

Figure 5.22: RSRP plots for the strongest base station.

Figure 5.23: Drive test results.
Next we study the impact of velocity on the RSRP value of the strongest base station. The drive test scenario is shown in Fig. 5.23a. The blue and red points show the locations where the strongest cell is 458 and 451 respectively and the location of base stations is shown as triangle. When user approaches 458 and 451 cell with respective average velocity 86.92 and 71.56 km/hr in the drive test, their RSRP profiles are shown in Fig. 5.23b. We observe that the RSRP peak width for 451 cell tends to be larger compared with 458 cell. This is because, the user tends to stay longer with 451 cell due to lower velocity ($v_{avg} = 71.56$ km/hr) when compared with 458 cell.

Finally we investigate the distribution of base stations by performing drive test as shown in Fig. 5.24. The USRP carrier frequency is hopped between frequencies $f = [739, 751, 866.3, 874.38, 882.2, 1967.5, 1992.5, 1982.5]$ MHz at each recorded GPS location. We record time duration of 160 ms in order to acquire SIB1 information. The SIB1 decoding is performed and base station locations are obtained which are shown as black triangle in Fig. 5.24. We can observe that the base stations are densely deployed near the Raleigh downtown compared to countryside areas in the north.

![Figure 5.24: Distribution of base stations in the downtown and countryside drive test scenarios.](image)
CHAPTER 6
CONCLUDING REMARKS

The geometric abstraction is developed to derive analytic and semi-analytic expressions for HF and PP probabilities for scenarios with no-fading and fading in Chapter 3. Despite the several simplifying assumptions considered in the geometric model and framework, our findings still provide several useful insights corroborated by simulation results. In particular, the relationship between different parameters and HF s is explicitly captured, which is not possible in the case of earlier simulation studies available in the literature. The results show that fading may have significant impact on handover performance, and it increases the handover failure probability for all UE velocities. The handover performance for both MUEs and PUEs are improved when filtering sampling period is reduced. This improvement of handover performance is larger in the fading scenario. In particular, when tuning the filtering frequency, the HF performance is improved by 12.19 percent for MUEs in the fading scenario, compared with the 7.5 percent improvement in the no fading scenario.

We propose a fuzzy logic based game theoretical framework for energy efficiency improvement in heterogeneous networks in Chapter 4. Modified fuzzy decision rules were developed for the handovers and the target BS selection. Moreover, novel regret based game theoretical learning scheme was proposed for the energy efficient operation. It was shown that the proposed fuzzy-game theoretical technique improved the energy consumption significantly especially for the small number of active users considering the high user velocities with managing ping-pong handovers and cell loads.

The signal recordings are performed during drive test around NCSU campus. The recorded signal data is then post processed to obtain coverage of the base station indicated by RSRP. The impact of velocity on the RSRP is studied and it shows that there are distinct RSRP peaks when user approaches the base station during drive
test. The peak shapes vary as a function of velocity. It is observed that RSRP peak width decreases with increase in velocity. Further we observe the distribution of base stations and found that the it is densely deployed in urban areas compared to rural areas.
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