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ABSTRACT OF THE THESIS

DEVELOPMENT OF A REMOTELY ACCESSIBLE WIRELESS TESTBED
FOR PERFORMANCE EVALUATION OF AMI RELATED PROTOCOLS

by

Utku Ozgur

Florida International University, 2017

Miami, Florida

Professor Kemal Akkaya, Major Professor

Although smart meters are deployed in many countries, the data collection process from smart meters in Smart Grid (SG) still has some challenges related to consumer privacy that needs to be addressed. Referred to as Advanced Metering Infrastructure (AMI), the data collected and transmitted through the AMI can leak sensitive information about the consumers if it is sent as a plaintext.

While many solutions have been proposed in the past, the deployment of these solutions in real-life was not possible since the actual AMIs were not accessible to researchers. Therefore, a lot of solutions relied on simulations which may not be able to capture the real performance of these solutions. In this thesis, two 802.11s wireless mesh-based SG AMI network testbeds are developed with Beaglebone Black and Raspberry Pi 3 boards to provide a baseline for the simulations. The Raspberry Pi 3 testbed is also configured to be remotely accessible.
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CHAPTER 1
INTRODUCTION

Smart Grid (SG) is the system that makes power distribution efficient and effective [Wen09]. This is achieved through different components at the generation, transmission and distribution levels that enable bidirectional communication. One of these components is the Advanced Metering Infrastructure (AMI) where smart meters (SMs) and other intermediate devices are deployed for ensuring communication between the users and the utility company. SMs are used to collect consumer power usage data which is sent to the utility company for billing and analysis purposes.

For the healthy progression of the SG system, a stable and efficient method of communication between SMs and the respective companies is needed. Because of its practicality and low cost [YMG08], wireless communication networks can be an alternative of the wired networks such as a power-line communication (PLC) that is mostly preferred in SG AMI networks [JBL+11]. Different wireless mesh protocols and standards are employed for this purpose. IEEE 802.11s standard is preferred as it integrates mesh networking services and protocols with existing IEEE 802.11 protocols at the MAC layer.

Another thing to consider in these networks is the privacy of the collected data [GXL+12, SA14]. Although at first it may seem like simple collected data, such as power consumption of a household, wouldn’t mean anything to an attacker that intercepts it, this data can actually be used to gain insight about that particular household after monitoring the collected data for some time. In order to avoid this, various approaches are proposed in recent years. [TSA15a, TCA+16a, TASU16]

Despite the diversity of these solutions, one major issue is the lack of actual deployment and testing in real AMI environments. This was partially due to infeasibility of using existing utility AMI systems and insufficient resources to develop
such testbeds at academic environments. Therefore, bulk of the research relied on simulations to evaluate the feasibility, performance and overhead of privacy-preserving methods. However, simulation-based tools have their own issues, particularly for wireless environments, in terms of their ability to capture the channel characteristics and simulate the protocols. Therefore, there is a need to assess how realistic the simulation-based tools are in the context of AMI applications when different privacy-based computations are performed. This thesis aims to fulfill the need by creating an actual secure AMI testbed using Beaglebone Black boards (BBBs) [Col13] with TP-Link TL-WN722N wireless adaptors [TL16] to evaluate the performance of AMI related protocols. Specifically, the proposed system takes advantage of different encryption algorithms for privacy which are partially homomorphic encryption algorithm called Paillier cryptosystem (PHE) [Pai99], secure multi-party computation (SMPC) [KPS13, TAS+17], and fully homomorphic encryption (FHE) [TSA15b, TASU16]. For message integrity and identity check, two-factor authentication with OpenSSL [Ope16] certificates and Elliptic Curve Digital Signature Algorithm (ECDSA) [JMV01] signatures are used. In order to test FHE, another testbed is created by replacing BBBS with Raspberry Pi 3 (RP3) [RW12] devices. Another aim of this work is to make this testbed remotely accessible so that interested researchers can access and use the system for research purposes without needing to create their own testbed.
2.1 Smart Grid

SG is a cyber-physical system that is expected to replace the traditional power grid still in use. [CMAU16] In order to understand what smart grid offers and what is different in smart grid, a comparison between traditional power grid and smart grid is made in the next subsection. Then, smart grid and its domains are explained in detail.

2.1.1 Smart Grid versus Traditional Power Grid

Traditional power grid is a physical system that is currently being used for power generation and transmission. The system has four different interconnected domains as seen in Fig. 2.1. These domains are called generation, transmission, distribution, and customer domain. In this grid, generation domain is responsible for generation of power that will be used inside the grid. Transmission domain is responsible of getting the power generated from the generation domain and transmitting it using High Voltage (HV) lines. Distribution domain gets the power transmitted through the HV lines, transforms it to Low Voltage (LV) and distributes this power using LV lines to the customer domain. Customer domain is the domain that consumes the power generated. Although this grid is used for a long time without major problems, it started to get old with the introduction of new technologies. This created a need for an upgrade on the grid. As the traditional power grid is not upgradeable because of its nature, smart grid is proposed to take over it.
SG aims to take over by addressing the weaknesses of the traditional power grid and fixing them. One of the weaknesses that is addressed is the type of the system. Traditional power grid is a physical system, whereas SG is a cyber-physical system. Cyber system is established in SG by creating a communication network on top of the physical system. This cyber system also introduces three new domains in SG. Apart from the four classic domains, SG also includes service provider, operation and market domains which are different than the traditional power grid. The representation of the SG with its domains can be seen in Fig. 2.2.

Another weakness that is addressed by SG is communication between domains. In the traditional power grid, communication is one way and. Power is generated, transmitted, distributed and then used. It is not possible for the customer domain to communicate with other domains. This is not the case for SG. In SG, communication is two-way. This is achieved by changing the centralized generation in the traditional power grid (only generation domain generates energy) by distributing the power generation to the generation, transmission, distribution, and customer domains.
These domains are configured to generate energy when needed in SG. The generated energy in these domains can also be shared with other domains when it is needed. Another advantage of distributed generation is that it provides more control over the grid and makes the system more tolerant to faults.

Domains of SG are explained in detail at their respective subsections below.

### 2.1.2 Generation Domain

Like in the traditional power grid, generation domain is mainly responsible for energy generation in SG, too. In this domain, energy is generated by using different energy sources like solar, wind, coal, etc. The additional communications added in SG
to this domain are used for better control of the generation process. Operation domain uses the communication to monitor the generation to measure and record the process in order to review if needed and do the necessary protections for the system.

2.1.3 Transmission Domain

The energy generated in the generation domain is transferred with the help of the transmission domain. This transmission is made possible by using substations that transform the energy to the appropriate voltage according to the grid’s needs. Like in generation domain, new communications introduced in SG is used to better control this domain. In this domain, control also includes stabilization and optimization which is needed to be done in this domain maintain the supply/demand equilibrium.

2.1.4 Distribution Domain

Distribution domain is the bridge that connects the transmission domain to the customer domain. The energy transmitted through the transmission domain is distributed to the customer domain with the help of the distribution domain. This domain works in a very similar way compared to the transmission domain. Sub-stations get the energy transmitted from the transmission domain, then relay the energy using LV lines after it is transformed. Control mechanisms are again present with the help of communication and operations domain.
2.1.5 Operation Domain

Operation Domain is the domain that make sure the grid is operating without any problems. This includes not only the physical system but also the cyber system that is vital for the control of the physical system. In the cyber side, operation domain monitors and controls the network operations. If a fault occurs in this side, it is also analysed by this domain. In the physical side, operations domain is responsible for distribution, transmission, and customer domains. All the devices used in these domains are under control of the operations domain and any maintenance needs, upgrades, extensions, and security needs are covered by it.

2.1.6 Service Provider Domain

The energy generated in SG is not supplied to the customer directly as there is a need for a way to control the usage of the grid by customers. All users in the customer domain should be able to benefit from the grid fairly. Service provider domain is responsible for creating and providing services that can benefit from the SG and used by customers. The most popular example for a service is electricity. The providers in this domain is considered responsible for the management of the service they provide. Which means they need to manage the users (can be individuals, houses, or buildings), their accounts, and any maintenance or set up cost for the devices that are needed for use of the service. Billing the users for their usage is another responsibility of the service provider.

2.1.7 Market Domain

A service provider needs to be in control of some components of the SG to be able to provide their service. As there is not only one provider, there is a need to control
how the grid components should be bought, sold, and traded. These processes are done inside the market domain.

2.1.8 Customer Domain

The whole aim of constructing a grid is to provide the energy needed by the customers in the customer domain. Customers inside this domain can be separated into three different types, which are home, building, and industrial. Energy is mostly consumed in this domain. With SG, it is also possible to generate electricity in this domain. This generation is achieved by micro-grids. Micro-grids are smaller grids that generate energy with the sources available in the customer domain. These sources can be solar, wind, and hydroelectric.

All customers have different energy needs, pricing, and usages. The control process is automated with the help of SMs located in the customer premises. This metering infrastructure is called Advanced Metering Infrastructure (AMI), which is an important system in the customer domain, and the main focus of this thesis.

2.2 AMI Network

AMI communication network consists of SMs that are connected via a wireless mesh network (WMN) with a gateway serving as a relay between SMs and the utility companies (UCs). A typical infrastructure for the considered AMI in this thesis is shown in Fig. 2.3.

In the SG context, SMs are mostly hooked on to the devices in the Home Area Network (HAN) or in the Building Area Network (BAN) that consume electricity like home appliances, electric vehicles, etc. WMN is set up with the SMs located inside a neighborhood or in other words a Neighborhood Area Network (NAN).
Figure 2.3: A sample AMI communication network, gateway, and long-distance communication to a utility company.

Data collected from the devices by the SMs is sent to the gateway of the WMN. Gateway collects this data and then transmits it to the UCs using a Wide Area Network (WAN) technology like 4G, LTE, etc. This data can be used for billing or statistical purposes by the UCs.

2.3 IEEE 802.11s

IEEE 802.11s standard allows mesh networking among the SMs through 802.11 MAC/PHY layer standard [HDM+10]. It uses the Hybrid Wireless Mesh Protocol (HWMP) as its default routing protocol to find a multi-hop path towards the destination.

The nodes in 802.11s WMN are given names based on their roles. All nodes are
considered as Mesh Points (MP) and are able to provide connectivity at the data link layer between other MPs. If an MP also provides connectivity to the Internet, it is termed a Mesh Portal Point (MPP). If one of the MPs is used as an access point, it is called Mesh Access Point (MAP).

2.3.1 Hybrid Wireless Mesh Protocol

As IEEE 802.11s standard extends 802.11 MAC layer, routing is carried out in this layer rather than in the Network Layer. Routing in MAC Layer rather than in Network Layer creates new requirements for the routing protocol that will be used in these networks [Bah06]. One of these requirements is the routing metric. Routing metrics used in the traditional routing protocols are metrics that are calculated in Network Layer, but as we are now in MAC Layer, a radio-aware routing metric is needed. Another requirement is the support for unicast, broadcast and multicast messages. These messages were sent by using IP addresses in Network Layer, but we must use MAC addresses for this purpose in WMNs. The final requirement is an efficient path selection algorithm, which can use MAC addresses for routing purposes. HWMP is defined as the default routing protocol for IEEE 802.11s-based mesh networks because it fulfills these new requirements set for WMNs [IEE06].

The routing metric used in HWMP is airtime metric. This metric gives the cost, in terms of channel resource consumed, of using a link for frame transmission [BAM12]. Value of this metric is found using the following equation:

\[ C_a = [O_{ca} + O_p + B_t][r/(1 - e_{pt})] \]  

(2.1)
In this equation, $C_a$ is the airtime cost, $O_{ca}$ is the overhead for channel access, $O_p$ is overhead for protocol, $B_t$ is the number of bits available in a test frame, $r$ is the bit rate in Megabits per second and $e_{pt}$ is the error rate for the frame.

Support for unicast, broadcast and multicast messages are provided in HWMP with the help of using control messages. Four different control messages are used in HWMP:

- **Root Announcement (RANN):** Informs MPs about the root MP (if present) and the distance of that MP to the root MP.
- **Route Request (RREQ):** Asks destination MPs to form a reverse route from destination to the source.
- **Route Reply (RREP):** Forms a forward route from destination to the source and verifies the reverse route.
- **Route Error (RERR):** Informs MPs that receive this message about the in-availability of a route.

The path selection mechanism is the main reason for the naming of HWMP. "Hybrid" is used in the naming of HWMP because it uses on-demand routing and proactive routing together. The decision mechanism used by HWMP for routing method selection can be seen in Fig. 2.4.

**On-demand Routing in Hybrid Wireless Mesh Protocol**

As seen in Fig. 2.4, on-demand routing is used in HWMP when there is no root. Root configuration is not made if the network does not have a fixed network topology. This means that this routing is used when the network is mobile. This approach is especially efficient in mobile networks since routes are only created on-demand as the name suggests so devices that join or leave network do not cause a big problem.
for routing. The procedure followed for route creation between the source and the destination is as follows:

- RREQ is broadcasted by the source MP to find a route to the destination
- When RREQ is received by one of the MPs, there are two possibilities:
  - If that MP has a route to the destination, route is updated.
  - If that MP does not have a route to the destination, RREQ is forwarded.
- When a path is found, the destination sends a unicast RREP to the source.
Proactive Routing in Hybrid Wireless Mesh Protocol

As seen in Fig. 2.4, proactive routing is used in HWMP when a root MP is configured. One of the MPs is configured as root, which is responsible for the traffic going in and out of the network. Two different mechanisms can be used when proactive routing is selected in HWMP. The first one uses proactive RREQ messages (also called registration mode [Bah06]) and the second one uses proactive RANN messages (also called non-registration mode [Bah06]). The procedure for the first mechanism is:

- Root MP periodically broadcasts RREQ messages
- When an MP receives this RREQ message, it updates its path to the root and forwards it if needed

The procedure for the second mechanism looks like the first mechanism but it uses RANN messages.

- Root MP periodically floods the network with RANN messages
- When an MP receives this RANN message, if it needs to update the path, it sends a RREQ to the root
- When the root MP receives the RREQ message, it sends a unicast RREP message back to that MP.

2.4 Paillier Cryptosystem

Privacy-preserving aggregation is done using homomorphic encryption which allows some specific operations on ciphertext and provides an encrypted result that, when decrypted, is equal to the result of operations performed on plaintext.
This thesis uses a partially homomorphic encryption (PHE) algorithm called Paillier [Pai99]. This is chosen due to its addition property, smaller message expansion factor compared to others, and security features [SA12, SA14].

Below is a more formal representation of Paillier’s homomorphic addition operation:

Let $m_1$ and $m_2$ be two plaintexts.

$$D_{S_K}((E_{P_K}(m_1) \times E_{P_K}(m_2)) \mod n^2) = (m_1 + m_2) \mod n$$  \hspace{1cm} (2.2)

where $n$ is the first component of the public key ($P_K = (n, g)$ where $g$ is a random integer and $g \in Z_{n^2}^*$). Thus, one can infer that there is no need to know the private key to perform homomorphic addition operation while using Paillier cryptosystem.

### 2.5 Fully Homomorphic Encryption

Another homomorphic encryption solution is fully homomorphic encryption (FHE). Unlike Paillier, FHE supports multiplication operations on ciphertext. The scheme used in this thesis is called SV scheme which is proposed by Perl et al. [PBS11]

The main differences between PHE and FHE are message, key sizes, and the message expansion factor. FHE works on the data bit by bit which means it encrypts every bit and expands it size-wise. Because of this, FHE message and key sizes are huge compared to PHE sizes. Although this is a disadvantage for FHE, it is also an advantage for FHE as it provides near perfect security as long as private key isn’t compromised.
2.6 Secure Multi-Party Computation

Secure multi-party computation (SMPC) is another solution for preserving privacy. Unlike PHE and FHE, secret sharing is the method used by SMPC. In this method, the secret created for the communication of the nodes (parties) in the network is divided into pieces and these pieces are given to the different parties in the network. This divide and share approach makes it harder to crack the secret as gathering one piece wouldn’t be enough to get the secret itself.

In SMPC, data aggregation for a network with n nodes is done as follows:

\[(r_i \text{ is the secret of node } i, \text{ and } p \text{ is a prime number})\]

• A unique point \((x)\) is picked by every node.

• Every node selects a polynomial with \(n - 1\) degree polynomial that satisfies the equation \(f(0) = r_i\).

• Every node shares their unique points with each other and also get the \(f(x)\) values computed by other nodes to compute \(F(x)\), which is the summation of all \(f(x)\) computations, and send to the gateway.

• Gateway uses the \(F(x)\) computations to compute a new polynomial called \(g(x)\). The constant term of \(g(x)\) gives the aggregation of the data supplied by n nodes.

2.7 ns-3

ns-3 is an open-source discrete-event network simulator that implements most of the major protocols in the TCP/IP protocol stack [316]. Ns-3 is chosen since it has been a widely used tool that can provide close-to realistic results with its rich protocol sets. Among these protocols, implementations of IEEE 802.11s also exist.
which makes it convenient to develop various AMI applications. It is C++ based and thus it is also very convenient to include well-known crypto libraries to be used in the implementations such as Paillier, FHE and AES.

2.8 Beaglebone Black

Beaglebone Black [Col13] is a compact board that aims to provide developers a low-cost and efficient development platform. Beaglebone Black comes with Debian operating system. It uses AM335x 1GHz ARM Cortex-A8 as its processor and it has 512 MB DDR3 RAM with 4 GB storage space. These properties make BBBs suitable for use as a SM simulator. The only thing missing in BBBs is a wireless adapter. Because of this, TP-Link TL-WN722N [TL16] wireless adaptors are used.

2.9 Raspberry Pi 3

Like BBB, Raspberry Pi [UH16] is another compact board solution that aims to give developers a sophisticated and low-cost development environment. In this thesis, the latest Raspberry Pi, Raspberry Pi 3, is used. What makes RP3 different than BBB is its specifications. Compared to BBB, RP3 comes with a more powerful components like 1.2GHz 64-bit quad-core ARMv8 CPU and 1 GB RAM. A microSD slot is also available for the developers which makes the storage of the board flexible depending on the storage capacity of the microSD card selected by the developer. Unlike BBB, RP3 comes with a wireless adaptor, but as it does not support mesh networking, TP-Link adaptors are used with RP3s, too.
CHAPTER 3

RELATED WORK

Due to their easy-to-deploy and self-healing features, wireless mesh networks attracted attention of people from both industry and academia. [AWW05] In most of these studies that focused on this topic, simulators were frequently used but a number of studies utilized real testbeds. [UIA11]

Although HWMP has a solid presence as the default routing protocol of WMNs, researchers think that there is still room for improvement for different aspects of HWMP. Security is also considered as an important property for HWMP. Security of routing and forwarding functionalities is not described thoroughly in HWMP specification; therefore, HWMP can be vulnerable to attacks. This vulnerability is targeted with different approaches in literature. SHWMP proposes extended security by suggesting cryptographic extensions [IHH09], while IBC-HWMP and Hash-HWMP discuss that security can be strengthened with identity-based cryptography or hashing [BOMB11].

Research done in literature that focus specifically on AMI Networks also prefer simulations rather than actual testbeds. Popular simulation tools used under this context is ns-3 and Matlab. Matlab is mostly used to do simulations on the security of AMI Network. In one of the studies done with Matlab, Vijayanand et al. [VDKK16] proposes a bit masking based data aggregation technique for secure data collection. ns-3 simulations are also used for testing secure data aggregation and obfuscation techniques [TCA+16b, TASU16]. In addition to this, ns-3 is used to model AMI network to assess performance of wireless technologies like 802.11ah, WiMAX, and LTE in a Neighborhood Area Network [SGBP16]. Another work in literature that benefited from ns-3 focuses on the communication between data concentrator unit and AMI inside smart grid and evaluates the communication performance on
different conditions [KPL16]. Although simulations are good tools to use for testing different conditions, their reliability is always questionable if they are not supported with an actual deployment or compared with one under same conditions.

The main focus of the actual deployed AMI testbeds is security and privacy issues in AMI Networks. For these issues, Qasim Ali et al. [AASD13] suggest randomization on AMI configurations. This randomization makes the behavior of AMI unpredictable, which makes it harder to analyze the network and attack it. In another study, a security analysis tool called SmartAnalyzer is proposed [RASB13]. Testbed deployed is used to assess the effectiveness of this tool against real attacks that can be done on AMI Networks. Data collection protocol of AMI Network is also investigated for improvements on the security of AMI Networks. In their work, Uludag et al. [ULRN14] introduce a new data collection protocol that is secure and efficient with the help of the developments in Machine-to-Machine communication techniques. One common thing about the testbeds mentioned above is the limited information about the components of the testbed, and how the testbed is created and deployed.

Security and privacy issues in AMI Networks are addressed in this thesis, too. A solution, that uses data aggregation with partial homomorphic encryption algorithm called Paillier and two-factor authentication (with OpenSSL certificates and ECDSA signatures), is proposed considering the previous research done in this field. As stated in its respective section in background information, what makes Paillier as the preferred homomorphic encryption algorithm to use in AMI Networks is its addition property with smaller message expansion factor, and security features compared to other algorithm options. [SA12, SA14] Another thing that can be noticed when the literature is surveyed is the amount of works that choose Paillier as the homomorphic encryption algorithm to use. [BHTS16, SZS17, MZKF15, TASU16]. This thesis
differs from the other works that use Paillier by evaluating the performance of Paillier in both simulation and testbed environments. Another difference of this thesis is addition of two-factor authentication mechanism.

Unlike the aforementioned efforts, this thesis compares the performances of simulation and testbed solutions under similar conditions for different privacy-preserving protocols, and also give detailed information about the components used and the steps followed to deploy the two testbeds that are created. Additionally, the remote accessibility of the testbeds is another unique property of this work, which can attract more researchers into working on AMI networks.
CHAPTER 4
AMI TESTBED CREATION

4.1 Testbed Creation with Beaglebone Black

Figure 4.1: Beaglebone Black Board with the Wifi dongle

The creation of the testbed began after getting the BBBs and TP-Link TL-WN722N wireless adaptors (see Fig. 4.1). Firmware and drivers required for the adaptors are installed to the BBBs first with the following commands:

$ sudo apt-get install wireless-tools usbutils
$ sudo apt-get install firmware-atheros

BBBs were not able to support mesh networking with their initial configuration because of the kernel version (3.8) installed in them. Because of this, the kernel
is upgraded to 4.1.15 on every BBB. Following commands are executed on the command line for the kernel upgrade (As kernel versions are always in development and new versions are published, following commands may return different revision or version numbers):

```
$ sudo apt-cache search linux-image | grep 4
$ sudo apt-get install linux-image-4.1.15-bone-rt-r18
$ sudo reboot
$ sudo apt-get update
```

The last step for mesh networking support on BBBs was the installation of the 'iw' utility that is used for management of wireless interfaces in Linux systems. [IW16] JDK8 is also installed to compile and run the Java applications. These are installed with these commands:

```
$ sudo apt-get install iw
$ sudo apt-get install oracle-java8-installer
```

A laptop that runs Ubuntu 16.04 is also configured to be the gateway of the network.

After preparing the BBBs and the laptop, the 802.11s wireless mesh network is created. [o11] Linux operating system is further used in order to make the deployment of the testbed easier in case something happens to one of the nodes. Startup scripts that make devices join the mesh called 'FIUMesh' and get an IP inside the subnet 10.1.1.0/24 and shell scripts that run the applications are also created and copied into all BBBs and the gateway with the help of Linux. One of the scripts used can be seen below:

```
#!/bin/bash
```
sudo killall NetworkManager
sudo ifconfig wlan0 down
sudo iw dev wlan0 interface add mesh type mp
sudo iw dev mesh set channel 11
sudo ifconfig mesh 10.1.1.3 netmask 255.255.255.0 up
sudo iw dev mesh mesh join FIUMesh

In order to run this script on startup, the first thing that is done is placing the script in /etc/init.d directory. After placing it into that directory, the script is made executable and then a symbolic link is created with the copy of the script named SXXmyscript in the /etc/rc3.d directory where SXX is the number of the last script in that directory with the following commands:

$ chmod 755 myscript
$ sudo ln -s /etc/init.d/myscript /etc/rc3.d/SXXmyscript

The “date” command of Linux is also used to synchronize the time of all devices in the mesh network as it will be needed for testing. [com17] Following command is executed before every test as time synchronization was critical for the tests done for performance evaluation:

$ sudo date —set="$(ssh user@server date)"

## 4.2 Testbed Creation with Raspberry PI 3

RP3 testbed is deployed after the creation of BBB testbed, so it was easier to deploy with the documents created during the development of BBB testbed. Another thing that helped in the development was the better configuration of RP3 compared to BBB. TP-Link adapter is recognized automatically without the need of installing
The drivers from the command line. Also, the Linux kernel that is placed on RP3s on
default was already supporting mesh networking, so kernel of RP3 is not upgraded.
The RP3 testbed is deployed after installing the iw and JDK and placing the scripts
(the same scripts used for BBB with the change on IP addresses) that make RP3s
automatically join the mesh network.

4.3 Securing the Testbed

After making sure that testbeds are working without problem, implementation of
the security models started. The security model implemented initially were PHE
with ECDSA signature authentication. [OTAS16] FHE and SMPC are developed
afterwards. OpenSSL certificate authority (CA), certificate revocation list (CRL),
and certificates are created in Linux and added to the security models in order
to make the testbed more secure with two-factor authentication. [OTA16] Creation
process started with the creation of root CA. Following commands are used to create
the directory that store the files needed by the root CA, or will be created by the
CA:

```
$ mkdir /root/ca
$ cd /root/ca
$ mkdir certs crl newcerts private
$ chmod 700 private
$ touch index.txt
$ echo 1000 > serial
```

Index and serial text files are used as a database that store the information
of signed certificates. After creating the directory the configuration file called
openssl.cnf is prepared. Root CA’s key and certificate are created with the following commands:

$ cd /root/ca

$ openssl genrsa -aes256 -out private/ca.key.pem 4096

$ chmod 400 private/ca.key.pem

$ openssl req -config openssl.cnf \
    -key private/ca.key.pem \
    -new -x509 -days 7300 \
    -sha256 \
    -extensions v3_ca \
    -out certs/ca.cert.pem

$ chmod 444 certs/ca.cert.pem

In order to make sure that root CA is secure, second CA called intermediate CA is created. This CA is prepared with the purpose of signing created certificates on behalf of root CA so that root CA is kept secret and is not compromised. Like the root CA creation process, intermediate CA creation process also prepares the directories and files first, then openssl.cnf file is filled and intermediate CA’s key is issued:

$ mkdir /root/ca/intermediate

$ cd /root/ca/intermediate

$ mkdir certs crl csr newcerts private

$ chmod 700 private

$ touch index.txt

$ echo 1000 > serial

$ cd /root/ca
$ openssl genrsa -aes256 \
   -out intermediate/private/intermediate.key.pem 4096
$ chmod 400 intermediate/private/intermediate.key.pem

Next step for intermediate CA is issuing a certificate signing request so that it can be signed by the root CA to sign certificates on root CA’s behalf:

$ cd /root/ca
$ openssl req -config intermediate/openssl.cnf \
   -new -sha256 \
   -key intermediate/private/intermediate.key.pem \
   -out intermediate/csr/intermediate.csr.pem

Then, root CA can sign the intermediate CA’s certificate:

$ cd /root/ca
$ openssl ca -config openssl.cnf \
   -extensions v3_intermediate_ca \
   -days 3650 -notext -md sha256 \
   -in intermediate/csr/intermediate.csr.pem \
   -out intermediate/certs/intermediate.cert.pem
$ chmod 444 intermediate/certs/intermediate.cert.pem

When both CAs are ready, CRL can be created for the storing the revoked certificates:

$ cd /root/ca
$ openssl ca -config intermediate/openssl.cnf \
   -genrcl -out intermediate/crl/intermediate.crl.pem

Contents of the CRL can be checked using the following command:
After getting everything ready, certificates can be created and signed with these commands:

```bash
$ cd /root/ca
$ openssl crl \
   -in intermediate/crl/intermediate.crl.pem \
   -noout text
```

Implementation of the security models are done using the Java (Paillier and SMPC) and C (FHE) programming language. During the testing of the model, BBBS and the gateway are placed to the different spots in Advanced Wireless and Security (ADWISE) Lab at Florida International University, which is a 12-by-12 office room (see Fig. 4.2). Same placement is done for RP3s, too.
4.4 Remote Access Setup for the Testbed

Remote access to the testbed is provided with a website. Users who are interested in using the testbed can do it by signing up for an account on the website’s Sign Up page. The server that website resides is used as the gateway of the mesh network so users can access to the meters available in the network by using the interface available on the website.
CHAPTER 5

PERFORMANCE EVALUATION OF THE SECURE TESTBED

5.1 Baselines

Since one of the goals of this work is to assess the performance of AMI related privacy-preserving protocols, in addition to Paillier, SMPC and FHE, two other baselines are also implemented: 1) Plaintext; and 2) AES-based Encryption. This was done because of the difference in message overheads (can be seen in Table 5.1), and the difference in message exchange method as AES, FHE, SMPC, and Paillier do the exchange with ciphertexts and Paillier and FHE also do the aggregation on ciphertexts. The use of TCP and UDP protocols is also considered as speed is utmost concern in AMI applications. Consequently, six different approaches are implemented. Implementations for TCP and UDP applications are done in a multi-threaded client-server fashion and they were written as similar as possible in order to minimize the affect of implementations on the results.

Table 5.1: Message overhead for plaintext, 256-bit AES, Paillier, SMPC, FHE and ECDSA

<table>
<thead>
<tr>
<th>Message size (in bits)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Plaintext</td>
<td>16</td>
</tr>
<tr>
<td>256-AES Ciphertext</td>
<td>128</td>
</tr>
<tr>
<td>Paillier Ciphertext</td>
<td>2048</td>
</tr>
<tr>
<td>ECDSA Signature</td>
<td>568</td>
</tr>
<tr>
<td>FHE</td>
<td>more than 100000</td>
</tr>
<tr>
<td>SMPC</td>
<td>256</td>
</tr>
</tbody>
</table>
5.2 Performance Metrics

For performance evaluation, following metrics are used:

- **Packet Delivery Ratio (PDR):** The ratio of the packets that are received by the gateway to the number of packets sent to the gateway.

- **Throughput (TP):** The total data (in Kb) received by the gateway per second.

- **Average Completion Time (CT):** Average elapsed time for receiving all data from the gateway in one round. Measured at the application layer so that it takes into account the cryptosystem operations.

5.3 Performance Evaluation of Paillier with ECDSA

The first test is done to evaluate the initial privacy-preserving protocol that uses Paillier with only ECDSA signatures. PDR, TP and CT results of the first test can be seen in the next subsections.

5.3.1 PDR Results

As seen in Fig. 5.1, the PDR values for HbyH aggregation mode are 50% because of aggregation within the network. However, the values for UDP are slightly below 50%. This means there are a few lost packets which were not retransmitted because UDP does not have a retransmission mechanism whereas TCP can retransmit a lost packet. In EtoE aggregation mode, the TCP PDRs are all 100% while those for UDP are below 90%. The ratio of the lost packets increases in EtoE aggregation mode because the number of packets in the network at the same time increases. Since the meters send their data packets at the same time and at the same frequency, wireless radio frequency interference occurs and the packet(s) are lost.
When we look at the results on the testbed, we see that the PDR results follow a very similar trend as in the case of ns-3 simulations. The only exception is the UDP behavior, especially under AES. The results in Fig. 5.2 indicate that in real-life UDP can achieve better PDR, but it still does not guarantee 100% delivery as in the case of TCP.
5.3.2 TP Results

The TP values increase as the size of the data packet transmitted increases. The values for EtoE aggregation mode are relatively higher than those for HbyH aggregation mode because the number of the data packets received by the gateway meter is threefold of the number of the data packets received by the gateway meter in EtoE aggregation mode. In EtoE aggregation mode, the values for UDP is lower than those for TCP due to lower PDR.
The discrepancy in case of PDR was minor. When we check the results for TP and CT, major discrepancies can be observed between the testbed and ns-3. For instance, for TP, TCP performs poorly compared to UDP which is very surprising. In particular, the gap is huge when Paillier is used. This can be partially attributed to lower communication and processing delays in UDP which gives way to process more packets.
5.3.3 CT Results

For the CT, overall, HbyH approach performs better given that there will be heavy computation at the gateway for the EtoE approach. In addition, this can also be attributed to the fact that the number of the meters that want to have access to the channel. As the number increases the number of the collisions increases. This increases the back-off time for the next channel access try and so the overall delay.
The CT values also show very interesting results. For instance for EtoE mode, while simulation shows good performance with TCP, the testbed indicates that the performance difference is not major. On the other hand, in the HbyH mode, UDP is better in simulations while it performs worse in testbed. These are conflicting results. There can be many speculations. One reason might be the limited computational capabilities of the BBBs. For instance, in HbyH there will be more computations at intermediate nodes running TCP due to its overhead and aggregation. The computer conducting simulations may have more resources than the BBBs which makes UDP perform better in the testbed.
Another speculation might be on the nature of TCP streaming process. Specifically, TCP will try and buffer the data and fill a full network segment thus making more efficient use of the available bandwidth. UDP on the other hand puts the packet on the wire immediately thus increasing the contention delay with more packets in the channel. For the testbed, the limited resource at the intermediate nodes will limit the TCP capabilities and thus the difference between UDP and TCP is not as large as the simulation case.

5.4 Performance Evaluation of Paillier with Two-Factor Authentication using ECDSA and OpenSSL Certificates

After reviewing the results of the first test, further investigation is done on the testbed and simulation implementations in order to find the cause of the discrepancies observed in the first test. Both implementations are edited to make them more
consistent with each other and bug-free. Authentication mechanism is also improved by adding OpenSSL certificates to create a two-factor authentication system that is hard to break than a single authentication mechanism. Second test is done right after these developments. Results of this test are presented in the next subsections.

5.4.1 PDR Results

As seen from Figures 5.7 and 5.8, PDR results are almost the same for both testbed and simulation results. PDR values are 50% for all results collected in HbyH mode, 100% for all results collected in EtoE mode and TCP (except for testbed Paillier result), and around 85-86% for all results collected in EtoE mode and UDP. Around 85% PDR results for EtoE UDP reminds the connectionless nature of UDP and question the reliability of it in a SG AMI network.
5.4.2 TP Results

The trend in the PDR results is also followed by the TP results. The simulation and testbed results are very similar to each other. For HbyH mode, it can be seen that TP results are really close for UDP and TCP cases with Paillier having the highest throughput followed by AES and plaintext. This result is reasonable since Paillier sends the biggest message by size, whereas message sizes for AES and plaintext are close to each other. The close performance of UDP and TCP shows that TCP is able to utilize the channel effectively with small number of collisions and back-offs which give enough advantage for it to be able to compete with UDP. For EtoE mode, Paillier again provides the highest throughput with TCP and UDP as expected.

There are conflicting results between the simulation and the testbed. For instance, for Paillier, the simulation and the testbed results are not matching. Since TCP packets have additional overhead, it may be reasonable to assume that TCP
TP will be higher, which is the case in the ns-3 simulation. However, for the testbed, UDP TP is higher. One possible explanation could be regarding the ending time of the experiments. It is possible that when the experiment is stopped, TCP is still in the process of re-transmitting some of the lost packets. Those will eventually come to increase the TP. However, this may also be the case for ns-3. Therefore, there may be differences in the parameter settings for the TCP back-off mechanism in the simulation and testbed.

![Figure 5.9: The testbed TP results for the second test.](image)
5.4.3 CT Results

The most interesting results among all the tests are the CT results since they show a lot of differences in simulation and testbed results. Almost all the results are conflicting with respect to testbed and simulation as seen in Fig. 5.11 and 5.12.
For instance, ns-3 favors TCP over UDP in terms of CT in all approaches. This is unusual as there is a connection establishment phase for TCP and ACK messages as an overhead. In fact, the testbed results show the opposite and favors UDP in most
cases, which is making more sense. For TCP there is an advantage of buffering since it can create a stream of bytes. In this way, there will be an implicit aggregation where it acts as a streaming protocol and thus in some cases it can buffer packets and reduce the number of transmissions in the network. This eventually reduces the delay in some rounds of data collection. The results show that ns-3 does a better job in terms of configuring the network for improved results. However, obviously its ability to capture the channel characteristics are limited compared to a real-testbed. It assumes an open space propagation model. This might be the reason that it performs much better in terms of CT than the testbed (simulation CT is in the orders of 1-2 secs while testbeds are at least 3secs).

The other problem is with AES and Paillier performing better than the plaintext case in ns-3. The overhead of processing at the intermediate nodes seem to give some advantage to these approaches in terms of keeping the channel less busier. While the testbed results are more meaningful in the sense that the CTs are close to each other in HbyH mode, this still does not explain why AES is better than the plaintext case.

To analyze this further, the data collection period is increased to 120 secs to see if this has any effect on the performance of the testbed. The results shown in Fig. 5.13 and Fig. 5.14 indicate minor effect for TCP but major for UDP. Since there is less overlap among different periods, this helps EtoE approaches reduce their CTs. However, the AES vs plaintext case still holds with TCP.
Figure 5.13: Comparison of testbed CT results for TCP under different data collection periods.

Figure 5.14: Comparison of testbed CT results for UDP under different data collection periods.
5.5 Performance Evaluation of improved Paillier with Two-Factor Authentication

After seeing that there are still discrepancies that needs solving, implementations are checked again considering the possible explanations that are discussed. AES and Paillier algorithms are examined together with the Java applications. Improvements are done to make these algorithms and the application work smoothly. Third test is done afterwards. Results can be seen on sections 5.5.1, 5.5.2, and 5.5.3.

5.5.1 PDR Results

PDR results can be seen on Figures 5.15 and 5.16. As expected, TCP results are always 100% for EtoE, and 50% for HbyH modes. The percentage values are different for UDP. On HbyH mode cases, PDR values for UDP range from 38-44% which means that in every test there was a packet loss in at least one of the rounds. Another thing that can be noticed from the testbed results is that PDR values of UDP on HbyH mode follow pattern. Highest PDR value is achieved on plaintext (the case with the smallest packet size) case and lowest PDR value is achieved on Paillier (the case with the biggest packet size) case. This result can be a sign that there is a relation with the packet size and probability of losing that packet. The mentioned pattern is not observed in UDP EtoE mode cases. PDR results range from 90-100% and AES achieves the highest result and breaks the pattern. Also, lowest result is achieved by plaintext eliminating any packet size-packet loss probability relation possibility as mentioned after reviewing the HbyH mode cases’ results.

Simulation results are very similar with the testbed results for the EtoE mode cases, but there are differences for the HbyH mode cases. Simulation results show
that PDR is 50% for all HbyH UDP cases, which means no packet loss during the rounds. The fact that packet losses occurred on all HbyH mode cases for UDP can point to another weakness of simulations, which is the real-life conditions.

Figure 5.15: The testbed PDR results for the third test.

Figure 5.16: The simulation PDR results for the third test.
5.5.2 TP Results

TP results can be seen on Figures 5.17 and 5.18. As packet sizes of AES and plaintext are close to each other, TP results of these cases are also close. With its big packet size, TP results of Paillier are always the highest. Because of the packet losses for almost all cases, UDP values are smaller than TCP values with a small margin.

Simulation TP results are very close to the testbed results on TCP cases as packet size of the data sent is very close for both setups and there is no packet loss. For UDP, packet loss ratios are different for the setups. Because of this, results are not as close as the TCP results. Still, the patterns are same with the testbed results.

![Figure 5.17: The testbed TP results for the third test.](image-url)
5.5.3 CT Results

Among the previous two tests’ results, CT results were the results with the most discrepancies. CT results of this test can be seen on Figures 5.19 and 5.20. Considering the testbed results, it can be said that these results are the most consistent one among the three tests’ results. In all cases, TCP performs better than UDP for testbed results. This was the case for the previous test’s simulation results. In the discussion of the second tests’ results, it was speculated that TCP’s buffering capability can be the reason for its speed. The new results gathered from the testbed support this speculation. Another consistent result that can be seen on the testbed results is that AES and Paillier cases’ performance against the plaintext case. Normally, the expected result for this comparison would be plaintext case beating the other two as no encryption operation is done and packet size is smaller for plaintext case, but results show the exact opposite. The reason behind these results can be
the utilization capabilities of both protocols. As bandwidth of the channel is big enough, these protocols can benefit from it and utilize even if the packet size gets bigger. In order to verify this claim, a small mesh network is set up to test TCP and UDP’s performance under different packet sizes. Two different network sizes (1 BBB and laptop, 3 BBBs and laptop) and four different packet sizes (2, 100, 1024 and 10000 bytes) are used for this test. Delay results of this test can be seen on Figures 5.21 and 5.22. These results show that packet size doesn’t have any effect on TCP and it affects UDP only after packet size gets huge. Considering these results, it can be said that it is possible to get better performance from encrypted systems as packet size is not a big factor, and encryption operations doesn’t have a huge effect on the CT.

Unlike the testbed results, UDP performs better than TCP for all cases with a small margin in simulation results. Another difference is the mode performance. For simulation, HbyH performs better than EtoE mode. Other than these differences, simulation and testbed results are very similar to each other with AES and Paillier performing very close to plaintext in all cases. The reason for the differences mentioned about can be the channel configuration of ns-3. For EtoE and TCP to be faster, higher bandwidth is required. The testbed results show that in real life conditions this is possible as EtoE and TCP are faster than HbyH and UDP respectively. Considering this, it can be said that the channel configuration of ns-3 may need a revision to simulate the real life conditions.
<table>
<thead>
<tr>
<th></th>
<th>CT (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain</td>
<td>0</td>
</tr>
<tr>
<td>AES</td>
<td>0.5</td>
</tr>
<tr>
<td>Paillier</td>
<td>1</td>
</tr>
<tr>
<td>Plain</td>
<td>1.5</td>
</tr>
<tr>
<td>AES</td>
<td>0</td>
</tr>
<tr>
<td>Paillier</td>
<td>0.5</td>
</tr>
</tbody>
</table>

HbyH-TCP
HbyH-UDP
EtoE-TCP
EtoE-UDP

Figure 5.19: The testbed CT results for the third test.

<table>
<thead>
<tr>
<th></th>
<th>CT (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain</td>
<td>0</td>
</tr>
<tr>
<td>AES</td>
<td>0.05</td>
</tr>
<tr>
<td>Paillier</td>
<td>0.1</td>
</tr>
<tr>
<td>Plain</td>
<td>0.15</td>
</tr>
<tr>
<td>AES</td>
<td>0</td>
</tr>
<tr>
<td>Paillier</td>
<td>0.05</td>
</tr>
</tbody>
</table>

HbyH-TCP
HbyH-UDP
EtoE-TCP
EtoE-UDP

Figure 5.20: The simulation CT results for the third test.
5.6 Performance Evaluation of Paillier with Two-Factor Authentication and Gateway switched from Laptop to Beaglebone

The main problems that are faced in the previous tests were the mode and protocol performance differences in the testbed and the simulation results. In the discussion
of the results, it was stated that this may be because of the channel configuration of ns-3 simulator. In order to check if this claim is true, a new test is prepared. The laptop that is used as the gateway for the testbed is a device much more sophisticated than a BBB. On the testbed, when EtoE mode is used, laptop does the aggregation operations. Whereas, when HbyH mode is used, intermediate BBBs are responsible for these operations. Because of this, in order to be fair with the simulation results and support the claims made in the previous section, for this new test, a new BBB is used as a gateway instead of the laptop used in the previous tests.

5.6.1 PDR Results

PDR results can be seen on Figures 5.23 and 5.24. As major discrepancies were not observed in the previous PDR results, we were expecting a similar result in terms of PDR for this test, and that was the case for this test. Only difference with the previous results was the PDR results of UDP cases. The switch from laptop to BBB causes the PDR values to drop to around 45% for TCP and 80% for UDP. This is different from the simulation results that show 50% for TCP and 90% for UDP as PDR results. This can be another proof to show that the ns-3 configuration is not accurate on channel characteristics.
Figure 5.23: The testbed PDR results for the fourth test.

Figure 5.24: The simulation PDR results for the fourth test.
5.6.2 TP Results

TP results can be seen on Figures 5.25 and 5.26. Like PDR, TP results were also very similar. Only difference is UDP TP results. As there were more packet drops for the testbed case than the simulation case, UDP TP results are little lower than the simulation.

![TP Results Diagram](image)

Figure 5.25: The simulation TP results for the fourth test.
5.6.3 CT Results

CT results can be seen on Figures 5.27 and 5.28. Checking the results we can say that one of the two main problems that led to this test is solved, but the other one is not. In both simulation and testbed results, UDP performs better than TCP which means that there is no discrepancy anymore for protocol performance. Although the discrepancy for the mode performance still stands with HbyH performing better in simulation, and worse in testbed, these results support the claim we made after the third test. Results show that ns-3 can not configure the communication channel correctly as better performance by EtoE shows that the bandwidth of the communication channel between BBBs is large enough for the gateway to receive data and process it quickly.
Figure 5.27: The testbed CT results for the fourth test.

Figure 5.28: The simulation CT results for the fourth test.
5.7 Performance Evaluation of SMPC and FHE compared to Paillier

After solving the conflicts between the simulation and the testbed and seeing the performance of Paillier against other baselines, final test is done to evaluate performance of two other privacy-preserving protocol options that can be considered for AMI Networks. The protocols selected for comparison are SMPC and FHE. As BBBs were not able to deal with the computational overhead of FHE, RP3 testbed is used for this test. Same cases that are considered for the previous tests are considered again for this test (HbyH versus EtoE, and TCP versus UDP). For the testbed, FHE couldn’t be tested with UDP because of the packet loss and memory problem. As FHE ciphertext size is really big, it can not be sent immediately as one packet. It is sent by using more than one packets. If one of these packets is lost, data is also lost as its integrity is damaged. When UDP is tested, random packet losses occurred on every test causing the application to crash without any results. The ns-3 implementation of FHE worked without problem. This situation suggested that FHE UDP implementation could be causing problems due to memory limitations.

5.7.1 PDR Results

PDR results can be seen on Figures 5.29 and 5.30. For testbed, there wasn’t any surprising results for TCP cases as they were all 50% for HbyH and 100% for EtoE modes. For HbyH mode, UDP matches the performance of TCP, but packet losses can be seen in EtoE mode cases. Paillier PDR for UDP is around 80% and SMPC PDR is close to 98%. FHE UDP PDR values couldn’t be gathered as the application crashed for both modes without outputting a result because of packet losses. This
problem shows that perfect PDR wouldn’t be reached by FHE UDP cases even if tests were run without problem.

The trend set by TCP in the testbed can also be seen in simulation results with 50% for HbyH and 100% for EtoE modes. The only difference between the testbed and the simulation is UDP results. Although Paillier HbyH UDP results are the same for both setups, EtoE results are different with a 6.5% margin in simulation’s favor. Also, there is 3.2% difference between the SMPC HbyH UDP results of the simulation and the testbed. As packet losses are random, these margins can be expected. Another test can result in a different margin or maybe same values like HbyH mode TCP results. As there is no result for FHE UDP in testbed, it is not possible the compare the simulation values. Still, the simulation results show that UDP does not perform very well with FHE and its huge message size that results in larger packets.

![Figure 5.29: The testbed PDR results for the final test.](image-url)
5.7.2 TP Results

TP results can be seen on Figures 5.31, 5.32, 5.33 and 5.34. One thing that can be noticed is FHE TP values compared to other protocols. As FHE has the highest message size, its TP values are also the highest. FHE is followed by Paillier which has the second biggest message size. As more packets are received in EtoE modes, TP values are higher for this mode as expected. TP values are also not calculated for FHE UDP cases.

The simulation results are also parallel with the testbed results. FHE with TCP achieves the biggest TP values, while SMPC achieves the lowest values with UDP. As packet loss ratios are different, UDP TP values are also different, but very close to each other for the testbed and the simulation results.
Figure 5.31: The testbed TP results for the final test.

Figure 5.32: The simulation TP results for the final test.
5.7.3 CT Results

CT results can be seen on Figures 5.35, 5.36, 5.37 and 5.38. Results are evaluated from different angles to evaluate them better.

The first evaluation is done on the transport protocols’ performance. Testbed results show that UDP is faster than TCP for all cases (except FHE as UDP couldn’t be tested). Simulation results confirm the testbed results and additionally show that UDP is faster for FHE, too.

The second evaluation is done on the privacy-preserving protocols’ performance. With a quite big margin, FHE is the slowest protocol in the testbed. Paillier is the fastest protocol under both HbyH and EtoE modes, but the difference between
SMPC is very small for EtoE mode cases. Like the testbed results, FHE is the slowest protocol, and Paillier is the fastest one, with SMPC right behind it speed-wise in the simulation results.

Finally, data collection modes’ performance is evaluated. For Paillier and SMPC, we can see that EtoE mode performs better than HbyH mode. However, the case for FHE is the exact opposite. This shows that the gateway is able to handle the computations required for Paillier and SMPC without problem, but its resources are not enough to handle the heavy computations required by FHE resulting in a poor performance compared to HbyH mode for the EtoE mode. Unlike the testbed results, the HbyH mode performs better than the EtoE mode for all of the privacy-preserving protocols’ cases in the simulation results. When FHE is used, the communication channel is utilized until its limits to transfer the big ciphertext created by FHE. This results in a better performance in the testbed for HbyH as the load is split and easier to handle. This situation again supports our claim made in the third test that ns-3 channel configuration is the reason for the discrepancies observed between mode performances.
Figure 5.35: The testbed CT results for the final test.

Figure 5.36: The simulation CT results for the final test.
Figure 5.37: The testbed CT results of SMPC and PHE only

Figure 5.38: The simulation CT results of SMPC and PHE only
CHAPTER 6
CONCLUSION

In this thesis, two 802.11s wireless mesh-based SG AMI testbeds are developed. After their development, testbeds are used to evaluate the performance of privacy-preserving protocols that can be used to secure AMI network communications consisting of a combination of Paillier cryptosystem, FHE, or SMPC for privacy and ECDSA (initially only ECDSA was proposed and tested), and OpenSSL for two-factor authentication. In order to test the protocols, three test environments are created, one that uses ns-3 simulator, one that uses the testbed created with BBBs, and another one with RP3s. Remote access is also set up to provide researchers interested in AMI networks a realistic testbed solution for performance evaluation of any AMI related protocol they are working on.

The evaluations revealed several interesting results: 1) While PDR and TP mostly match with ns-3 and testbed, there is discrepancy among the two results when it comes to CT metric. The results were conflicting and suggests that any simulation result in research might not be able to capture the channel characteristics; 2) First two tests showed that HbyH approaches are much suited to be used for AMI since they reduce CT significantly, but the final tests proved that EtoE approaches actually perform better for the testbed; 3) Paillier’s performance is really close to plaintext exchange performance making them feasible for use in AMI Networks, and; 4) UDP performs better than TCP in all cases for both the testbed and the simulation, but considering the packet losses in UDP and the need for reliability in AMI Networks, TCP looks like a better option for use in AMI Networks. 5) Final test showed that SMPC can also be considered as a privacy option, but FHE still needs improvement speed-wise.
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