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ABSTRACT OF THE DISSERTATION

A BIOLOGICALLY PLAUSIBLE SUPERVISED LEARNING METHOD FOR SPIKING NEURONS WITH REAL-WORLD APPLICATIONS

by

Lilin Guo

Florida International University, 2016

Miami, Florida

Professor Malek Adjouadi, Major Professor

Learning is central to infusing intelligence to any biologically inspired system. This study introduces a novel Cross-Correlated Delay Shift (CCDS) learning method for spiking neurons with the ability to learn and reproduce arbitrary spike patterns in a supervised fashion with applicability to spatiotemporal information encoded at the precise timing of spikes. By integrating the cross-correlated term, axonal and synapse delays, the CCDS rule is proven to be both biologically plausible and computationally efficient. The proposed learning algorithm is evaluated in terms of reliability, adaptive learning performance, generality to different neuron models, learning in the presence of noise, effects of its learning parameters and classification performance. The results indicate that the proposed CCDS learning rule greatly improves classification accuracy when compared to the standards reached with the Spike Pattern Association Neuron (SPAN) learning rule and the Tempotron learning rule.

Network structure is the crucial part for any application domain of Artificial Spiking Neural Network (ASNN). Thus, temporal learning rules in multilayer spiking neural networks are investigated. As extensions of single-layer learning rules, the multilayer CCDS (MutCCDS)
is also developed. Correlated neurons are connected through fine-tuned weights and delays. In contrast to the multilayer Remote Supervised Method (MutReSuMe) and multilayer tempotron rule (MutTmptr), the newly developed MutCCDS shows better generalization ability and faster convergence. The proposed multilayer rules provide an efficient and biologically plausible mechanism, describing how delays and synapses in the multilayer networks are adjusted to facilitate learning.

Interictal spikes (IS) are morphologically defined brief events observed in electroencephalography (EEG) records from patients with epilepsy. The detection of IS remains an essential task for 3D source localization as well as in developing algorithms for seizure prediction and guided therapy. In this work, we present a new IS detection method using the Wavelet Encoding Device (WED) method together with CCDS learning rule and a specially designed Spiking Neural Network (SNN) structure. The results confirm the ability of such SNN to achieve good performance for automatically detecting such events from multichannel EEG records.
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1. INTRODUCTION

1.1 Background

Many artificial/biological systems begin with a small set of abilities, and develop new abilities through learning and other types of adaptation as time goes on. Artificial Neural Networks (ANNs) is an important class of machining learning methods inspired by the features of biological neurons and nervous systems. The research on ANNs has achieved a great deal in both theories and engineering applications.

Dubbed as the third generation of ANN, Spiking Neural Networks (SNNs) [1], [2] are considered to be more biologically realistic as compared to the typical rate-coded networks since they can model more closely different types of neurons and their related temporal dynamics. Neurons will send out short pulses of energy (spikes) as signals if they have received enough input from other neurons. Based on this mechanism, spiking neurons are developed with the same capability of processing spikes as would be expected from biological neurons. Such biologically plausible construction ensures SNNs a greater processing power in manipulating temporal signals, and better robustness in complex patterns learning. Most of the attention of SNNs has been focus on: 1) the design of spiking neuron model [3], [4]; 2) information encoding method [5]–[7]; 3) training algorithm [8]–[10]; 4) applications [11]–[13] and 5) hardware implementation [14]–[16].

The learning of ANNs indicates the rules to change the synapse weights, and consequently modifies the firing pattern of output neurons. The time dependent features of SNNs
learning and recall procedure could naturally satisfy the requirements of the temporal biological data processing and could also provide greater computing power than would be expected from conventional ANNs learning using smaller networks sizes. SNNs have been extensively studied in recent years, but questions of how information is represented by spikes and how the neurons process these spikes remain unclear.

SNNs exhibit interesting properties that make them particularly suitable for applications that require fast and efficient computation and where the timing of input/output signals carries important information. Firstly, SNNs are not only adaptive, but also computationally powerful. Second, the representation of signals transmitted through and produced by SNNs resembles those required to stimulate the nerves. Moreover, SNNs possess the ability to learn from examples and are expected to inherit generalization properties, common to most classes of ANN. SNNs have three main functional components: encoding, learning and decoding. The choices in terms of encoding method and learning method depend on the application. Strong evidence suggests that supervised learning occurs in the cerebellum and the cerebellar cortex [17]. In order to take advantage of the properties of SNNs, an efficient learning algorithm is desired.

Applications of ANNs have gained increasing interest over the past two decades. Various tasks has been done successfully, such as pattern and sequence recognition [18]; data processing [19]; decision making [20]; system identification and control [21]; medical diagnoses [13]; image/object recognition [22]; autonomous robotics [23]; optical character/handwriting recognition [22]; real-time embedded control [24], and so on. As
SNN get closer to biological examples, it become possible to emulate part of function of the biological nervous system to process the information which normally happen in the brain, but still not clear understood. For instance, utilize SNN into the study of processes such as: the study of mental illnesses by emulating brain disorders and testing how drugs affect the brain. When the SNNs is used to analyze brain signals, supervised learning is required for the SNNs to work as a classifier or a pattern recognizer. The final goal of studying involving SNN is to understand how the human brain works. However, the limitations in the existing encoding method and learning rules have thus far restricted the applications of SNNs. Therefore, improvements on these aspects as proposed here could broaden the practical implications of SNNs-based systems and their consequential application in signal processing.

1.2 Research Purpose

This dissertation focuses on developing a biologically plausible information processing system using SNNs, and its applications on biomedical signals. The specific goal of this research is fivefold:

1. Developing an integrated consistent system of spiking neurons to perform various recognition tasks, where the encoding, the learning, and the readout are considered from a systematic level.

2. Developing a new temporal learning algorithm that is both computational efficient and also biologically plausible.
3. Investigating various properties of the proposed learning algorithm, such as learning in the presence of noise, generality to different neuron model, adaptive learning performance, effects of parameters, etc.


5. Investigating the ability of the proposed learning rule and neural network structure for different cognitive tasks, such as interictal spike detection, Iris classification and Wisconsin Breast Cancer classification problem, etc.

1.3 Methodology

In this work, we applied analytical and computational methods for the following tasks:

1. Our approach is to present a systemic understanding of how pattern encodings might happen in the nervous system and a learning displays technical capacity. An analytical method was used to develop what is termed here as a Cross-Correlated Delay Shift (CCDS) learning rule based on the design principles of the ReSuMe rule. Axonal delays and synapse delays were integrated to the CCDS rule as an extension of the ReSuMe learning rule. The delay shift method adapts the actual delay values of the connections between neurons during training. Input spike patterns close to the synaptic vector will make the neuron emit an output spike. The proposed learning method is a heuristic method, which helps the neuron generate output spikes at desired instances and also tries to remove undesired output spikes. During learning, the output neuron postsynaptic potential (PSP) is increased at desired instances to hit the firing threshold
level and produce the desired output. In addition, the total PSP is reduced below the firing threshold at the instances of undesired output spikes to remove the undesired spikes. Meanwhile, the cross-correlated term is introduced to speed up the learning process. The CCDS learning rule was tested with random input temporal spike patterns, and the output accuracy and computation efficiency is compared to those of the ReSuMe learning rule as stimulated by the same input.

2. We expanded the structure of weight matrix, axonal delays and synapse delays with the idea that combining those variables and mapping them into a single higher dimensional matrix. The proof of concept was done by performing the gradient descent on such special structured spiking neural network and minimizing network error function similar to back-propagation of ANN. It combines the quality of SpikeProp with the flexibility and efficiency of CCDS, i.e., it can be used with multi spikes and different neuron model in multiple layers in the efficient training process. It improves the capability of CCDS on classification of nonlinear problems when networks without hidden layers cannot perform nonlinear operations.

3. We extracted features from EEG records which could help seizure detection by simulating a specially designed SNN structure with customized neuron models. The SNNs with several input neurons and one output neuron was implemented to analyze EEG data with interictal spikes. Each channel of the EEG signals was encoded into spike trains using recently proposed Wavelet Encoding Device (WED) [7] encoding method and fed to the corresponding input neurons. After training, similar spikes will
be generated at the output neuron when epileptic seizures occur. An assessment was also be conducted on the interictal spikes detection by the template matching algorithm [25], the feature extraction method using Walsh transform [26], the ReSuMe rule [27] and the proposed learning method for validation purposes. The entire simulation was done in the Python interface of the SNN simulation platform together with Matlab environment.

1.4 Original Contribution of This Dissertation

Neurons in the nervous systems transmit information through spikes (action potential). It is still unknown that how neurons with spiking features give rise to cognitive functions of the brain. This dissertation presents detailed investigation on information processing and cognitive computing in SNNs, trying to reveal how the biological systems might operate under a temporal framework. The main contribution of this study is threefold:

1. Developed a novel biologically plausible learning rule which has improved learning accuracy and learning speed in processing and memorizing spatiotemporal patterns. It reliable in its deployment in the supervised training phase. The learning rule has the following features:

   (i) It enables efficient and effect training of SNN to store and precisely reproduce spatiotemporal patterns of spikes. Competitive efficiency compared to other supervised learning rule.
(ii) It exhibits generalization properties, i.e., the proposed rule is independent on the spiking neural models and can be effectively applied to different class of spiking neurons.

(iii) Robustness against noisy conditions. The functions of delay and noise in neuron connection is well tested.

(iv) Adaptive to variant spatiotemporal patterns of spikes.

2. Applied the single layer temporal learning rule to the multi-layer network. Comparing with the multilayer Remote Supervised Method (MutReSuMe) [28] and multilayer tempotron rule (MutTmptr) [29], Multilayer CCDS (MutCCDS) shows better generalization ability and faster convergence. The proposed multilayer rules provide an efficient and biologically plausible mechanism, describing how delays and synapses in the multilayer networks are adjusted to facilitate the learning.

3. Developed an integrated consistent system of spiking neurons, and applied SNN to biomedical signal processing. Specifically in this work, we used the spike time encoding method to extract important features from electroencephalogram (EEG) records, then utilized the proposed supervised learning rule to analysis and detect the interictal spikes for patients with epilepsy. By integrating with encoding and learning function parts, it achieved a reasonably high detection accuracy, i.e., it identified 69 spikes out of 82 spikes, or 84% detection rate. Simulation results show that the applied CCDS rule outperforms ReSuMe for identifying these spikes.
1.5 Dissertation Organization

This dissertation introduces a novel learning algorithm for implementing ASNN and applying it to biomedical signal processing. The dissertation is structured into seven chapters, starting from the current chapter that outlines the research background and purpose.

Chapter 2 introduces multiple existing models of spiking neurons and synapses, and the selection criterion for a good neuron model is discussed. The SNN architecture are overviewed. Existing rate encoding and temporal encoding approaches are also reviewed in this chapter to provide a retrospective on SNN encoding schemes. Various methods of unsupervised and supervised learning in SNN are presented at the end of this chapter.

In Chapter 3, a novel temporal learning rule, named Cross-Correlated Delay Shift (CCDS) learning rule, is developed for learning association of spatiotemporal spike patterns. The formal definitions of the CCDS learning rule and network architecture for CCDS is described. Various properties and learning performance are investigated through extensive experiments. The CCDS rule is able to perform the classification task, but also can memorize patterns by firing desired spikes at precise time in a faster way than existing supervised learning methods. It is simple, efficient, yet biologically plausible.

In Chapter 4, the learning in multilayer spiking neural networks is investigated. The comparison with other multilayer learning rules, such as multilayer Tempotron and
multilayer ReSuMe is given. Several tasks are used to analyze the learning performance of the multilayer network.

Chapter 5 elaborates on the learning rule and network structure, the application of the CCDS rule to the interictal spike detection in epilepsy patients from EEG records are presented. A preprocessing unit for the Leaky Integrate-and-Fire (LIF) spiking neurons is utilized to decompose the input EEG signal into the wavelet spectrum, then further encode the spectrum amplitude into the delay amount between output spikes and the clock signals. Empirical results of Phase Encoding (PE) of EEG signals are provided first. The system architecture and parameters for detection task are described in this chapter, followed by the detection results and discussions.

Chapter 6 summarizes and discusses the main results of this dissertation, and provides possible directions for the future work.
2. SPIKING NEURAL NETWORKS

Spiking neural networks (SNNs), termed as the third generation of ANNs, transfer information in the form of precisely time events called spikes. Spiking neural networks are biologically-inspired networks that model the behavior of neurons in the brain. Such networks have a number of advanced properties compared to the traditional rate-based artificial neural network, the main difference coming from the information transmitted by time. The basic idea is biologically well found: the more intensive the input, the earlier the spike transmission, as in visual systems [27]. Discrete spikes and propagation delays are used to identify temporal patterns. Since the basic principle underlying SNNs is different, much of the work on traditional neural networks, such as learning rules and theoretical results of neuron models, has to be adapted, or even has to be rethought. Most popular neuron models and how to select the appropriate neuron model for a specific application are described first, then models of synapse and network architecture are summarized. This chapter also reviews the literature of spiking neurons on existing encoding methods in determining input signals for SNNs, and temporal learning method for spiking neural networks.

2.1 Models of Neurons

Neuron models are the elementary units which determine the performance of a SNN. It is usually a mathematical model or electronic unit, which characterizes the membrane
potential dynamics of a neuron cell. A lot of spiking neuron models have been emergent in literature. We only summarize the most popular ones in this section.

Hodgkin-Huxley (HH) model [30]: In 1952, Hodgkin and Huxley modeled the electrochemical information transmission of natural neurons with electrical circuits: \( u_m \) is the membrane potential, \( C_m \) is the capacitance of the membrane, \( g_i \) stand for the conductance parameter for a specific ion channel (sodium (Na), potassium (K), etc.) and \( E_i \) is the corresponding equilibrium potential. The variable \( m, h \) and \( n \) describe the opening and closing of the voltage dependent channels. The dynamic of membrane potential is governed by the following ODE:

\[
C_m \frac{du_m}{dt} = I_{\text{int}}(t) - g_{Na}(m,n) (u_m - E_{Na}) - g_{K} (h) (u_m - E_{K}) - g_{L} (u_m - E_{Na}). \tag{2.1}
\]

Hodgkin and Huxley model was based on the well-known voltage clamp experiment on the giant axon neuron found in squid. By analyzing the dynamics of these gating parameters, the functions \( g_{Na} \) and \( g_{K} \) are fitted to polynomial functions:

\[
\begin{align*}
\frac{dm}{dt} &= \alpha_m(u_m)(1-m) - \beta_m(u_m)m \\
\frac{dn}{dt} &= \alpha_n(u_m)(1-n) - \beta_n(u_m)n \\
\frac{dh}{dt} &= \alpha_h(u_m)(1-h) - \beta_h(u_m)h \\
g_{Na} &= \overline{g}_{Na} m^3 h \\
g_{K} (n) &= \overline{g}_{K} n^4
\end{align*}
\tag{2.2}
\]

where \( \overline{g}_{Na} \) and \( \overline{g}_{K} \) are the constants of maximum conductance for sodium and potassium channels. Parameters \( \alpha_m, \alpha_n, \) and \( \alpha_h \) are the changing speeds of gates related to \( m, n, \) and \( h \)
from open state to close state, while $\beta_m$, $\beta_n$, and $\beta_h$ are the changing speed in the opposite direction. All these changing speeds are unitless univariate functions that depend solely on $u_m$, with outcome ranges between zero and one. The functions fitted by Hodgkin and Huxley are:

$$
\alpha_m = \frac{0.1(u_m + 25)}{\exp((u_m + 25)/10) - 1} \quad \beta_m = 4\exp(u_m/18)
$$

$$
\alpha_n = \frac{0.01(u_m + 10)}{\exp((u_m + 10)/10) - 1} \quad \beta_n = 0.125\exp(u_m/80) \quad (2.3)
$$

$$
\alpha_h = 0.07\exp(u_m/20) \quad \beta_h = 1/(\exp((u_m + 30)/10) + 1)
$$

Equations (2.1), (2.2), and (2.3) constitute the original HH model. It is by far the most detailed and complex neuron model. However, the HH model is less suitable for simulations of large networks and its applications in ASNN are still rare, due to its large computational cost.

**Integrate-and-Fire (IF) model** [31]: and its variants, such as Leaky integrate-and-fire (LIF) [32], quadratic integrate-and-fire (QIF) [32], exponential integrate-and-fire (EIF) [33] and generalized integrate-and-fire (gLIF) [34] are simpler than the Hodgkin-Huxley neuron model and much more computationally tractable. The most important simplification in the LIF neuron implies that the shape of the action potentials is neglected and every spike is considered as a uniform event defined only by the time of its appearance. The electrical circuit equivalent for a LIF neuron consists of a capacitor $C$ in parallel with a resistor $R$ driven by an input current $I(t)$. The dynamics of the membrane potential in the LIF are described by a single first-order linear differential equation:
\[ C \frac{dV}{dt} = -\frac{1}{R} (V(t) - V_{\text{rest}}) + I(t) , \]  

(2.4)

where \( V \) is the membrane potential, spike firing time \( t^{(f)} \) is defined by \( V(t^{(f)}) = \nu \) with \( V'(t^{(f)}) > 0 \). When \( V \) is not differentiable, \( V' \) corresponds to the left derivative.

The LIF model has been further improved by introducing other biologically plausible features, such as nonlinear leakage term [35] and moving thresholds [33], [36]. The variability of thresholds in the moving threshold models equipped the LIF model with a refractory period, which is argued to be very important in the cognition process of spiking neural network (SNN) [31], [37]. The multi timescale adaptive threshold (MAT) model proposed in [4] is preeminent in its accuracy of reproducing the neuron behaviors, which won the competition of neuronal activity challenge launched by the International Neuroinformatics Coordinating Facility in 2009 [38].

**Izhikevich neuron model:** By applying bifurcation methodologies to the HH model, Izhikevich proposed a two dimensional model [3], [39] recently. It able to reproduce many realistic neural behaviors, like bursting or single spiking, with different parameter values in simple equations:

\[
\frac{du_m}{dt} = a(bv - u_m) \\
\frac{dv}{dt} = 0.04v^2 + 5v + 140 - u + I_{\text{all}} 
\]

(2.5)

with after-fire resetting:
if $v \geq 30 \text{ mV}$, then
\[
\begin{aligned}
&v \leftarrow c \\
u \leftarrow u + d
\end{aligned}
\]  
(2.6)

The Izhikevich model successfully reproduces different types of neuronal dynamics, although the conductance and current changes of the ion-channels are not fully described. It was widely acknowledged by researchers working on large-scale neural network simulation [40], [41].

**Spike Response Model (SRM):** as defined by Gerstner et al. [32] in a different way, expresses the membrane potential $V_i$ of neuron $N_i$ as a time integral over the past, including a model of refractoriness. The SRM is a phenomenological model of neuron, based on the occurrence of spike firings.

Let $F_i = \{ t_i^{(f)} : 1 \leq f \leq n \} = \{ t_i | u_i(t) = 0 \land u_i(t) > 0 \}$ denote the set of all firing times of neuron $N_i$, and $\Gamma_i = \{ j | N_j \text{ is presynaptic to } N_i \}$ define its set of presynaptic neurons. The state $V_i(t)$ of neuron $N_i$ at time $t$ is given by

\[
V_i(t) = \sum_{t_i^{(f)} \in F_i} \eta_i(t - t_i^{(f)}) + \sum_{j \in \Gamma_i} \sum_{t_j^{(f)} \in F_j} w_{ij} \mathcal{E}_j(t - t_j^{(f)}) + \int_0^\infty \kappa_i(r) I(t - r) dr ,
\]  
(2.7)

where the kernel functions $\eta_i$, $\mathcal{E}_j$ and $\kappa_i$ respectively describe the potential reset, the response to a presynaptic spike and the response to an external current.
E. Izhikevich provided a nice table [39] in 2004 that compares different neuron models in terms of biophysical meaning, the types of biological neuron behavior that the model is able to replicate and the number of floating-point operations required for each step of simulation during a 1ms time span. These neuron models vary from the most complicated ones fitted to mimic real biological neurons, to the simplest ones, which only abstract the most important electrophysiology features. However, the challenge remains in selecting a proper model for the SNN because of the difficulty in balancing accuracy and complexity of the mathematical model while attempting to reproduce the dynamic behavior of a neuron model. The HH model and the Izhikevich model have been successfully used in simulating functional blocks of a biological nervous systems [42], [43] due to their ability to simulate complicated single neuron activities. The model of a single neuron for building large-scale brain must be: 1) capable of producing rich firing patterns exhibited by real biological neurons, yet, 2) computational simple, that is, simple neuron models with few parameters. However, most applications require large-scale SNN implementation, making phenomenal models the preferred ones for their simplicity in structure and efficiency in the simulation process [1]. The LIF model with its plausible biological features has been proven to work well in biological SNN behavior analysis and computer-aided recognition and classification tasks [13], [33], [44], [45]. When the computational requirements are substantial, as in the case of large-scale SNN implementation, the LIF models or even simper IF models will be preferable [46]–[51].
2.2 Models of Synapse

In the nervous system, synapse is a structure or interaction between two neurons with electrical or chemical signal transmitted from one to the other. Synaptic interaction is a more complex phenomenon than the neuron dynamics themselves. Thus, few detailed biophysical synaptic model exist. The most widely used synapse model in computational neuroscience are the phenomenon model, in which synaptic interactions are modeled by interaction kernels which sum up linearly over different synapse and time. The total impact of all synapses can be expressed in the following equation:

$$ f_{syn}(t) = \sum_{synapses} \sum_{spikes} w_k \varepsilon_k (t - t_s), $$

(2.8)

where $w_k$ is the weight of the $k$th synapse and $\varepsilon_k$ denotes its synaptic interaction kernel. The interaction kernel can be an arbitrary shape, but it is constrained by the biophysics of synaptic interaction in most models. A widely used phenomenological model is as the following function:

$$ \varepsilon(t) = A \cdot H(t) \frac{1}{\tau_{rise} - \tau_{fall}} \left[ \exp\left(-\frac{t}{\tau_{rise}}\right) - \exp\left(-\frac{t}{\tau_{fall}}\right) \right], $$

(2.9)

where the two exponential functions model the arrival and leaving of neurotransmitters at the postsynaptic site, governed by time instance $\tau_{rise}$ and $\tau_{fall}$, respectively. $H(t)$ is the Heaviside step function.
2.3 Network Architectures

Within the class of computationally oriented spiking neural networks, two main directions are distinguished. First, use the network structure equivalent to traditional neural networks. Feed-forward network is the simplest and mostly used network structure for spiking neurons[28], [52], [53]. Due to the complex dynamic of the spiking neurons, recurrent structure of spiking neural network is rare investigate[54]. Second, there are uniquely network structure for networks of spiking neurons. Most famous two network structures are the Echo State Network (ESN) and Liquid State Machine (LSM), which also called reservoir computing. Typically an input signal is fed into a fixed dynamical system called reservoir and the dynamics of the reservoir map the input to a higher dimension. Then a simple readout mechanism is performed to read the state of the reservoir and map it to the desired output. For reservoir computing, the training is only performed at the readout stage and the reservoir is invariant.

**Echo State Network** [55]: proposed by Jaeger in 2001, was intend to learning time series \(u(1), d(1), \cdots, u(T), d(T)\) with recurrent networks. The internal states of the reservoir are supposed to reflect the concurrent effect of a new teacher input \(u(t + 1)\) and the desired output \(d(t)\), related to the previous time. Therefore, there are the backward connections from the output layer toward the reservoir (Fig. 2.1) and dynamics of the network is governed by the following equation:

\[
x(t + 1) = f(W^m u(t + 1) + Wx(t) + W^{back} d(t))
\]  

(2.10)
where \( x(t+1) \) is the new state of the reservoir, \( W^{in}, W, \) and \( W^{back} \) are the input weight matrix, the matrix of weights in the reservoir and the matrix of feedback weights from the output of the reservoir, respectively.

ESNs have been successfully applied in many experiments, with 20-400 internal units in the network. Jaeger introduced spiking neurons model, LIF model, in the ESNs, mastered the benchmark task of learning the Mackey-Glass chaotic attractor [55]. Results improve substantially over the ESNs using sigmoid units. Verstraeten et al. [56] compared several measures for the reservoir dynamics with different neuron models.

**Liquid State Machine** [32]: proposed by Maass, was to explain how a continuous stream of input \( u(\cdot) \) from the changing environment can be processed in real time by recurrent connections of IF neurons, as shown in Fig. 2.2. The reservoir here works as a liquid filter
\( L^M \), operates similarly to water undertaking the transformation from the low-dimensional space of a set of stimulating surface into a higher dimensional space of waves in parallel. The liquid states \( x^M(t) \) are transformed by a readout map \( f^M \) to generate an output \( y(t) \).

LSM can be written as the following equations:

\[
\begin{align*}
    x^M(t) &= (L^M(u))(t) \\
    y(t) &= f^M(x^M(t))
\end{align*}
\]  

where \( L^M \) is an operator that maps input functions \( u(\cdot) \) onto functions \( x^M(t) \). The \( L^M \) operator can be implemented by a randomly connected recurrent neural network. \( f^M \) is the memoryless readout map that transforms the current liquid state into the machine output. The readout is usually implemented by one or several IF neurons that trained to perform a specific task using supervised learning rule.

Figure 2.2 Architecture of LSM
LSM has been widely applied to nonlinear classification problems, such as XOR[57] etc. It is convenient for capturing most temporal features of spiking neuron processing, especially for time series prediction and for temporal pattern recognition.

2.4 Encoding Scheme

In biological nervous systems, a neuron transmits information to others via spike trains with specific frequency and amplitude. The inputs and output of traditional artificial neuron models such as threshold perceptions and sigmoidal neurons consider only rate encoding (coded by frequency) and will result in a loss of information expressed in the form of precise firing times of spikes. The data from the real-world is extremely dynamic, that everything changes continuously over time. Understanding the representation of external stimuli in the brain directly determines what kind of information mechanism should be utilized in the neural network. The most significant difference between SNN and traditional neural networks is that information in SNN is represented by spike trains which are a series of pulses with timings of interests. There are mainly two kinds of interpretations developed about how information is related to spike trains: 1) the rate encoding, which assumes that the information is encoded by the counts of spikes in a short time window; and 2) the spike time encoding which considers information carried at the precise time of each action potential in the spike train. Although the mechanisms for data representation and analysis using biologically-inspired neural networks is still under development, there are evidences show that spike time encoding might be more reliable in explaining experiments on the biology of nervous systems [58], [59]. Both rate encoding and spike time encoding
essential in SNN applications. The followings further present a detailed overview of the rate code and the temporal code.

2.4.1 Rate Code

Rate code is a traditional coding scheme, which assuming that information about the stimulus is contained in the firing rate of the neuron. Before encoding external information, precise calculation of the firing rate is required. Thus neuronal responses are treated statistically or probabilistically. Mostly, rate encoding consider the spike count within an encoding window. Any information possibly encoded in the temporal structure of the spike train is ignored.

The simplest rate encoding is feed an analog signal to a Poisson neuron, which fires output spikes at probability proportional to its membrane potential. Such an encoding method has been adopted by Sprekeler et al. [60]. and Keer et al. [61] to analyze the recurrent ASNN behaviors. Although Poisson neuron model is easy for theoretical analysis, it was rarely implemented in real-world applications due to its inaccuracy in mapping analog signals to spike trains. Another rate encoding method, termed Hough Spiker Algorithm (HSA), was introduced by De Garis et al. [62] in 2000. It de-convolves the input signal into its individual spike responses, so that the post synaptic potential of the encoded spike train could be quite similar compared to the original signal. Schrauwen et al. [6] improved this encoding method by optimizing the de-convolution threshold, introduced a new encoding method called Bens Spiker Algorithm (BSA). BSA has been used widely as a rate encoding method for SNN applications, especially for electroencephalogram data [63]–[65].
Address-Event Representation (AER) is an asynchronous protocol designed for analog neural system simulation platforms [66]. It is also referred to as an encoding method by some researchers [67]–[69]. It encounters of “ON” and “OFF” events in the input signals are registered by AER to generate corresponding output spikes. The “ON” and “OFF” events in AER indicate the time when a change in the input signal either exceeds a positive threshold or fall behind a negative threshold. Under such definition, AER could be treated as a rate encoding method with regards to the derivatives of the input signal. The major problem of rate encoding methods is that an averaging time window is required for each sampling of the input signal, which as a consequence limits the temporal resolution of the encoded signals.

2.4.2 Temporal Code

Temporal coding is a straightforward method for translating a vector of real numbers into a spike train, for instance, for simulating traditional connectionist models using SNNs. Precise spike timing as a means to encode information in neural networks is biologically supported. The temporal encoding is outperform rate-based encoding when patterns within the encoding window provide the information about the input stimulus that cannot obtained from spike count. For example, there are evidences show that the populations of neurons in the primary auditory cortex coordinate the relative timing of their action potentials by grouping the neighboring spikes in short bursts, without changing the number of firings per second [70]. Another evidence for precise spike timing coding paradigm is required in artificial systems is: neuroprostheses for movement control where the precise timing of impulses applied to the paralyses muscles is critical for generating the desired, smooth
movement trajectories [71]. Thus, the temporal patterns in spatiotemporal spikes can carry more information than rate encoding especially in the system where the processing speed is required to be high. For these reasons, much more attention has been focused on the development of learning rules for spiking neural networks that utilize a temporal coding scheme. Potential temporal coding strategies based on the precise timing of spikes are summarized in the following list:

**Time to first spike**: under this coding scheme, information is assumed to be encoded in the latency between the beginning of stimulus and the time of the first spike in the response neuron.

**Rank-Order Coding (ROC)**: the information is encoded by the order of spikes in the activities of a neural population according to this coding method.

**Latency code**: the information is encoded by the relative latency between the neighboring spikes.

**Resonant burst coding**: downstream neurons affected by resonance are determined by the frequency of a burst.

**Coding by synchrony**: this scheme is assumed the neurons that encode different bit of information on the same object fir synchronously.
**Phase encoding:** Neuronal spike trains could encode information in the phase of a pulse with respect to the background oscillation. A simple implementation of phase encoding could be realized by linearly mapping the input signal to the delay of spikes within each synchronizing period [37].

**Population encoding:** Temporal receptive fields (Fig. 2.3) and the Cosine squared function method are the most famous population encoding schemes could also be utilized for phase encoding to improve the encoding resolution [72], [73]. To be more biologically plausible, Rumbell et al. [74] introduced a synchronizing method which considered spiking neurons as phase encoding units instead of performing linear mapping between analog values and spike delays. As shown in Fig. 2.3, input data \( a \) is encoded into temporal spike-time patterns for the input-neurons encoding this input-variable, using multiple local receptive fields like Radial Basis Functions. The translation of inputs into relative firing times is straightforward: the highest stimulated neuron, neuron 2, fires at a time close to \( t = 0 \), whereas less-stimulated neurons, as for instance neuron 3, fire at increasingly later times. For a data range \( [I_{\text{min}}^n, \ldots, I_{\text{max}}^n] \) of a variable \( n,m \) neurons were used with Gaussian receptive files. For a neuron \( i \) its center was set to \( I_{\text{min}}^n + (2i - 3)/2 \cdot (I_{\text{max}}^n - I_{\text{min}}^n)/(m - 2) \) and width \( \sigma = 1/\beta(I_{\text{max}}^n - I_{\text{min}}^n)/(m - 2) \). The learning parameter \( \beta \) is chosen by trial and error. With such encoding, spiking neural networks were shown to be effective for clustering tasks [75].
Figure 2.3 Population encoding with 8 overlapping Gaussian receptive fields

2.5 Temporal Learning in SNN

Traditional neural networks have been applied to pattern recognition in various guises. The best-known learning rules for such networks are of course the class of error-back-propagation rules for supervised learning and unsupervised learning rules such as Hebbian learning, or Kohonen self-organizing maps. By substituting traditional neurons with spiking neuron models, two main directions of learning rules for computationally oriented spiking neural networks have been developed. One is the development of learning methods equivalent to or similar to those developed for traditional neural networks. The other one is development of computational learning algorithms unique for networks of spiking neurons. Both supervised learning and unsupervised learning rules in the temporal framework are described in this section.
2.5.1 Synaptic Plasticity

Synaptic plasticity, also called unsupervised learning, refers to the adjustments of synapses between neurons in the brain. From the biological aspect of neurons, the changes of synaptic weights with effects lasting seconds or minutes, are called Short-Term Potentiation (STP) if the weights are strengthened, while Short-Term Depression (STD) if the weight values are decreased. On the scale of several hours or even more, the weight changes are referred to Long-Term Potentiation (LTP) and Long-Term Depression (LTD). A good review of the main synaptic plasticity mechanisms for regulating levels of activity in conjunction with Hebbian synaptic modification is given in [76]. There are neurobiological evidences increasingly demonstrate that synaptic plasticity in networks of spiking neurons is sensitive to the presence and precise timing of spikes [77]. The best-known learning paradigm for spiking neural network is Spike Timing Dependent Plasticity (STDP) induced by tight correlations between the spikes of pre- and postsynaptic neurons, which is often referred to a temporal Hebbian rule. It relies on local information driven by back-propagation of action potential through the dendrites of the postsynaptic neuron. For the computational purposes, STDP is normally modeled in SNNs using temporal window for adjusting the weight LTP and LTD which are derived from neurobiological experiments. Different shapes of STDP have been studied in [39].

A winner-take-all learning rule [78] modifies the synaptic weights using a time-variant of Hebbian learning: the weight of the synapse is increased when the start of the postsynaptic potential at a synapse slightly precedes a spike in the target neuron; earlier and later synapses are decreased in weights showing their lesser impact on the target neuron’s spike
time. After learning, the firing time of an output neuron reflects the distance of the evaluated pattern to its learning input pattern thus realizing a kind of RBF neuron.

2.5.2 Supervised Learning

Supervised learning contributes to the development and maintenance of lots of brain function. There is strong biological evidence that supervised learning exists in the cerebellum and the cerebellar cortex [17], [79]. However, the mechanism of supervised learning in the biological neurons remain unclear [57]. In view of this, research on supervised learning for spiking neurons and spiking neural networks is still at the early stage, and many existing learning methods have some weakness [8]. Here, we list some popular supervised learning rules base on temporal encoding, that it, during a certain running time, neurons can precisely emit spikes at appointed times through learning.

There are two types of supervised learning methods for SNNs based on temporal encoding, which are classified according to the number of spikes that need to be controller precisely. The first type is the single-spike learning, which can control only the firing time of a single spike. The most straightforward approach to implement supervised learning in spiking neural networks is as the same method used by Rumelhart et al. [80]: using the gradient descent on the error of the time difference between the desired output spike train and the actual output spike train. Different from the traditional artificial neural network, the spiking neuron’s activation function is not differentiable. Thus, backpropagation-like approach was derived for spiking networks with some additional assumptions. To overcome the discontinuous nature of spiking neurons, the threshold function is approximated, thus
linearizing the model at a neuron’s output spike times. The SpikeProp [81] rule has been shown to be capable of learning complex nonlinear tasks in spiking neural networks with similar accuracy as traditional sigmoidal neural networks, including the archetypal XOR classification task. SpikeProp and its variants such as QProp [82], RProp [82] have two major limitations [37], [82], [83]: (1) they do not allow multiple spikes in the output spike train, and (2) they are sensitive to spike loss, in that no error gradient is defined when the neuron does not fire for any pattern, and hence will never recover. Although single spike learning rules have good application capability, networks with only single spike output will limit the capacity and the diversity of information that they transmit. The Tempotron rule [84], another gradient descent based approach which is efficient for binary temporal classification task, encounters these two problems as well. As demonstrated in study [85], non-gradient-based methods like evolutionary strategies do not suffer from these tuning issues. However, evolution method is very time consuming which is not suitable for complex tasks.

Relative to the single spike learning, multi-spike learning methods are more consistent with the running and information transmitting model of the biological neurons. Due to the complexity of the learning targets increases significantly, most existing multi-spike learning methods focus on single spiking neurons or single-layer spiking neural networks. Temporal learning rules, such as SPAN [86], PSD [22], Chronotron [87], have been developed to train neurons to generate multiple output spikes in response to a spatiotemporal stimulus. In Chronotron, both analytically-derived (E-learning) and heuristically-defined (I-learning) rules are introduced. Both the E-learning rule and the
SPAN rule are based on error function that takes into account the difference between the actual output spike train and the desired spike train. Their application is therefore limited to tractable error evaluations, which are unavailable in biological neural networks and are computationally inefficient as well. The I-learning rule of Chronotron is based on a particular case of the Spike Response Model, which might have limitations for other spiking neuron models. In addition, it depends on weight initialization. Those synapses with zero initial value will not be updated according to the I-learning rule, which will lead to information loss from afferent neurons. For multilayer perceptron networks based on various spiking neuron models, performance comparable to SpikeProp is shown. An evolutionary strategy is, however, time consuming for large-scale networks. Carnell and Richardson [88] first applied the linear algebra into the learning of time series of spikes by using the Gram Schmidt projection process to calculate the weight change. However, this method is not a back-propagation based rule which is only applicable to a single spiking neuron or single layer of SNN. PBSNL [89] first transform the supervised learning problem into a classification problem and solves the problem by using perception learning method. But it needs many learning epochs to achieve good learning performance when time step is precise.

ReSuMe [27], referred to as the remote supervised method, is one of the few supervised learning algorithms that is based on a learning window concept derived from STDP. In the ReSuMe learning process, the desired or supervisory signal does not directly influence the membrane potential of the corresponding learning neuron. It is described to be biologically plausible and can learn patterns in an online mode by adjusting the synaptic weights locally.
in time. Similar to SPAN and PSD, ReSuMe is derived from the Widrow-Hoff rule [90]. It combines two processes: one is STDP for strengthening synapses based on input spike trains and desired output spike train; the other one is anti-STDP learning window for weakening synapses based on the input spike trains and actual output spike train. Under remote supervision of instruction neuron, the output neuron can produce a desired output spike train in response to a spatiotemporal input spike pattern. The results show that ReSuMe has good learning ability and wide applications. With this method, it also can reconstruct the target input-output transformations. In [57], the ability of ReSuMe on sequence learning, classification and spike shifting are discussed. As another supervised learning rule based on STDP, SWAT (Synaptic Weight Association Training) [24] merged BCM (Bienenstock-Cooper-Munro) learning rule with STDP. Different from ReSuMe, SWAT focuses on multilayer SNN rather single neuron or single layer SNN. The SNN uses a feed-forward topology, in which the hidden layer works as a frequency filter while frequencies of input and output layers are kept as fixed values.

The common disadvantage of these multi-spike learning methods for spiking neurons is that the learning efficiency is relative low. When the desired output spike train is relatively long, the neuron needs to run a relatively long time to make the learning converge. In [57], it needed around 450 epochs to achieve high learning accuracy when a neuron learned to emit a spike train of 400ms length using ReSuMe. Thus, it lowers its learning efficiency and weakens its ability to solve real-time problems. In addition to learning efficiency, the learning accuracy of the existing learning methods will decrease when the number of
desired output spikes increase to a certain degree, and this limits their ability to solve complicated tasks.

These disadvantages of the existing methods prompted us to search for supervised learning method with higher learning efficiency and accuracy.
This chapter introduces a novel learning algorithm for spiking neurons, called CCDS, which is able to learn and reproduce arbitrary spike patterns in a supervised fashion allowing the processing of spatiotemporal information encoded in the precise timing of spikes. Unlike the Remote Supervised Method (ReSuMe), synapse delays and axonal delays in CCDS are variants which are modulated together with weights during learning. The CCDS rule is both biologically plausible and computationally efficient. The properties of this learning rule are investigated extensively through experimental evaluations in terms of reliability, adaptive learning performance, generality to different neuron models, learning in the presence of noise, effects of its learning parameters and classification performance. Results presented show that the CCDS learning method achieves learning accuracy and learning speed comparable with ReSuMe, but improves classification accuracy when compared to both the Spike Pattern Association Neuron (SPAN) learning rule and the Tempotron learning rule.

3.1 Introduction

Spiking neural networks [1], [2], [91], [92] (SNNs) are considered to be more biologically realistic compared to typical rate-coded networks as they can model more closely different types of neurons and their temporal dynamics [93]. SNNs exhibit interesting properties that make them particularly suitable for applications [20], [46], [94]–[96] that require fast and
efficient computation and where the timing of input/output signals carries important information. Various interesting types of neuron models [1], [91], [97]–[100] have emerged for building large scale artificial SNNs. SNNs rely on three main functional parts: encoding, learning and decoding.

Recently, the learning problem in a network of spiking neurons has attracted attention from a number of researchers. One reason for this interest is that in these networks the learning process is considered as a realistic model in the biological neural networks. There is strong biological evidence that supervised learning exists in the cerebellum and the cerebellar cortex [17], [79]. It is shown that supervised signals are provided to the learning modules or neural structures in the brain. Several supervised learning algorithms have been successfully developed for nonlinear benchmark problems. Some of the existing supervised learning rules, such as SpikeProp [101], QProp [82], RProp [82] use error back propagation similar to the traditional Neural Networks (NNs). The two major limitations of these methods and their extensions [37], [82], [83] are that (1) they do not allow multiple spikes in the output spike train, and (2) they are sensitive to spike loss, in that no error gradient is defined when the neuron does not fire for any pattern, and hence will never recover. The Tempotron rule [84], another gradient descent based approach which is efficient for binary temporal classification task, encounters these two problems as well. As demonstrated in study [85], non-gradient-based methods like evolutionary strategies do not suffer from these tuning issues. For multilayer perceptron networks based on various spiking neuron models, performance comparable to SpikeProp is shown. An evolutionary strategy is, however, time consuming for large-scale networks. Other temporal learning
rules, such as SPAN [86], PSD [22], Chronotron [87], have been developed to train neurons to generate multiple output spikes in response to a spatiotemporal stimulus. In Chronotron, both analytically-derived (E-learning) and heuristically-defined (I-learning) rules are introduced. Both the E-learning rule and the SPAN rule are based on error function that takes into account the difference between the actual output spike train and the desired spike train. Their application is therefore limited to tractable error evaluations, which are unavailable in biological neural networks and are computationally inefficient as well. The I-learning rule of Chronotron is based on a particular case of the Spike Response Model, which might have limitations for other spiking neuron models. In addition, it depends on weight initialization. Those synapses with zero initial value will not be updated according to the I-learning rule, which will lead to information loss from afferent neurons.

Well known biologically-inspired Spike-timing dependent plasticity (STDP) was observed through experiments on hippocampal neurons [102] which can induce either long- or short-term potentiation in synapses based on local variables such as the relative timing of spikes, voltage, and firing frequency. It shows that postsynaptic firing, which occurred within a time window of 20ms after presynaptic firing, resulted in weight potentiation; whereas postsynaptic firing within a time window of 20ms before presynaptic firing led to weight depression. STDP is widely used in unsupervised processes and pattern recognition [103]. However, simply implementing this form of learning will not always guarantee convergence for the network of neurons during learning as the rule does not formulate the competition between neurons.
ReSuMe [27] is one of the few supervised learning algorithms that is based on a learning window concept derived from STDP. It is described to be biologically plausible and can learn patterns in an online mode by adjusting the synaptic weights locally in time. Similar to SPAN and PSD, ReSuMe is derived from the Widrow-Hoff rule [90]. It combines STDP and anti-STDP learning window under remote supervision of instruction neuron to produce a desired output spike train in response to a spatiotemporal input spike pattern. With this method, it also can reconstruct the target input-output transformations.

In this study, a learning method is proposed to improve ReSuMe by integrating synaptic delay and axonal delay with the synaptic weights learning process. The importance of delays in computing with spiking neurons in defining a supervised learning rule acting on the delays of connections (instead of weights) between the reservoir and the readout neurons was proved [28], [104]. The learning rule of the readout delays is based on a temporal margin criterion inspired by Vapnik’s theory [105]. Axonal conduction delays refer to the time required for an action potential to travel from its initial site near the neuronal soma to the axon terminals, where the synapse connects the soma with other neurons.

Although axonal delays do not vary continually in the brain, a wide range of delay values has been observed. Evidence shows that conduction delays in the mammalian brain can reach from a few ms up to over 50 ms [106]. The effect of delay on the processing ability of the nervous system has been extensively studied [107], [108]. There is biological evidence that the synaptic delay can be modulated instead of always being invariant [109].
The evidence supports the introduction of a novel learning algorithm for SNNs considering both axonal and synaptic delays.

Several analyses of SNNs have proved the need for programmable delays for both computational power [1] and learnability [104], [110]. Two approaches for delay learning in SNNs are delay selection [13], [37], [82], [111] and delay shift [112]. In the delay selection method, the output of a neuron is assumed to be connected to the input of another neuron by multiple connections with different fixed delays. The weights of connections related to suitable delays are enhanced while the weights related to unsuitable ones are decreased. The delay shift method adapts the actual delay values of the connections between neurons during training. Input spike patterns close to the synaptic delay vector will make the neuron emit an output spike. Such adaptation may be achieved by changing the length or thickness of dendrites and axons, the extent of myelination of axons, or the density and type of ion channels from biological aspects [15]. The weights are considered constant during the learning process [112].

In this chapter, we propose a novel learning algorithm named Cross-Correlated Delay Shift (CCDS), as a supervised learning method able to learn the association between precise patterns considering axonal delay, synapse delay with weight modulation. In the first experiment, the basic concepts of the CCDS rule are demonstrated. Then, various properties of the CCDS learning rule are investigated through experimental analysis, in which learning process, adaptive learning performance, generality, influence of noise and
classification performance are discussed. Finally some discussion with retrospective evaluations is presented.

3.2 Methods

In this section, the spiking neuron model, ReSuMe and the proposed learning method are described in detail. In the proposed learning method, the synapse delays and axonal delays associated with weights are all trained. The error measurement method is also provided afterwards.

3.2.1 Spiking Neuron Model

Conductance-based neuron models such as the Hodgkin-Huxley model [98], are known to accurately reproduce the electrophysiological signals, but they remain computationally taxing. Simple phenomenon models with low computational cost are more popular for studying the learning and dynamics of spiking neural networks. If not specified, the 1-D leaky integrate-and-fire model is selected in this study. The dynamic of the $i$-th neuron can be described as in the following equation:

$$
\tau_i \frac{dV_i}{dt} = E - V_i + (I_{syn} + I_{ns}) \cdot R_i,
$$

(3.1)

where $V_i$ is the membrane potential, $\tau_i = R_i C_i$ is the membrane time constant relating to the ‘leakage’ of charge across the neuron’s membrane when it is not at rest, and $R_i$ is the neuron’s effective membrane resistance, $E$ stands for the resting potential, $I_{syn}$ and $I_{ns}$ are the
sum of synaptic currents entering the given neuron and background noise current, respectively. When membrane voltage $V_i$ reaches the threshold level $V_{th}$, the neuron emits a spike and $V_i$ is reset to $V_{rest}$ for a refractory period $t_{ref}$.

The synaptic current is modeled as follows:

$$I_{syn}(t) = \sum_j w_j I_{PSC}^j(t),$$  \hspace{1cm} (3.2)

where $w_j$ stands for synaptic efficacy of the $j$-th afferent neuron, $I_{PSC}^j$ represents the postsynaptic current from afferent spikes. The postsynaptic current with synaptic delay can be written as:

$$I_{PSC}^j(t - dt_j) = \sum_{t'} K(t - t'' - dt_j)H(t - t'' - dt_j),$$  \hspace{1cm} (3.3)

where $t''$ and $dt_j$ are the $m$-th spike and the synaptic delay from the $j$-th afferent neuron, respectively; $H(t)$ is the Heaviside function; $K$ refers to a normalized exponential kernel function as:

$$K(t) = V_0 (\exp(-t / \tau_s) - \exp(-t / \tau_f)).$$  \hspace{1cm} (3.4)
where \( V_0 \) is the normalized factor, \( \tau_s \) and \( \tau_f \) are the slow and fast decay time constant, respectively, setting \( \tau_s / \tau_f = 4 \).

Another two phenomenon models are also included in section 3.3.4 for the comparison purpose: the 2-D Izhikevich [99] neuron model and Spike Response Model (SRM) [32].

The dynamics of the Izhikevich model is described as:

\[
\begin{align*}
\frac{dV_i}{dt} &= 0.04V_i^2 + 5V_i + 140 - U + I_{\text{syn}} + I_{\text{ns}} \\
\frac{dU}{dt} &= a(bV_i - U)
\end{align*}
\]  

If \( V_i \geq 30mV \), then \( V_i \leftarrow e, U \leftarrow U + d \).

In this model, \( V_i \) denotes the membrane potential and \( U \) represents the membrane recovery variable. The synaptic current \( I_{\text{syn}} \) has the same form of (3.2), and \( I_{\text{ns}} \) defines the background noise current. Izhikevich model can exhibit 20 of the most prominent features of biological spiking neurons with different parameters [99].

The SRM is a phenomenological model of neuron, based on the occurrence of spike firings. The membrane potential \( V_i \) of neuron \( N_i \) is a time integral over the past.

Let \( \varphi_i = \{i^{(f)}; 1 \leq f \leq n\} = \{t \mid u_i(t) = 0 \wedge u_i(t) > 0\} \) denote the set of all firing times of neuron \( N_i \), and \( \Gamma_i = \{j \mid N_j \text{ is presynaptic to } N_i\} \) define its set of presynaptic neurons.

The state \( V_i(t) \) of neuron \( N_i \) at time \( t \) is given by
\[ V_i(t) = \sum_{i \in I} \eta_i(t - t_{ij}^{(f)}) + \sum_{j=1}^{N} \sum_{i \in I} w_{ij} \varepsilon_{ij}(t - t_{ij}^{(f)}), \]  

(3.6)

where the kernel functions \( \eta_i, \varepsilon_{ij} \) and \( \kappa_i \) respectively describe the potential reset and the response to a presynaptic spike. \( \varepsilon_{ij}(t - t_{ij}^{(f)}) \) is the spike response function with \( \varepsilon_{ij}(t - t_{ij}^{(f)}) = 0 \) for \( t \leq t_{ij}^{(f)} \). The times \( t_{ij}^{(f)} \) represent the firing times of neuron \( j \). In our case the spike response function \( \varepsilon(t) \) describes a standard post-synaptic potential:

\[ \varepsilon(t) = \frac{t}{\tau} \exp \left(1 - \frac{t}{\tau}\right), \]  

(3.7)

where \( \tau > 0 \) models the membrane potential time constant and determines rise and decay of the function.

### 3.2.2 ReSuMe

Supervised learning in temporal encoded SNNs attempts to link the input spike train with the output spike sequence. ReSuMe is such a learning method which adjusts the synaptic weights of a neuron to generate a desired spike train \( S^d(t) \) in response to a spatio-temporal input spike pattern expressed as \( S^{in}(t) = [s_1(t), s_2(t), ..., s_n(t)] \). By employing STDP and anti-STDP window, synaptic weights are modified in ReSuMe according to the following relation:
\[
\frac{dw_i(t)}{dt} = [S_d(t) - S_o(t)] \left[ a_d + \int_0^\infty W(s)S_i(t - s)ds \right], \tag{3.8}
\]

where \( S_d(t), S_o(t) \) and \( S_i(t) \) are the desired, actual output spike train and input spike train corresponding to the \( i \)-th synapse, respectively. The role of parameter \( a_d \) is to adjust the average strength of the synaptic input to impose on a neuron a desired activity. In the case of excitatory synapses, the term \( a_d \) is positive and the learning window \( W(s) \) has a similar shape as STDP. In the case of inhibitory synapses, \( a_d \) is negative and \( W(s) \) is defined similarly as for anti-STDP rules. When the number of spikes in the actual output spike train \( S_o(t) \) is more (less) than the number of spikes in the desired spike train \( S_d(t) \), \( a_d \) decreases (increases) the weights. Thus, the actual mean firing rate of \( S_o(t) \) approaches the mean firing rate of signal \( S_d(t) \). This will speed up the convergence of the training process. The formal proof for convergence of the ReSuMe process is illustrated in study [113]. In ReSuMe, no delay was considered.

### 3.2.3 CCDS

Considering synaptic and axonal delays, illustration of the neuron structure is shown in Fig. 3.1. The inputs of the spiking neuron are the times of the discrete spikes. Each spike from the afferent neuron will result in a post-synaptic current (PSC), and the weighted sum of all incoming PSCs from afferent neurons determines whether a spike fires at the current moment. The outputs of spiking neuron are the times of fired spikes. Fig. 3.1 shows a multi-
connected neuron structure with axonal delays $d_i, i = 1, 2, \cdots, n$ and synapse delays $d_{i'}$, $i = 1, 2, \cdots, n$. The corresponding weight values are from $w_i$ to $w_n$, respectively.

The time difference between input and output spike can be expressed as

$$
\delta_i = t_{post} - (t_{pre} + d_i + d_i'), i = 1, \cdots, n .
$$

(3.9)

Then the positive half of the learning window of STDP results in Long-Term Potentiation (LTP) of the synaptic weights that can be written as

$$
\delta v_i = A_i \exp(-\delta_i / \tau_i) \quad \text{for } \delta_i > 0 ,
$$

(3.10)

where $A_i$ is the maximum value of the weight potentiation, $\tau_i$ is the width of the window for LTP and $\delta_i$ is the time differential as defined by (3.9).
Similarly, the negative part of the learning window where Long-Term Depression (LTD) occurs is given by

$$\delta w_i = -A_2 \exp(-\delta_{i_0} / \tau_2) \quad \text{for } \delta_{i_0} < 0.$$  \hspace{1cm} (3.11)

Again, $A_2$ is the maximum magnitude of weight depression and $\tau_2$ defines the width of the window for LTD.

The weight modulation can then be written as

$$w_{i(new)} = w_{i(old)} + \delta w_i.$$  \hspace{1cm} (3.12)

In order to speed up the learning process, we propose that the input spatiotemporal pattern be split into groups of input neurons, and the learning rule operates on a weight such that its relative magnitude reflects the association of a particular spike time to each group. Thus, both pre- and post-firing activity at a synaptic site and pre- and post-firing activity at other synaptic sites where presynaptic neurons have similar firing times are taken into account. This would reflect the relative occurrence of an input spike within each group during training.

Let us first consider a simple example in order to formulate the relative occurrence rule. Assume both data groups $g_1$ and $g_2$ have a total of $k$ spikes occurring at various times within a temporal window $T$. Consider a particular spike time $t_i$ occurring at $n$ different
channels (neurons). Assuming time $t_s$ occurs $p$ times within group $g_1$ and $q$ times within group $g_2$, occurrence of $t_s$ in $g_1$ relative to $g_2$ is

$$O(g_1, t_s) = \frac{p}{p + q}.$$ \hfill (3.13)

Similarly, the relative occurrence of $t_s$ in $g_2$ is

$$O(g_2, t_s) = \frac{q}{p + q}. \hfill (3.14)$$

The weight associating $t_s$ to $g_1$ can be modified to

$$w_{ij(new)} = w_{ij(old)} + \frac{p}{p + q} \delta w_{ij}(t_s), \hfill (3.15)$$

where $w_{ij(old)}$ is the pre-trained value associated with connection $w_{ij}$ between neurons $i$ and $j$, and $\delta w_{ij}(t_s)$ has the same form as in (3.8). A similar rule that reflects the association of $t_s$ with $g_2$ is given by

$$w_{ij(new)} = w_{ij(old)} + \frac{q}{p + q} \delta w_{ij}(t_s). \hfill (3.16)$$
Dividing all the input spike trains into $M$ groups, $g_r$, $r = 1, \ldots, M$, with $m$ spike trains in each group, $t_i$ occurs $q_r$ times within group $g_i$, $i = 1, \ldots, M$, $q_r \leq m$. $F$ is the maximum number of spikes across all input spike trains. The updated weight can thus be written as

$$w_{ij(new)} = w_{ij(old)} + CC^r_i \cdot \delta v_y(t_s),$$

(3.17)

where the cross correlated term of the $i$-th neuron in group $r$ is given by the relation

$$CC^r_i = \frac{\sum_{f=0}^{F} O(g_r, t'_f)}{\sum_{f=0}^{F} \sum_{j=1}^{M} O(g_j, t'_f)},$$

(3.18)

and where $t'_f$ is the firing time of the $f$-th ($f=1,2,\ldots$) spike in the $i$-th input spike train, $O(g_r, t'_f)$ defines the occurrence of spike time $t'_f$ in $g_r$ in relation to the other groups.

The proposed CCDS algorithm is a heuristic method which helps the neuron generate the desired output and also remove the instance of an undesired output. In CCDS, the delay is applied to the connection that has the nearest spike before the desired time, which leads to an increase in the Post-Synaptic Potential (PSP) at the desired time. This increment brings the positive PSP produced by excitatory synapses close to the desired spike time in order to increase the level of the total PSP of the output neuron and consequently cause the neuron to reach the firing threshold and emit a spike at the desired time. In addition, the
reduction of the PSP at an undesired output spike is achieved by delayed PSP. The reduction may eventually cancel the undesired spike.

The nearest previous input spike is calculated via local variable, \( x_i(t) \), described in (3.19). Variable \( x_i(t) \), a low-pass filtered version of spike trains, jumps to a saturated value \( A_o \) whenever a presynaptic spike arrives.

\[
\begin{align*}
  x_i(t) &= \begin{cases} 
    A_o \exp((-t - t_f^j)/\tau), & \text{for } t_f^j < t < t_{f+1}^j \\
    A_o, & \text{for } t = \cdots t_f^j, t_{f+1}^j, \cdots
  \end{cases} 
\end{align*}
\]

(3.19)

Amplitude \( A_o \) and time decay \( \tau \) are constants.

Assuming the \( n \)-th synapse (\( n=1,2,\ldots,N \)) has the nearest spike before the current time \( t \), the delays \( d_n \) and \( dt_n \) shift the effect of its spike to the time \( t \) by using the inverse of (3.19).

\[
d_n + dt_n = t - t_o^f = -\tau \ln \left( \frac{x_o(t)}{A_o} \right).
\]

(3.20)

At desired spiking time \( t_o^f \) without any actual output spikes \( t_o^f \), \( x_o(t) \) is chosen from excitatory synapses. The chosen connection is delayed by \( d_i + dt_i \). Then the spike is shifted toward the desired time, which will lead to an increment in the PSP. In contrast, at the undesired spiking time with output spikes, \( x_o(t) \) is chosen from inhibitory synapses. This delay adjustment can be calculated using equation (3.21).
where \( l \) takes an even value for excitatory synapses and an odd value for inhibitory synapses.

Considering both cross-correlated term and delay shift effect, the weights and delays as governed by the CCDS learning rule are updated on the basis of (3.22), where delays are updated according to (3.20) and (3.21). The CCDS rule is proposed for processing spatiotemporal patterns, where the exact time of each spike is used to convey information. In CCDS, weights are updated as follows:

\[
\frac{dw'_j(t)}{dt} = CC'_j \cdot [s_d(t) - s_o(t)] \cdot [a + \int_0^\infty W(s - dt_j - dt_i)S_i(t - dt_i - dt_j - s)ds]
\]  

(3.22)

where \( s_d(t), s_o(t), S_i(t) \) are the desired output spike train, the actual output spike train and the input spike train, respectively. Constant \( a \) is the non-Hebbian term used to speed up the learning process. Term \( CC'_j \) has the same form as in (3.18), and with \( A \) being the amplitude of the long-term potentiation, the learning window is

\[
W(s) = \begin{cases} 
  A \exp(-s / \tau), & s \geq 0 \\
  0, & s < 0 
\end{cases}
\]  

(3.23)
At the beginning of the training procedure, 20% of the weights are considered inhibitory and 80% of the weights are considered excitatory. In each epoch, synaptic and axonal delays are adjusted according to (3.20) and (3.21). Both delays and the connection weight can be changed many times during the learning process.

3.2.4 Error Measurement

The correlated-based metric \( C \) [114] is used to evaluate the similarity of the desired spike pattern with the actual output spike train. It takes a value between zero and one. The metric \( C \) equals one for identical spikes and drops down to zero for loosely correlated trains. The metric \( C \) is calculated after every learning epoch as

\[
C = \frac{\bar{S}_d \cdot \bar{S}_o}{|\bar{S}_d| \cdot |\bar{S}_o|} \tag{3.24}
\]

where \( \bar{S}_d \) and \( \bar{S}_o \) are low pass filtered vectors in response to the desired spike train \( S_d(t) \) and actual output spike train \( S_o(t) \), respectively.

3.3 Results

The first experiment is devised to demonstrate the ability of the proposed CCDS rule for learning a spatiotemporal spike pattern. The neuron is trained to fire at desired spike times.
3.3.1 Learning Process

The trained neuron is connected with $N$ afferent neurons, and each fires a spike train in the time interval $(0, T)$. Input spike trains and desired spike trains are randomly generated with a homogeneous Poisson distribution with mean frequencies $F_{in}$ and $F_d$, respectively. In this experiment, we set $N=600$, $T = 200\text{ms}$, $F_{in} = 10\text{Hz}$ and $F_d = 40\text{Hz}$. Since 20% of the cortex neurons are inhibitory neurons while 80% of cortex neurons are excitatory ones [1], the ratio of inhibitory and excitatory synapses is set to $1/4$. The initial synaptic weights are drawn randomly from a uniform distribution with a mean value of -0.5 and a standard deviation of 0.2 for an inhibitory synapse, and with mean value of 0.75 and a standard deviation of 0.2 for an excitatory synapse. For the learning parameters, we set the membrane time constant $\tau = 10\text{ms}$ and the refractory period $t_{ref} = 5\text{ms}$; while the initial voltage, threshold voltage and reset voltage are selected as $V_{init} = -60\text{mV}$, $V_{th} = -55\text{mV}$ and $V_{reset} = -65\text{mV}$, respectively. By trial and error, the weights are capped within the range of $[-15, 15]$ in order to get the optimal learning performance.

As both axonal and synapse delays are limited in the biological neurons, all axonal delays and synaptic delays in this study evolve within the interval $[0, 40] \text{ms}$ and $[0, 2] \text{ms}$, respectively.
Figure 3.2 Spike raster of input spike trains when $N=600$.

Figure 3.3 Training results without noise. (a) $V_m$: membrane potential after learning; red dots: target spike train; green dots: actual output spike train; (b) correlated-based metric $C$ of target and output spike trains.
Figure 3.4 Temporal sequence learning of a typical run without noise (a) membrane potential before learning; (b) membrane potential after learning; (c) learning process.
Input spike trains are generated by a homogenous Poisson spike train with frequency

\[ F_i = 10 \text{Hz} \] with \( N=600 \) afferent neurons, as shown in Fig. 3.2. Frequency \( F_d = 40 \text{Hz} \) is chosen to produce the output spike train. Delayed version LIF is utilized for the training as can be seen from Fig. 3.3(a), with the red dots being the target spikes and the green dots being the actual spikes. Fig. 3.3(b) shows the similarity of the actual output spikes and the desired spikes. During the learning process, the neuron gradually learns to produce spikes at the target time, and it is reflected by the increasing correlation \( C \). At around 30 epochs, the correlation \( C \) reaches a satisfactory level \( C>0.95 \). Each learning epoch takes 29.8ms in computation time, which was recorded using Matlab simulations running on a quad core PC with Intel core™ i7-2600 3.4GHz CPU and 16GB of RAM. After a small period of oscillation, the correlation \( C \) converges. The evolution of firing patterns generated by the neuron in consecutive learning epochs can be seen in Fig. 3.4(c), where the cyan line is the desired spike and the blue dots are the actual output spike patterns according to the learning epochs.

The dynamics of the neuron’s membrane potential is also given in Fig. 3.4. The results show that the neuron can successfully learn to emit the desired spike train from the initial random output spike train after just 37 learning epochs. The weight randomly generated spike patterns converge perfectly after training. The synapse weights variance of each neuron is given in Fig. 3.5, in which both excitatory weights and inhibitory weights stop evolving around the 37-th epoch.
The learning performances of CCDS and ReSuMe are assessed in the following experiments, in which each spike train has a total time duration $T = 400ms$. At the beginning of the CCDS simulation, none of the input spike trains have delays. The same input spike train with $F_{in} = 5Hz$ and desired spike train $F_{d} = 100Hz$ are selected for both CCDS and ReSuMe. Each process is averaged over 20 runs. The evolution of the weights for both methods are given in Fig. 3.6(a) and Fig. 3.6(b), respectively. The weights learned by CCDS lie in the range of $[-1, 1.5]$ which is much narrower than that of ReSuMe which has a wider range of $[-10, 18]$ in Fig. 3.6(b). It implies that CCDS performs the same learning task better than ReSuMe, with less weight adjustments.
Figure 3.6 Comparison between CCDS and ReSuMe (a) evolution of the weights during CCDS learning; (b) evolution of the weights during ReSuMe learning.
The performance of the proposed method is compared with that of ReSuMe in Fig. 3.7. These results show that the CCDS learning rule achieves high learning accuracy much faster than ReSuMe. CCDS managed to reach the satisfactory level of $C > 0.95$ much earlier at the $8^{th}$ epoch and settles on a stable set of weights thereafter. In contrast, the ReSuMe training process shows that the weights continue to adjust even after the 100$^{th}$ epoch.

### 3.3.2 Adaptive Learning Performance

In order to assess the ability of CCDS to adapt to different patterns, the adaptive learning process is evaluated. At the beginning, the neuron is trained to learn a target train as in the previous experiments. After a successful learning phase, the target spike train is changed to an arbitrarily generated train, where the precise spike time and firing rate may be different from the previous target train. We found that, we successfully train the neuron to
learn the new target within several epochs using the CCDS learning rule. As shown in Fig. 3.8(a), each dot denotes a spike. At the beginning, the neuron is trained to learn one target (denoted by the cyan bar in the bottom part). After 100 epochs of learning (the dashed blue line), the target is changed to another randomly generated train (denoted by the cyan bar in the above part). Again, the neuron successfully learned the new target spike train very rapidly. Fig. 3.8(b) shows the correlated measure $C$ of the new desired spike train and output spike train along the learning process.

![Figure 3.8](image)

Figure 3.8 Adaptive learning of different target trains (a) sequence learning with the changed target train; (b) Correlated-based metric $C$ of target and output spike trains.
3.3.3 Generalization to Different Neuron Models

This experiment is carried out to demonstrate that the CCDS rule is independent of the neuron model. Three different neuron models are selected, the LIF neuron model, the 2-D phenomenon spiking neuron model, Izhikevich and Spike Response Model (SRM).

Izhikevich is known to exhibit 20 of the most prominent features of biological spiking neurons with different parameters, such as regular spiking, intrinsically bursting, fast spiking, chattering, low-threshold spiking, among other things. The parameters are chosen as \(a = 0.02, b = 0.2, c = -65\), and \(d = 8\) to exhibit a Regular Spiking (RS) behavior, which is the most typical behavior in the cortex. When \(a = 0.02, b = 0.2, c = -55\), and \(d = 4\), the neurons fire a stereotypical burst of spikes followed by repetitive single spikes, which is called Intrinsically Bursting (IB).

For a fair comparison, as shown in Fig. 3.10, LIF, SRM and Izhikevich neurons are driven by the same set of presynaptic stimuli and trained on the same target signal. Except for the...
neuron dynamics described in (3.1) and (3.5) respectively, all other parameters are the same for these three neurons. In order to illustrate that the CCDS is not limited to homogeneous neurons, both neurons with single spiking pattern RS (Fig. 3.10b) and neurons with different kinds of spiking patterns like in the actual cortex (Fig. 3.10c) are trained. For simplification, two spiking patterns-RS and IB, are chosen for the demonstration. The input neurons are randomly selected as RS and IB, and the ratio of RS and IB is set to 1:1.

Training results are given in Fig. 3.10. After 66 epochs of training, the correlated-based measure $C$ reached the criterion value, set here to 0.95. The generated sequences of spikes become highly correlated with the target pattern for these three neuron models. Although the neuron models are different, all can be trained to reproduce the target spike train successfully with the proposed CCDS learning method. A slightly faster convergence is achieved for the LIF neuron, which is caused by the simpler dynamics of LIF neuron model compared to the SRM neuron model and the Izhikevich neuron model. It is observed that the Izhikevich neuron with two spike patterns required a little more time to converge. However, comparable with the CCDS, the Izhikevich neuron with single spike pattern generated sequences of spikes which were highly correlated with the target pattern after 66 epochs. Therefore, the CCDS is proven to work well not only for homogeneous neurons in the network, but also for the network which consists of neurons having several kinds of spiking patterns like in the actual cortex.
Figure 3.10 Correlated-based metric $C$ of target and output spike trains with (a) LIF neuron; (b) Izhikevich neuron with single spike pattern RS; (c) Izhikevich neuron with two spike patterns RS and IB; (d) SRM neuron.
3.3.4 Learning in the Presence of Noise

In the previous experiments, the neuron is trained to learn a single pattern without the presence of noise. However, the reliability could be significantly affected by noise. In this experiment, a LIF neuron with \( n=600 \) afferent neurons under the presence of background current noise is tested. Gaussian noise is added to the LIF neuron where \( I_{\text{ns}} = 0.2 \) nA. Randomly generated Poisson spike trains are used for both input and desired spike trains. As shown in Fig. 3.11, eight spike patterns still converge very rapidly. Compared with eight patterns in Fig. 3.4 without noise, the results have not been worsened by the inclusion of noise, as shown in Fig. 3.12 and Fig. 3.13.

![Figure 3.11 Temporal sequence learning of a typical run with noise](image-url)
Figure 3.12 Training results with noise $I_{ns}=0.2\text{nA}$. (a) $V_m$: membrane potential after learning; red dots: target spike train $S_d$; green dots: actual output spike train $S_o$; (b) correlated-based metric $C$ of target and output spike trains.

Figure 3.13 Synaptic weights during CCDS supervised learning with noise $I_{ns}=0.2\text{nA}$

The comparison of average learning performance ($C$) of CCDS and ReSuMe in the presence of different noise levels over 100 runs is given in Table 3.1. When the noise level is low, i.e. $I_{ns}=0.1\text{nA}$, $C$ of both methods were not influenced by the noise. Though CCDS
performs slightly better than ReSuMe in the presence of noise, the correlation $C$ of both methods drops almost linearly with incremental noise. Resilience to noise can be improved through training [27].

Table 3.1 Comparison of average learning performance ($C$) of CCDS and ReSuMe with different noise levels over 100 runs

<table>
<thead>
<tr>
<th>$I_{ns}$ (nA)</th>
<th>100th epoch</th>
<th>125th epoch</th>
<th>150th epoch</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CCDS</td>
<td>ReSuMe</td>
<td>CCDS</td>
</tr>
<tr>
<td>0.1</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>0.5</td>
<td>0.97</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td>1.0</td>
<td>0.96</td>
<td>0.95</td>
<td>0.93</td>
</tr>
<tr>
<td>1.5</td>
<td>0.91</td>
<td>0.90</td>
<td>0.86</td>
</tr>
<tr>
<td>2.0</td>
<td>0.87</td>
<td>0.83</td>
<td>0.80</td>
</tr>
</tbody>
</table>

3.3.5 Classification of Spatiotemporal Patterns

In this experiment, the ability of the CCDS rule for spatio-temporal classification is investigated. The objective is to learn to classify three classes of input spike patterns. The pattern for each class is given as a random input spike pattern with $F_{in} = 10Hz$ homogeneous Poisson spike train, and these are fixed as templates. A Gaussian jitter with a standard deviation of 3ms is used to generate jittered patterns. Thirty copies for each of the three patterns are produced as data set, constituting $30 \times 3 = 90$ samples. Figure 3.14 illustrates some examples of spike patterns used in this experiment. The top row shows the fixed templates of three different classes. The bottom row shows one of the patterns generated for training and testing. They are generated by adding a Gaussian time jitter of 3ms standard deviation to the templates. Each dot in the figure stands for a spike. The output neuron is trained to emit a single spike at a specific time for each class. Time instances of 50, 100 and 150 ms are selected as the desired output spike time for each class,
respectively, defining the three classes shown in Table 2. We allow 100 epochs for the learning method.

![Figure 3.14 Spike pattern examples generated for training/testing](image)

![Figure 3.15 Average accuracies for the classification of spatiotemporal patterns using CCDS](image)
Table 3.2 Comparison of classification performance.

<table>
<thead>
<tr>
<th>Classification Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
</tr>
<tr>
<td>Rules</td>
</tr>
<tr>
<td>CCDS</td>
</tr>
<tr>
<td>SPAN</td>
</tr>
<tr>
<td>Tempotron</td>
</tr>
<tr>
<td>ReSuMe</td>
</tr>
</tbody>
</table>

In order to calculate the classification accuracy of the trained neuron, error metric [86] is used. If the neuron fires a single spike within \([t_d - 3\text{ms}, t_d + 3\text{ms}]\) at the desired spike time \(t_d\), it is assumed as correctly classified. Otherwise it is considered misclassified. To avoid over fitting in the training phase and be able to estimate accurately the performance of the neural network in classifying new (unseen) data, the ten-fold cross validation process is used to measure classification accuracy. Fig. 3.15 shows the average accuracy and the standard deviation (S.D) of the 10 repetition runs for the classification of spatiotemporal patterns using the CCDS rule. Results show a mean for the classification accuracy greater or equal to 94.5%.

For comparative purposes, we include the SPAN rule [86], the Tempotron rule [84] and the ReSuMe rule to perform the same classification task. SPAN is a supervised learning method which transforms spike trains during the learning phase into analog signals so that common mathematical operations can be performed on them. These arithmetic calculations can easily reveal how networks with spiking neurons can be trained, but SPAN is not a good choice for designing networks with biological plausibility. The Tempotron rule is known as an efficient rule for spatiotemporal classification tasks. In Tempotron, neurons
are trained to discriminate between two classes of spatiotemporal patterns. It is based on a gradient descent approach. The neurons could be trained to successfully distinguish two classes by firing a spike or by remaining quiescent. Since Tempotron mainly aims at decision-making tasks, it cannot memorize and generate multiple desired output spikes. In addition, the Tempotron rule is limited to a specific neuron model. Table 3.2 shows a comparative classification performance of these three different learning rules in contrast to the proposed CCDS rule. From these results, the proposed new CCDS rule is not only more biologically plausible than SPAN and Tempotron, but it also has higher classification accuracy than SPAN and ReSuMe, and is comparable with Tempotron on spatiotemporal patterns.

Another important property of the neuron’s capacity is the maximum load ($L$) it can learn, which is defined as the ratio of the number of random patterns ($p$) that a neuron can correctly classify over the number of its synapses ($N$) [22]. Hence, a similar experiment as that in Ref. [22] was conducted. A number of $p$ patterns are randomly generated as the previous experiment, where each pattern contains $N$ spike trains. A single LIF neuron is trained to memorize all patterns using a maximum number of 200 training epochs. The learning process is considered a failure if the number of training epochs reaches 200. We run the simulation for 400, 600, 800 afferent neurons, respectively. All the data are averaged over 100 runs with different initial weights. The maximum load factors using CCDS for 400, 600, 800 synapses are 0.167, 0.151, and 0.121, respectively. The maximum load factors using ReSuMe have been examined in the similar way, and the reported $L$
values are 0.162, 0.141 and 0.109 for 400, 600, 800 synapses, respectively, which are a little lower than the $L$ values obtained through CCDS.

### 3.3.6 Effects of Learning Parameters

Two important parameters of the CCDS rule are investigated here for their effect on the learning process: the whole simulation time $T$ and the frequency of the input spike train $F_{in}$. The effect of different values for the simulation times $T$ (0.25s-2.5s) on the performance of CCDS and ReSuMe is compared in Fig. 3.16 when $F_{in} = 10$Hz. For each $T$, the learning is averaged over 100 runs. The mean of the correlated-based metric $C$ is shown in Fig. 3.16(a). One can observe that the performance of ReSuMe drops faster when the simulation becomes longer, while CCDS performs better than ReSuMe for higher value of the simulation time. When $T > 2.0$s, correlated-based metric $C$ of both ReSuMe and CCDS are lower than 0.9. The comparison of CCDS and ReSuMe with different input frequency is shown in Fig. 3.16(b). In this simulation, the total time duration of the spike train is set to 400ms and the output spike train is kept at 40Hz. It is observed that when the input frequency changes from 10Hz to 20Hz, the maximum value of $C$ of ReSuMe decreases. It is also observed that the CCDS performance is increased when the input frequency is decreased. Meanwhile, CCDS gets a higher value of $C$ faster than would ReSuMe when input spike frequencies are the same.

When the simulation time $T > 12$s, neither ReSuMe nor CCDS do converge. This is caused by the increased number of input spikes and desired output spikes.
Figure 3.16 Comparison between CCDS and ReSuMe for (a) different simulation times between 0.25s and 2.5s when \( F_{in} = 10 \) Hz, averaged over 100 runs; (b) different input frequencies: \( F_{in} = 10 \) Hz and \( F_{in} = 20 \) Hz with \( F_{out} = 40 \) Hz and simulation time \( T = 400 \) ms.
This creates inconsistencies when determining the delay learning expressed in (3.22). This results in \( d_i + dt \), measurement that is not consistent across the desired spikes. Furthermore, when the frequency of the input spike train is larger than 80 Hz, the same situation happens. Thus, it is important to split the real-world stimuli (spikes trains) into appropriate time series segments to get the best learning performance of CCDS, since the performance drops for longer simulation times \( T \) and higher frequencies of the input spike train.

### 3.4 Discussion and Summary

In this chapter, the spatio-temporal associations of key events or patterns were investigated using the proposed CCDS training algorithm. By making use of the biological concepts of spike-timing dependent plasticity (STDP), axonal delays, and synapse delays, CCDS is able to learn the association between precise test patterns. Like ReSuMe, CCDS uses STDP to increase the PSP of the neuron at the desired spike time by increasing the weights of excitatory/inhibitory synapses that spike shortly before the desired time; CCDS also uses anti-STDP to reduce the weights of input synapses at the undesired spike time. The CCDS rule is also suitable for learning rate coded patterns. Other spatiotemporal learning algorithms, such as ReSuMe, SPAN, PSD and Chronotron cannot guarantee successful learning of arbitrary spatiotemporal spike patterns. The temporal range of desired spikes are required to be covered by the input spikes. CCDS overcomes this silent window problem: it uses delay adjustment to shift nearby input spikes to the proper time in the silent window even when no spikes exist in the input spatiotemporal pattern around the desired spike. The CCDS rule is not only suitable for a single spike code, but is amenable to multi-
spike trains. The appropriate number of afferent input neurons makes the output neuron produce the desired spike train only in several epochs. When the number of spikes increases, the learning process becomes slower and is unable to converge. The results obtained confirm that the proposed method improves both the accuracy and the speed of convergence as compared to the well-known ReSuMe algorithm.

The successful learning process achieved under different spiking neuron models shows the potential for generalizations of the proposed algorithm. Its reliability is verified by reproducing the target spike trains under stochastic noisy environments. After successful training, weights and delays are kept fixed and the spiking neuron is able to reproduce the learned spatiotemporal spike pattern even in the absence of the external input, because spikes of the presynaptic neuron will stimulate the postsynaptic neuron and hence help to ‘recall’ the sequence of firing. Though CCDS outperform the ReSuMe, its performance also drops fast when the simulation time is longer. Attention in this case should be given to the selected time window to make the learning convergence more efficient. The CCDS rules has only one layer of neurons. Extension of the structure to multiple layers could improve the performance and lead to a more biologically plausible method.
4. TEMPORAL LEARNING IN MULTILAYER SPIKING NEURAL NETWORKS

This chapter introduces a novel supervised temporal learning method for multilayer spiking neural networks. Synaptic efficacies, axonal delays and synapse delays are finely tuned for generating a desired post-synaptic firing status. The CCDS rule is extended to multiple layers, leading to a new rule termed multilayer CCDS (MutCCDS). The algorithm is benchmarked by the Iris problem, Wisconsin Breast Cancer (WBC) problem with multilayer Tempotron (MutTmptr) and multilayer ReSuMe (MutReSuMe).

4.1 Introduction

In many sensory pathways, information about the external stimuli is encoded in precise patterns of spikes. The importance of precise spike timing in neural system and cognitive information processing has been addressed in a variety of studies [102], [115]–[117]. Due to the temporal features, the spiking neural networks are more biologically plausible and computationally powerful than sigmoidal multilayer perceptron networks. Meanwhile, SNNs are widely used for the applicability for VLSI implementation with significant speed advantages [118].

Learning is the central to the exploration of intelligence to emerge, empowering living entities to perform their natural daily activities. The learning in a network of spiking neurons has attracted lots of attention from several researchers since it is considered as a realistic model in the biological neural networks. Supervised learning, contributed to the
development and maintenance of a variety of brain functions, especially in sensorimotor networks and sensory systems [28], have been successfully studied for nonlinear benchmark problems. One of the most famous supervised learning rules of SNNs termed Tempotron [84], a gradient descent based approach which is efficient for binary temporal classification task, encounters two problems: (1) it does not allow multiple spikes in the output spike train, and (2) it sensitive to spike loss, in that no error gradient is defined when the neuron does not fire for any pattern, and hence will never recover. Other temporal learning rules, such as SPAN [86], PSD [22], Chronotron [87], have been developed to train neurons to generate multiple output spikes in response to a spatiotemporal stimulus. In Chronotron, both analytically-derived (E-learning) and heuristically-defined (I-learning) rules are introduced. Both the E-learning rule and the SPAN rule are based on error function that takes into account the difference between the actual output spike train and the desired spike train. Their application is therefore limited to tractable error evaluations, which are unavailable in biological neural networks and are computationally inefficient as well. The I-learning rule of Chronotron is based on a particular case of the Spike Response Model, which might have limitations for other spiking neuron models. In addition, it depends on weight initialization. Those synapses with zero initial value will not be updated according to the I-learning rule, which will lead to information loss from afferent neurons. PBSNLR [89] transforms the supervised learning into a classification problem, then solves the problem by using the perception learning rule. However, it needs lots of learning epochs to achieve good learning performance when time step is small.
Spike-Timing Dependent Plasticity (STDP) is a well-known biologically inspired plasticity process that adjusts the weights between neurons based on the relative time difference. STDP is widely used in unsupervised processes and pattern recognition [103]. However, simply implementing this form of learning will not always guarantee convergence for the network of neurons during learning as the rule does not formulate the competition between neurons. ReSuMe [27] is one of the few supervised learning algorithms that is based on a learning window concept derived from STDP. Similar to SPAN and PSD, ReSuMe is derived from the Widrow-Hoff rule [90]. It combines STDP and anti-STDP learning window under remote supervision of instruction neuron to produce a desired output spike train in response to a spatiotemporal input spike pattern. With this method, it also can reconstruct the target input-output transformations. However, the postsynaptic response to a presynaptic spike is not instantaneous. Instead, both axonal and synaptic delays contribute to the onset latency of the synaptic current with respect to the time of the presynaptic spike. Inspired by ReSuMe, the CCDS learning rule [11] is recently proposed by integrating the axonal delays and synaptic delays. Different from delay selection learning rules, the delays in CCDS are modulated together with weights instead of keeping invariant. By introducing the cross correlated term, CCDS achieves learning accuracy and learning speed improvements comparable to ReSuMe.

However, the majority of existing learning rules for the spatiotemporal spike patterns focus on training single spiking neurons or single-layer SNNs rather than multilayer networks [22], [57], [84], [86]. These learning rules are biologically plausible to some extent. Since the connections of neurons in real nervous system are extremely complex, the learning
rules based on single neuron or single-layer networks are insufficient for understanding the cognitive functions of the brain. Learning rules for multilayer spiking networks are proved to be a challenge to formulate due to the discontinuous nature of spike timing of neurons. As the first supervised learning algorithm for feed-forward spiking neural networks, SpikeProp [81] only considered the first spike of each neuron. Its extension introduced in [13], [119] allows multiple spikes in the input and hidden layer, however, not in the output layer. Although single spike learning has good application capability, networks of neurons with only single spike output will have limitations in the capacity and diversity of information transmitted [120]. Multi-Spiking Neural Network (MuSpiNN) model [13] trained by Multi-SpikeProp improved the efficiency of the original single-spike SNN model by two orders of magnitude. Its applications on classification of complicated problems such as the epilepsy and seizure detection, a significantly higher classification accuracy was achieved using Multi-SpikeProp than the classification accuracy obtained using the single spiking SNN with SpikeProp. These gradient descent learning rules are effective based on the assumption that the value of the internal state of the neuron increases linearly in the infinitesimal time range around the neuronal firing time. However, this assumption limits the learning rate to a small value [121]. Also these learning rules are based on the dynamics of SRM model, which limit their generality to other neuron models. Evolutionary Strategies [122] have also been used to adjust weights and delays of a three-layer feed-forward SNN. It outperformed the SpikeProp rule in the nonlinear tasks such as XOR and Iris benchmark problems. However, evolution method is very time consuming which is not suitable for complex tasks. Sporea and Gruning [28] extended ReSuMe to multilayer by the gradient decent of the error function, proposed the Multi-layer Remote
Supervised Learning method (MutReSuMe). It combines the quality of SpikeProp with the flexibility of ReSuMe, i.e., it can be used with multiple spikes and different neuron models in multiple layers. Simulation results show that networks with hidden layers can perform nonlinear logical operations, while networks without hidden layers cannot. In [115], how pattern encodings might take place in the nervous system is represented from a systematic view. The learning rule for spiking neural networks containing hidden layers is introduced by optimizing the likelihood of generating desired output spiking patterns. It has a capability of learning a large amount of input-output spike pattern mapping, which outperforms other learning rules for SNN in terms of the number of mapping and the complexity of spiking train encodings. All of these mentioned algorithms can achieve learning, though their efficiency is much lower than that of the biological system, and do not consider the effect of learning of delays.

Here, we derive a new supervised learning rule for multilayer spiking neural networks terms Multi-CCDS. Our rule extends the single-layer CCDS learning rule to multiple layers by combining the method of gradient descent, matrix mapping with error back-propagation. The efficacy of the proposed learning rule are tested on several spike pattern transformation and classification tasks.

### 4.2 Multilayer Learning Rules

In this section, learning schemes for multilayer spiking neural networks are described. The spiking neuron model used in the study is introduced first. Then, the multilayer Tempotron
and multilayer ReSuMe are presented sequentially. The description of multilayer CCDS is given afterwards.

4.2.1 Spiking Neuron Model

There are many spiking neuron models like Hodgkin-Huxley model, Leaky integrate-and-fire model, MAT[4] model and SRM which aim to explain the mechanism of a biological neuron. Simple phenomenon models with low computational cost are more popular for studying the learning and dynamics of spiking neural networks. The SRM treats the input spike train to produce a spike response using a simple threshold concept, i.e. when each spike arrives, a postsynaptic potential will be inducted in the neuron. After summing the effects of several incoming spikes, an output spike is triggered when the membrane potential reaches the threshold. The SRM is selected in this study as it regards as the generalization of the leaky integrate-and-fire model [32]. The membrane potential \( V_i \) of neuron \( N_i \) is a time integral over the past.

Let \( F_i = \{ t_i^f : 1 \leq f \leq n \} = \{ t | u_i(t) = \nu \wedge u_i(t) > 0 \} \) denote the set of all firing times of neuron \( N_i \), and \( \Gamma_i = \{ j | N_j \text{ is presynaptic to } N_i \} \) define its set of presynaptic neurons. The state \( V_i(t) \) of neuron \( N_i \) at time \( t \) is given by

\[
V_i(t) = \sum_{t_i^f \in F_i} \eta_i(t - t_i^f) + \sum_{j \in \Gamma_i} \sum_{t_j^f \in F_j} w_{ij} \xi_j(t - t_j^f),
\]  

(4.1)
where the kernel functions $\eta_i$, $\varepsilon_i$, and $\kappa_i$ respectively describe the potential reset and the response to a presynaptic spike. $\varepsilon_i(t - t_j^{(f)})$ is the spike response function with $\varepsilon_i(t - t_j^{(f)}) = 0$ for $t \leq t_j^{(f)}$. The times $t_j^{(f)}$ represent the firing times of neuron $j$. In our case, the spike response function $\varepsilon(t)$ describes a standard post-synaptic potential:

$$\varepsilon(t) = \frac{t}{\tau} \exp \left(1 - \frac{t}{\tau}\right), \quad (4.2)$$

where $\tau > 0$ models the membrane potential time constant and determines rise and decay of the function.

### 4.2.2 Multilayer Tempotron

The Tempotron [84] is an efficient supervised learning rule allows a spiking neuron to discriminate between different categories of spike trains. The neurons could be trained to successfully distinguish two classes by firing a spike or by remaining quiescent. The Tempotron learning rule is obtained through applying the gradient descent in the space of synaptic efficacies for minimizing the following cost function:

$$C = \begin{cases} 
V_{thr} - V(t_{\text{max}}), & \text{if } V(t_{\text{max}}) < V_{thr}, \text{ the neuron should fire for this pattern} \\
V(t_{\text{max}}) - V_{thr}, & \text{if } V(t_{\text{max}}) \geq V_{thr}, \text{ the neuron fired when it should be silent} \\
0, & \text{otherwise}
\end{cases} \quad (4.3)$$
where \( t_{\text{max}} \) is the time at which the postsynaptic potential \( V(t) \) reaches its maximum value.

\( v_{\text{th}} \) denotes the firing threshold.

After minimizing the above cost function, synaptic weights modified in Tempotron according to the following relation:

\[
\Delta w_i = \begin{cases} 
\lambda \sum_{t_i < t_{\text{max}}} e(t_{\text{max}} - t_i^f), & \text{if } P^+ \text{ error} \\
-\lambda \sum_{t_i' < t_{\text{max}}} e(t_{\text{max}} - t_i^f), & \text{if } P^- \text{ error} \\
0, & \text{otherwise}
\end{cases}
\]  

(4.4)

where \( \lambda > 0 \) is the learning rate which specifies the maximum size of the synaptic update per input spike, \( P^+ \) error stands for the neuron should fire but it did not while \( P^- \) error is that the neuron should not fire but it did, respectively.

Only the direction of synaptic modification is used in the single-layer Tempotron rule while the amount of modification depends on the current Post-Synaptic Current (PSC). The multilayer Tempotron (MutTmptr) [29] is developed in the similar way as (4.5).

\[
\Delta w_i = \begin{cases} 
\lambda I_{\text{psc}}^i (t_{\text{max}} - t_i^f), & \text{if } P^+ \text{ error} \\
-\lambda I_{\text{psc}}^i (t_{\text{max}} - t_i^f), & \text{if } P^- \text{ error} \\
0, & \text{otherwise}
\end{cases}
\]  

(4.5)

where \( I_{\text{psc}}^i \) is the PSC of the corresponding synapse.
The instructor signal, only contains information of modification directions, is backpropagated to the prior layer in the multilayer network. The amount of weight change depends on the corresponding PSC received by each synapse. When the output neuron fires negative patterns in MutTmptr, the LTD process will occur; when the output neuron keeps silent to a positive pattern, the LTP process will occur; no synaptic modification occurs when the output neuron fires correctly as desired.

4.2.3 Multilayer ReSuMe

The ReSuMe learning rule [57] was introduced to train a single neuron to associate input output spatiotemporal spike patterns. Although ReSuMe allows multiple spikes, it can only be applied to a single layer network or to train the readout layer of neurons in liquid state machines. Linear Poisson neuron model [28], [60] was used to analyze the relation between the input and output spike trains for the extension of ReSuMe in the multilayer SNN. The smooth firing rate \( R(t) \) was used for the derivation of the learning rule, then it was replaced by the corresponding discontinuous spike train \( S(t) \). The instantaneous rate function is defined as:

\[
R(t) = \langle S(t) \rangle = \frac{1}{M} \sum_{j=1}^{M} S_j(t)
\]  

(4.6)

where \( M \) is the number of trails and \( S_j(t) \) is the spike train for each trial.
The network error is defined as the difference between the actual firing rate $R^o_a(t)$ and the desired firing rate $R^o_d(t)$ for output neurons:

$$E(t) = \frac{1}{2} \sum_{o \in O} (R^o_a(t) - R^o_d(t))^2 $$ (4.7)

To minimize the network error, weight modification for the output neurons can be obtained using the gradient descent and the chain rule as follows:

$$\Delta w_{oh}(t) = \frac{1}{n_h} S_h(t) \left[ \int_0^\infty a^{pre}[S^d_o(t) - S^a_o(t)] ds \right]$$

$$+ \frac{1}{n_h} [S^d_o(t) - S^a_o(t)] \left[ a + \int_0^\infty a^{post}(s) S_h(t-s) ds \right]$$

(4.8)

where $n_h$ is the number of hidden neurons. The integration variable $s$ represents the time difference between the actual firing time of the output neuron and the firing time of the hidden neuron, and the desired firing time and the firing time of the hidden neuron, respectively. The kernel $a^{pre}$ and $a^{post}$ defined the learning window function $W(s)$ [28].

Weight modifications for the hidden neurons can be obtained in the similar way as follows:

$$\Delta w_{hi}(t) = \frac{1}{n_i n_h} S_i(t) \sum_{o \in O} \left[ \int_0^\infty a^{pre}[S^d_o(t) - S^a_o(t)] ds \right] w_{oh}$$

$$+ \frac{1}{n_i n_h} \sum_{o \in O} [S^d_o(t) - S^a_o(t)] \left[ a + \int_0^\infty a^{post}(s) S_i(t-s) ds \right] w_{oh}$$

(4.9)
where \( n_i \) is the number of input neurons.

(4.8) and (4.9) consist the multilayer ReSuMe (MutReSuMe). By adding the hidden layer, the network is able to learn nonlinear problems and complex classification tasks, the computational power increases as well [28]. In Multilayer ReSuMe, no delay was adjusted during learning.

### 4.2.4 Multilayer CCDS

Figure 4.1 Multilayer structure of feed-forward spiking neural networks with \( n \) delayed axonal and synaptic connections, \( I \) input layer neurons, \( H \) hidden layer neurons and \( O \) output layer neurons.

Figure 4.1 shows the multilayer structure of feed-forward spiking neural networks with axonal delay \( d_i, i = 1, \ldots, N \) and synapse delay \( dt_i, i = 1, \ldots, N \). It consists of a layer of encoding...
neurons, a layer of hidden neurons and a layer of output neurons. The neurons in the encoding layer convert the input feature into a set of spiking times using population encoding (Gaussian receptive field encoder/square cosine encoder). Different from traditional feed-forward ANNs where two neurons are connected by one synapse only, the connection between two neurons in SNN is modeled by multiple synapses with axonal delays and synapse delays. The network is assumed to be fully connected containing a single hidden layer for simplicity in this study. The obtained algorithm can be extended to networks with multiple hidden layers similarly.

The instantaneous error is defined as the difference between actual instantaneous firing rate \( R^a_o(t) \) and the desired instantaneous firing rate \( R^d_o(t) \) for output neurons:

\[
E(t) = E(R^a_o(t)) = \frac{1}{2} \sum_{o \in O} (R^a_o(t) - R^d_o(t))^2
\]  

(4.10)

According to the generalized delta learning rule, the weight adjustment is computed as

\[
\Delta w_{ij}(t) = -\eta \frac{\partial E(R^a_o(t))}{\partial w_{ij}}
\]  

(4.11)

where \( \eta \) is the learning rate and \( \Delta w_{ij}(t) \) is the weight between presynaptic neuron \( i \) and postsynaptic neuron \( j \).
Weights and delays can be presented as $\mathbf{w} = [w_1^1, \ldots, w_N^M]^T$ and $\mathbf{d} = [d_1 + dt_1, \ldots, d_N + dt_N]^T$, respectively. Both are the $N \times 1$ vectors. In order to minimize the error function considering the effect of delay adaptation, we map these two vectors into a higher dimension vector as:

$$
\mathbf{Z} = [z_1, \ldots, z_p, \ldots, z_{2N}]^T = [\mathbf{w}^T, \mathbf{d}^T]^T
$$

where $A$ and $B$ are mapping matrices.

$$
z_p = \begin{cases} 
w_p, & p \leq n \\
d_{p-n} + dt_{p-n}, & p > n 
\end{cases}
$$

(4.12)

The weights and delays modification for the output neurons can be obtained through the derivation of the error function using the chain rule as follows:
\[
\frac{\partial E(R_o^a(t))}{\partial \omega_{oh}} = \frac{\partial E(R_o^a(t))}{\partial R_o^a(t)} \cdot \frac{\partial R_o^a(t)}{\partial \omega_{oh}} \cdot \frac{\partial \omega_{oh}}{\partial t} \cdot \frac{1}{\partial \zeta_{oh} / \partial t} \\
= \frac{1}{n_h} \left[ S_d^a(t) - S_o^a(t) \right] S_h^a(t) \cdot \frac{\partial \omega_{oh}}{\partial t} \cdot \frac{1}{\partial \zeta_{oh} / \partial t} 
\] (4.14)

Based on (3.18), (3.20)-(3.22), the weight modification can be written as (4.15).

\[
\Delta \omega_{oh} = \frac{CC_h'}{n_h} \left\{ S_h^a(t) \left[ \int_0^\infty a^{pre}(s) [S_d^a(t) - S_o^a(t)] \, ds \right] \\
+ \left[S_d^a(t) - S_o^a(t) \right] \left[ a + \int_0^\infty a^{post}(s - d_h - dt_h) \cdot S_h^a(t - d_h - dt_h - s) \, ds \right] \right\} 
\] (4.15)

where \(n_h\) is the number of hidden neurons; \(S_d^a(t), S_o^a(t)\) and \(S_h^a(t)\) stand for desired spike train, actual spike train in the output layer of neurons, and spike train in the hidden layer of neurons, respectively. The weight change is based on the CCDS rule as state in [11].

The kernel \(a^{pre}(s)\) and \(a^{post}(s)\) define the learning window \(W(s)\) as in [28]:

\[
W(s) = \begin{cases} 
  a^{pre}(-s) = -A^- \exp(s/\tau^-), & \text{if } s \leq 0 \\
  a^{post}(s) = A^+ \exp(-s/\tau^+), & \text{if } s > 0 
\end{cases} 
\] (4.16)

where \(A^+, A^-\) are the amplitudes and \(\tau^+, \tau^-\) are the positive time constants of the learning window.

The axonal delay and synapse delay adaptation can be express as:
\[
\begin{align*}
    d_h + dt_h &= \begin{cases} 
    (1)\frac{[S_d(t) - S_o(t)](d_k + dt_k)x_h(t)}{n_h x_h(t)}, & t = t_{f_d} \\
    (1)^{t+1}\frac{[S_d(t) - S_o(t)](d_k + dt_k)x_h(t)}{n_h x_h(t)}, & t = t_{f_d} \\
    0, & \text{otherwise}
    \end{cases} 
    
    \tag{4.17}
\end{align*}
\]

where \( d_k + dt_k = t - t_{o} = -\tau \ln(x_o(t)/A_o) \).

The weight modification for the hidden neurons can be derived as the similar way as:

\[
\Delta w_{hi} = \frac{CC_i}{n_in_h} \left\{ S_i(t) \sum_{o \in O} \left[ \int_0^s a_{pos}(s - d_i - dt_i) \cdot S_i(t - d_i - dt_i - s) ds \right] w_{oh} \right\} 
\]

\[
+ \sum_{o \in O} [S_d(t) - S_o(t)] \left[ a + \int_0^s a_{pos}(s - d_i - dt_i) \cdot S_i(t - d_i - dt_i - s) ds \right] w_{oh} \right\} 
\]

\[
\tag{4.18}
\]

The axonal delay and synapse delay adaptation for the connections between input and hidden neurons is:

\[
\begin{align*}
    d_i + dt_i &= \begin{cases} 
    (1)\frac{[S_d(t) - S_o(t)](d_h + dt_h)x_i(t)}{n_i n_h x_i(t)}, & t = t_{f_d} \\
    (1)^{t+1}\frac{[S_d(t) - S_o(t)](d_h + dt_h)x_i(t)}{n_i n_h x_i(t)}, & t = t_{f_d} \\
    0, & \text{otherwise}
    \end{cases} 
    
    \tag{4.19}
\end{align*}
\]

where \( n_i \) stands for the number of neurons in the input layer.
4.15)-(4.19) consist the multilayer CCDS (MutCCDS) rule. It can be applied to any neuron model in principle, as the weights and delays adaptation depend only on the input, desired and output spike trains instead of the specific dynamics of the neuron model.

4.3 Results and Discussion

In this section, we used a simple three layer feed forward network to analyze the learning process of MutTmptr, MutReSuMe and our MutCCDS rule on classifying patterns. Fisher’s Iris dataset and Wisconsin Breast Cancer (WBC) benchmark dataset from the UCI Machine Learning Repository [139] are selected. Our learning rule is benchmarked against several existing methods. Two measures of performance are investigated: number of convergence epochs and classification accuracy.

4.3.1 Fisher’s Iris Benchmark

As one of the best know multivariate pattern recognition databases, the Fisher Iris species classification problem consists of four flower features (petal width, petal length, sepal width and sepal length) and three classes, including Iris Versicolor (class 1), Iris Virginica (class 2) and Iris Setosa (class 3) [37]. The first two classes are not linearly separable. The full dataset contains a total of 150 data samples, 50 for each species. The range for attribute 1 is [4.3, 7.9], attribute 2 is [2.0, 4.4], attribute 3 is [1.0, 7.0] and attribute 4 is [0.1, 2.5]. The features of Fisher’s Iris data are real values.
Temporal receptive fields is one of the most famous population encoding schemes could also be utilized for phase encoding to improve the encoding resolution [72], [73]. As shown in Fig. 4.2, input data \( a \) is encoded into temporal spike-time patterns for the input-neurons encoding this input-variable, using multiple local Gaussian Receptive Fields (GRF). For a data range \( [I_{\text{min}}^n, \ldots, I_{\text{max}}^n] \) of a variable \( n \), \( m \) neurons were used with Gaussian receptive files. For a neuron \( i \) its center was set to \( I_{\text{min}}^n + (2i - 3)/2 \cdot (I_{\text{max}}^n - I_{\text{min}}^n)/(m - 2) \) and width \( \sigma = 1/ \beta (I_{\text{max}}^n - I_{\text{min}}^n)/(m - 2) \). Each feature is encoded as \( m \) spike times between 0 and 9 ms. The learning parameter \( \beta \) is chosen by trial and error. Here \( \beta \) takes value 2.

Each encoding neuron fires only once during the time encoding interval. As an example in Fig. 4.2, a real-valued feature of 5.4 is converted into spiking times through eight Gaussian Receptive Fields neurons. The encoded spiking time can be obtained from intersects points between real-valued 5.4 and eight GRFs where marked dash lines, the resulting values are 0, 0.0263, 0.8012, 0.4276, 0, 0, 0 and 0, respectively. These valued will be linearly mapped to the nearest integer in the range of [0, 9] through the following equation as [123] does:

\[
t = -9 \ast y + 9
\]

(4.10)

where \( y \) represents the encoded value. Thus, the highest encoded value 1 response to early firing spiking time \( t = 0 \) ms while the lowest encoded value 0 associated with late firing time \( t = 9 \) ms.
As a result of population encoding, \( M \) input neurons are required per input attribute plus a bias neuron, resulting total \( qM + 1 \) input neurons, here \( q = 8 \). The number of hidden neurons are obtained through trail and test, 8 can get the best learning performance in the MutCCDS rule.

Table 4.1 shows the comparison results of the classification performance of different training algorithm for Iris dataset, in which I, H, O stands for number of input neurons, number of hidden neurons, and number of output neurons, receptively. It indicates MutTemptr, MutReSuMe and MutCCDS need less number of neurons for learning than BP, SpikeProp and SWAT. Especially the training methods for spiking neural networks
(SpikeProp, SWAT, MutTemptr, MutReSuMe, MutCCDS) require much less iterations to converge than the traditional BP. The learning accuracies for these methods are all acceptable, in which the learning accuracies of SpikeProp get the highest value in the testing set. As an extension of the CCDS rule, MutCCDS is not only biologically plausible, but also achieve high classification performance in terms of few number of neurons and fast convergence. Meanwhile, the MutCCDS rule and the MutReSuMe can memory and generate multiple desired output spikes while other learning rules cannot.

**Table 4.1** Comparison of the classification performance of different training algorithm: result for Iris dataset

<table>
<thead>
<tr>
<th>Rules</th>
<th>I</th>
<th>H</th>
<th>O</th>
<th>Iterations</th>
<th>Training (%)</th>
<th>Testing (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>50</td>
<td>10</td>
<td>3</td>
<td>2.6E+6</td>
<td>98.2±0.9</td>
<td>95.5±2.0</td>
</tr>
<tr>
<td>SpikeProp</td>
<td>50</td>
<td>10</td>
<td>3</td>
<td>1000</td>
<td>97.4±0.1</td>
<td>96.1±0.1</td>
</tr>
<tr>
<td>SWAT</td>
<td>16</td>
<td>208</td>
<td>3</td>
<td>500</td>
<td>95.5±0.6</td>
<td>95.3±3.6</td>
</tr>
<tr>
<td>MutTemptr</td>
<td>33</td>
<td>8</td>
<td>3</td>
<td>100</td>
<td>97.6±0.3</td>
<td>95.8±2.1</td>
</tr>
<tr>
<td>MutReSuMe</td>
<td>33</td>
<td>8</td>
<td>3</td>
<td>200</td>
<td>96.2±0.7</td>
<td>94.9±0.1</td>
</tr>
<tr>
<td>MutCCDS</td>
<td>33</td>
<td>8</td>
<td>3</td>
<td>120</td>
<td>97.1±0.6</td>
<td>95.6±0.3</td>
</tr>
</tbody>
</table>

### 4.3.2 Wisconsin Breast Cancer Benchmark

The Wisconsin breast cancer dataset are from the University of Wisconsin hospitals and consists of 699 instances divided into benign and malignant cases. Each case has 9 attributes, and each attributes is assigned an integer between 1 and 10. 16 samples out of 699 instances that have missing data have been removed in this experiment for simplicity.
Thus, the remaining 683 samples are divided into two sets, i.e., the first 455 samples as the training set while the rest 228 samples as the testing set. The same network topology and training process as in the last experiment are used. Each attribute value is encoded using spike times as the SNN inputs using 10 Gaussian receptive fields, which results 90+1=91 neurons in the encoding layer. Results gained from this experiment as in Table 4.2 shows that MutTempr, MutReSuMe and MutCCDS achieve higher than 95% classification accuracy at 100 epochs, 200 epochs and 120 epochs, respectively. They are much faster than using SWAT, SpikeProp and BP to do the same task. For this dataset, the test data accuracy is comparable to that of the other approaches.

<table>
<thead>
<tr>
<th>Rules</th>
<th>I</th>
<th>H</th>
<th>O</th>
<th>Iterations</th>
<th>Training (%)</th>
<th>Testing (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>64</td>
<td>15</td>
<td>2</td>
<td>9.2E+6</td>
<td>98.1±0.4</td>
<td>96.3±0.6</td>
</tr>
<tr>
<td>SpikeProp</td>
<td>64</td>
<td>15</td>
<td>2</td>
<td>1500</td>
<td>97.6±0.2</td>
<td>97.0±0.6</td>
</tr>
<tr>
<td>SWAT</td>
<td>9</td>
<td>117</td>
<td>2</td>
<td>500</td>
<td>96.2±0.4</td>
<td>96.7±2.3</td>
</tr>
<tr>
<td>MutTempr</td>
<td>91</td>
<td>15</td>
<td>2</td>
<td>100</td>
<td>97.7±0.2</td>
<td>96.8±0.3</td>
</tr>
<tr>
<td>MutReSuMe</td>
<td>91</td>
<td>15</td>
<td>2</td>
<td>200</td>
<td>96.8±0.4</td>
<td>95.7±0.3</td>
</tr>
<tr>
<td>MutCCDS</td>
<td>91</td>
<td>15</td>
<td>2</td>
<td>120</td>
<td>97.2±0.3</td>
<td>96.5±0.4</td>
</tr>
</tbody>
</table>

4.4 Discussion and Summary

In this chapter, the performance of the network and training algorithms were investigated using two different classification problems. As the extension of Tempotron, MutTmptr
mainly aims at decision-making tasks, it is not capable of carrying out specific tasks that contains additional temporal data information. In addition, the MutTmptr rule is limited to a specific neuron model. MutReSuMe derived from biological plausible remote supervised learning rule, however, it only tunes one parameter – synaptic weight. MutCCDS is similar to standard discrete-time back-propagation, but it is derived as a functional derivative in continuous time. By considering effect of delay adaptation in learning, MutCCDS shows a little higher classification accuracy compared to MutReSuMe and achieve compatible learning performance with MutTmptr. It is also found that MutCCDS learns the Fisher Iris problem and Wisconsin Breast Cancer benchmark in one-tenth of epochs compared with SpikeProp and requires only three-fifth the number of neurons. The MutTmptr rule converges faster, while the MutCCDS rule and MutReSuMe rule give better generalization ability. The proposed multilayer learning rule shows an efficient and biologically plausible scheme, representing how synapses, axonal delays and synapse delays in the multilayer networks are adjusted to facilitate learning. Simulations in this study were conducted using Matlab and Neural Simulation Tool [124] (NEST) with custom made neuron models.
5. APPLICATION TO INTERICTAL SPIKE DETECTION

The stimuli from the real world typically have a complex statistical structure. It is quite different from the ideal case of random generated patterns. This chapter presents the application of the CCDS rule on interictal spike detection of electroencephalogram signals from epilepsy patients.

5.1 Introduction

Motivated by recent findings in biological systems, a more complex system is constructed to process real-world stimuli from a viewpoint of temporal signal processing. This experiment evaluates the ability of CCDS to detect Interictal Spikes (IS) in scalp recorded electroencephalogram (EEG) data. EEG signals are measurements of brain neurophysiology activities, and thus serve as a fundamental way to diagnose many neurological disorders [125], among which diagnosis and prediction of seizures for patients with epilepsy is one important application of EEG signal analysis [126]. After analyzing EEG signals from epilepsy patients, researchers found that there is a special kind of transient EEG discharges, dubbed as interictal spikes, which are spikes that occur in between ictal events in patients with epilepsy. These are brief, morphologically defined events observed in the EEG of patients predisposed to seizures with focal onsets. Although the relationship between IS and epileptic seizures are not fully understood so far, neurologists believe that IS could be initiation precursor to seizures [127], or the causation of seizures in the way that they could be sufficient to induce long-term potentiation of
synapse between neurons and cause excessive network synchronization [128]. The detection of interictal spikes is an essential task for 3D source localization as well as in developing algorithms for essential in seizure prediction and guided therapy. Generally, the detection of epilepsy can be achieved by visual scanning of EEG recordings for interictal and ictal activities by an expert neurophysiologist. However, visual review of vast amount of EEG data is tedious, time consuming and inefficient. In addition, disagreement among experts on a same recording are due to the subjective nature of the analysis and to the variety of interictal spikes morphology, leading to confusion in ascertaining the 3D source of seizures. Therefore, methods for effectively detecting these neural transients are desirable.

The recognition of IS from EEG recordings depends on the characters of IS, including the temporal shape, frequency features, and the synchronization and causation among multiple recording channels. Early attempts for automatic detection of IS were based on extracting peaks with certain amplitude, duration, and sharpness [129], yet such methods are not robust to learn the difference of IS shapes among different patients, nor able to suppress variance introduced by different measurement devices or environment noise. Adjouadi et al. [26] applied the discrete Walsh transform instead of commonly used continuous wavelet in the EEG signal decomposition, and designed spike duration filter mechanism together with an adaptive threshold to further increase the detection accuracy. ANN is another promising tool to detect IS. Since the neural network evolved to the third generation, the processing power of ASNN in manipulating temporal signals inspired many experiments which used ASNN to analysis raw EEG data [37], [63], [130]. Two multivariate techniques
based on simulated leaky integrate-and-fire neurons were investigated for detecting and predicting seizures in non-invasive and intracranial long-term EEG recordings [131]. However, algorithms using SNN to detect special transients, such as IS, from EEG records are still rare.

5.2 Wavelet Encoding Device

One of the major challenges of applying spiking neurons/ networks to practical problems is that the proper encoding method is required for representing the external stimuli into spike trains [132], [133]. The EEG data obtained is a sequence of real-valued temporal vectors. In seeking compatibility with the spiking neurons, each real-valued input time series from one electrode is transformed into a spike train using a spike encoding method. However, how the brain encodes the information is still unclear. Many encoding mechanisms have been proposed for converting an EEG signal into spikes, such as the Bens Spiker Algorithm (BSA) [6], Hough Spiker Algorithm (HSA) [6], Threshold-Based Representation method (TBR) [134], and Wavelet Encoding Device (WED) [7]. BSA and HSA are widely used as a rate encoding method for artificial spiking neural network applications. The major problem for this type of rate encodings is that an averaging time window is required for each sampling of the input signal, which as a consequence limits the temporal resolution of the encoded signal. WED is selected due to the following advantages: (1) it is compatible with the artificial spiking neural network platform; (2) it could encode input signals online, while previous wavelet decomposition preprocessing methods are mostly off-line; and (3) it is more efficient in parallel computing implementations. As can be viewed as a subset of phase encoding scheme, WED in this
study mapping the receptive field to the amplitude dimension instead of the temporal dimension, which yielded good performance for static input data.

A two-stage spike triggered modulate-and-integrate module is designed for processing the input signal, as shown in Fig. 6.1. The processing unit could decompose the input signal into a wavelet spectrum, and further encode the spectrum amplitude into the delay amounts between output spikes and the clock signals. By using the preprocessing module together with a Leaky Integrate-and-Fire (LIF) neuron, the input EEG signal could be decomposed into wavelet spectrum.

The WED model introduced in [135] was adopted here as the encoding neuron, with Mexican-hat wavelet been chosen as the encoding kernel function. As shown in [7], a single regular spike LIF neuron $N_{clk}$ is implemented as the clock neuron, which is recursively stimulated by its own output. An initializing stimulation $I_{init}$ is designed as a short pulse sufficient to initial the first output spike in $N_{clk}$, the output spikes from $N_{clk}$ feed back to the clock neuron itself with a time delay $T_{clk}$, and a synapse weight sufficient to induce another output spike from $N_{clk}$.

This configuration ensures that the clock neuron could generate series of output spikes with intervals approximate to $T_{clk}$. These output clock spikes are sent to the two synaptic channels of all WEDs, with two different delays indicated by the green color and blue color in Fig. 5.1.
In reference to Figure 5.1 [7], \( C_{\text{int}} \) and \( C_{\text{enc}} \) are delay synchronized clock spikes satisfying:

\[
t_{l}^{\text{enc}} - t_{l}^{\text{int}} = T_{e},
\]

where \( T_{e} \) is the delay phase, \( t_{l}^{\text{int}} \) and \( t_{l}^{\text{enc}} \) are time of spikes in \( C_{\text{int}} \) and \( C_{\text{enc}} \), respectively, with \( l = 1, 2, \ldots, n \) being the index of each spike. The interval of spikes is \( T_{\text{int}} \). Terms \( C_{\text{int}} \) and \( C_{\text{enc}} \) are converted into post-synaptic current \( I_{\text{enc}} \) and \( I_{\text{int}} \), respectively. Input signal \( I_{e} \) is multiplied by \( I_{\text{int}} \), and integrated by neuron \( N_{\text{int}} \) into its state variable \( v \). \( N_{\text{enc}} \) is a normal LIF neuron, stimulated by the absolute amplitude modulated with \( I_{\text{enc}} \).

The overall dynamics of this encoding unit could be expressed as:

\[
\tau \frac{du(t)}{dt} = -u(t) + \frac{\tau}{C_{m}} |v(t)| I_{\text{enc}}(t),
\]

Figure 5.1 Wavelet Decomposition and Spike Phase Encoding with Two-Stage Modulate-and-Integrate Module
\[ a \frac{dv(t)}{dt} = I_c(t)I_{int}(t), \]  
\hspace{1cm} (5.3) \]

where \(a\) is the state variable of \(N_{enc}, I_{enc}\), and \(I_{int}\) are summations of the post-synaptic currents of spikes in \(C_{enc}\) and \(C_{int}\) respectively, and are defined as follows:

\[ I_{enc}(t) = \sum_i \exp \left( -\frac{t-t_{enc}^i}{\tau} \right) H(t-t_{enc}^i) \]  
\hspace{1cm} (5.4) \]

\[ I_{int}(t) = \sum_i \sqrt{a} \Psi(t-t_{int}^i-d, \sigma)H(t-t_{int}^i) \]  
\hspace{1cm} (5.5) \]

where \(\Psi\) is a mother wavelet used as the PSC for \(s_{int}\), \(a\) is the scale of the wavelet, \(\sigma\) represents the time scale of the wavelet related to the sampling frequency \(f_s\), \(d\) is an offset parameter, and \(H\) is a Heaviside step function.

A shifted Mexican-hat mother wavelet for \(\Psi\) is selected here. Assuming the length of integration period \(T_i < T_{clk}\), with \(d = T_i / 2\) being assumed to make the wavelet function centered within each integration window.

Assuming \(T_i < T_e < T_{clk}\), each spike in \(C_{enc}\) could reset the state variable from \(u\) to \(u_e\) for neuron \(N_{enc}\), and (5.2) could be solved for the defined range \(t_{enc}^i \leq t < t_{enc}^{i+1}\) as:

\[ u(\Delta t) = u_e \exp(-\Delta t / \tau) + V(\Delta t) \]  
\hspace{1cm} (5.6)
\[ V(\Delta t) = \frac{\tau \Delta t}{C_m} \exp(-\Delta t / \tau) \left| X_w(t^\text{int}_j + T_j / 2, \sigma) \right| \]  \hspace{1cm} (5.7)

where \( \Delta t \) is the elapsed time since the last input spike from \( c_{enc} \) arrived at the neuron.

Furthermore, when \( u_c < u_{th} < 0 \), as long as \( T_{th} - T_x > \tau \ln(u_{th} / u_c) \), the membrane potential will exceed the threshold and emits an output spike during \([t^\text{enc}_j, t^\text{enc}_{j+1}]\). The fire delay \( T \) could then be solved from:

\[ \left| X_w \right| = \frac{u_{th} C_m}{\tau T \exp(-T / \tau)} \]  \hspace{1cm} (5.8)

where, \( X_w \) is the wavelet transform of input \( I_x \) at translation \( t^\text{int}_j + T_j / 2 \) and time scale \( \sigma \).

Synapses and neurons are implemented in NEST with a single customized neuron model. In order to balance the accuracy and efficiency while solving ODEs, exponential integration method has been adopted to solve the state variable \( u \), and Simpson’s rule was applied to the integration for state variable \( v \).

The WED model incorporates two types of spike receptors to distinguish whether a spike is send to \( S_{\text{int}} \) or \( S_{\text{enc}} \), in the same manner as any other neuron model implemented in NEST which could receive spike input from more than one type of synapses. Input spikes with receptor type I are recognized as spikes sent to \( S_{\text{int}} \), which could reset \( v_n \) to zero and set \( t^\text{int} \)
to the current time; while input spikes with receptor type II are recognized as spikes sent to $S_{enc}$, which in turn could reset $u$ to $u_c$ and $s$ to zero.

A normal LIF neuron $N_{clk}$ with an exponential decay synapse is implemented in this network as the clock generator. This LIF neuron is connected to itself with axon delay $T_{clk}$ and synaptic efficacy large enough to generate a new output spike from itself. A short strong pulse injected to $N_{clk}$ could initialize the first firing of $N_{clk}$, and generate oscillatory clock spikes at constant interval approximate to $T_{clk}$. These clock spikes are sent to type I receptors of WED neurons with a short delay $D_0$, and type II receptors with a longer delay.

Then the wavelet spectrum of input signal $I_e$ is encoded into delay $\tilde{t}$ which is the time difference between each output fire and the most recent input spike in $C_{enc}$.

5.3 Interictal Spike Detection

The features of interests in the EEG recordings are the interictal spikes as described in [26], which in epilepsy are a key feature used for 3D source localization of seizure onsets. The detection of interictal spikes will also help delineate EEG records that could lead to seizures [136]. Interictal spikes could be found synchrony in multiple channels between ictal events, characterized as fast EEG transients (faster than 50 ms) with steep rising and falling slopes, and habitually followed by a slow potential. This experiment evaluates the ability of CCDS to detect IS in scalp recorded EEG data. These are spikes that occur in between ictal events.
in patients with epilepsy. These are brief, morphologically defined events observed in the EEG of patients predisposed to seizures with focal onsets.

The experimental work of this study was approved by the Office of Research Integrity, Florida International University, Miami and the Institutional Review Board (Protocol number: IRB-052708-03). The consent forms were provided to the patients or legal representatives. Recordings were performed at Miami Children’s Hospital, Miami, Florida, USA, using XLTEK Neuroworks Ver. 3.0.5 (equipment manufactured by Excel Tech Ltd. Ontario, Canada). Sampling rate of 512Hz with 0.1-70 Hz bandpass filter setting and 22 bits A/D conversion were used to obtain the digital EEG recordings. Multichannel scalp EEG signals from twenty patients with focal epilepsy were recorded using referential montage following the standard 10-20 electrode placement system. Nineteen electrodes of scalp EEG recordings were considered in this study. The raw digital EEG data used one reference electrode located in the midline of the scalp. The electrode recordings were then referenced to the average of all referential recordings. The lengths of independent sets of the EEG data recorded on the twenty pediatric patients varied from 20 min to 24h. The file segments from patients with epilepsy for training and testing were only interictal (i.e. without seizure activity), twenty minutes long, one to two hours ahead of the seizure. The number of interictal spikes in the file segments for each subject varied from 5 to 18 occurrences. EEG recordings from each patient were used as the input signal. In order to improve the signal to noise ratio (SNR), EEG data were preprocessed using standard steps before encoding.
Since the shape of interictal spike is similar to the Mexican-hat wavelet mother function, WED with time scale matched to the duration of these spikes will generate much faster output spikes. We implemented 19 groups of WED arrays, each connected to one individual channel of the EEG signal. Time constants $T_{\text{clk}} = 200$ ms, $D_0 = 1.0$ ms, $T_i = 85$ ms, $T_e = 100$ ms and $\tau = 100$ ms were used for all WEDs in this network, with $\sigma$ varies between 5 ms and 70 ms.

The interictal spike detection procedure is as shown in Fig. 5.2, and consists of the following steps:

**Step 1.** Preprocess scalp EEG recordings using a notch filter to eliminate power line noise (60Hz and its harmonic), and an 8th order Butterworth band-pass filter with a range of $[0.5, 70]$ Hz to avoid the influence of stochastic drifts. Baseline is also removed.

**Step 2.** Apply the FastICA algorithm\textsuperscript{35} to the filtered EEG to remove the physiological artifacts, such as eye movement and eye blinks. Data are visually inspected to remove channels and data segments heavily contaminated by non-physiological artifacts, such as momentary spikes in electrode impedance, or high amplitude voltage fluctuations across all channels.

**Step 3.** Divide the artifacts-free EEG recordings into several 10.1s windows, overlapping by 0.1 seconds to avoid to miss interictal spikes around the cutoff point. Put all segments of each patient in order.
Figure 5.2 A schematic representation of procedures for interictal spike detection problem
Step 4. In order to obtain an input compatible with the spiking neurons, each real-valued input time series, i.e. the preprocessed EEG segments in one electrode is transformed into a spike train by using the WED method.

Step 5. Put 8 patients’ segments and 12 patients’ segments as training set and testing set, respectively.

Step 6. Train the EEG data in the training set one by one using CCDS. The obtained weights, axonal delay and synaptic delay in the most recent training process are stored as initial values for the next training.
Figure 5.4 Interictal spike detection on patient 3 in the first 3 segments. (a): raster plot of processed EEG signal with spikes; and (b) detected spikes

Step 7. Stop training when correlated-based metric $C > 0.88$.

Step 8. Test EEG segments in the testing phase.
Step 9. Map the output spike train to actual spike times.

Step 10. Compare both training and testing readout results with interictal spikes marked by EEG experts according to 10 criteria characterizing interictal spikes[26] to assess the performance of the system.

The top of Fig. 5.3 is the spike representation of one channel (C3) EEG signal obtained using wavelet encoding for the duration of 10s. The bottom of Fig. 5.3 shows the actual channel of C3 of EEG signal has been superimposed with the reconstructed EEG signal from the wavelet encoded spikes. The similarity between these two signals illustrates the applicability of the wavelet encoding method.

To demonstrate the performance of CCDS on the interictal spike detection task, the first three segments of patient 3 are selected for illustrative purposes as shown in Fig. 5.4. The zoomed view of the IS at 100ms scale is illustrated on the right side of Fig. 5.4(a). Detected spikes are marked by red stars in Fig. 5.4(b). Our proposed system identified 69 spikes out of the 82 in the testing set of EEG recordings for an accuracy of 84%. It also identified 17 “spikes” that have not been annotated by expert clinicians. The Leave-One-Out-Cross-Validation (LOOCV) was performed across all subjects. The accuracy in this case improved significantly to 92.67%.

The most two common standard spike detection methods are: 1) template matching algorithm [25]; and 2) feature extraction detection algorithm [26]. For comparative
purposes, the template matching algorithm in study [25], the feature extraction detection rule using Walsh transform [26] and ReSuMe have been applied to the same IS detection task. After performing the LOOCV on these three IS detection methods, the learning performance on the same encoded EEG segments is shown in Table 5.1. Observe that CCDS outperforms ReSuMe and the feature extraction method using Walsh transform for the given spike detection task. Template matching resulted in higher averaged accuracy, but required more computational time due to the exhaustive template matching process.

<table>
<thead>
<tr>
<th>Rules</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCDS</td>
<td>92.67 ± 2.84</td>
<td>93.72 ± 2.88</td>
<td>92.38 ± 2.78</td>
</tr>
<tr>
<td>ReSuMe</td>
<td>88.42 ± 3.70</td>
<td>88.67 ± 3.67</td>
<td>86.79 ± 3.25</td>
</tr>
<tr>
<td>Template matching[25]</td>
<td>96.25 ± 3.24</td>
<td>96.70 ± 2.73</td>
<td>95.26 ± 2.80</td>
</tr>
<tr>
<td>Walsh transform[26]</td>
<td>87.62 ± 6.78</td>
<td>89.12 ± 6.80</td>
<td>86.16 ± 5.69</td>
</tr>
</tbody>
</table>

5.4 Discussion and Summary

Encoding of analog signals into spike trains is one of the most important steps for information processing in biological nervous systems. Our newly proposed WED encoding method incorporates the concepts of synaptic current modulation with phase encoding representation. Combining a preprocessing unit with a LIF neuron, it could perform the
wavelet decomposition of the input signal, and convert the wavelet spectrum amplitude at certain translation and time scales into the output fire delay of the designed neuron.

The efficacy of the CCDS learning rule is validated through a real-world example involving the detection of interictal spikes in EEG data on patients with epilepsy. The system operates in a temporal framework, where precise timing of spikes is considered for information processing and cognitive computing. By integrating with encoding and learning function parts, it got a reasonably high detection accuracy. Simulation results show that the applied CCDS rule outperforms ReSuMe and rule-based detection method using Walsh transform for identifying these spikes.
6. CONCLUSIONS AND FUTURE WORK

In this chapter, the main results of this dissertation are summarized. Then the possible directions for future work are also discussed.

6.1 Summary

In this dissertation, we considered a problem of the supervised learning in the context of spiking neural networks. Our research was also performed on the applications of SNN to real-life tasks, such as automated detection of interictal spikes in EEG records of patients with epilepsy.

A novel temporal supervised learning rule dubbed Cross-Correlated-Delay-Shift (CCDS) learning rule was developed for learning hetero-association of spatiotemporal spike patterns in chapter 3. Various properties of the proposed learning rule were also investigated through an extensive experimental analysis. It was found that the CCDS rule could not only successfully train neurons to associate a sparse spatiotemporal pattern with a desired spike train, but also can perform classification of spatiotemporal spike patterns. The CCDS rule is both biologically plausible and computationally efficient. It was demonstrated that CCDS possesses the following properties desirable from the point of view of the consider application: 1) its ability to efficiently learn and process the sequences of spikes - it was compared with ReSuMe in Chapter 3.3.1 using the same input spike train, the result shows that CCDS outperform ReSuMe in both accuracy and converge speed; 2) its online processing ability – similar to the ReSuMe rule, synaptic weights and delays are
updated incrementally each time the particular spikes in the desired spike or the actual output spike appear rather than after the whole pattern is presented. The CCDS rule converges in a few dozens of learning epochs. The online processing ability make it is possible implemented in hardware like FPGA or VLSI for real-time applications; 3) it is a local-type rule – the learning process at the particular synapse is independent on the concurrent processes at the other synapses. It make CCDS easily adapt to different network structure, especially, recurrent network and reservoir computing.

In chapter 4, a new temporal learning rule, named multilayer CCDS (MutCCDS), was proposed for multilayer spiking neural networks. It is an extension of the single layer CCDS. Correlated neurons are connected through fine-tuned weights and delays. Comparing with the multilayer Remote Supervised Method (MutReSuMe) and multilayer Tempotron rule (MutTmptr), MutCCDS shows better generalization ability and faster convergence. The proposed multilayer rules provide an efficient and biologically plausible mechanism, describing how delays and synapses in the multilayer networks are adjusted to facilitate the learning.

In chapter 5, a spiking neural network system for interictal spike detection in epilepsy patients was developed. The CCDS rule was applied and further investigated for practical applications in this study. It was found that different function parts such as encoding, learning, and decoding can be cooperate consistently within a temporal framework for a specific learning task. The results show that with proper encoding, the CCDS rule achieves good recognition performance. It outperforms ReSuMe for identifying interictal spikes.
6.2 Future Work

It still a great challenge to understand how brain processing information due to the limitation of current technology. Based on realistic mimic neuron models, SNNs has great potentials for solving complicated time-dependent pattern recognition problems defined by time series due to its inherent temporal features. However, its wide acceptance and application is limited by the taxing training time.

The whole system for processing information in spiking neural networks consists of three parts: encoding, learning and decoding. The encoding focuses on converting real-world stimuli into representations in the form of spikes. A good encoding method should retain adequate information of the original signals and facilitate the later learning process. In this study, only temporal based framework are considered since precise timing of individual spikes plays an important role in cognition computation and it has significant computational advantages over the rate based ones. Since rate coding also exists in some function of the brain, it would be valuable to explore computation considering both temporal and rate coding. As another research direction, aiming at improving the use of biologically plausible spiking neural networks for pattern recognition, it is important to investigate a proper encoding scheme. We will also search for output decoding methods for multiple spikes that yield the best classification performance. Additionally, research into optimal parameters will be another logical step for future investigations.

We can also extend our learning algorithm to other network architecture than the feed-forward structure in the future. The algorithm can in principle train all kinds of networks,
including recurrent architectures and reservoir. In the traditional recurrent neural networks, it is impossible to perform the back-propagation of the error since it is unclear the state of a specific neuron is the cause or the effect of another neurons’ state. This problem doesn’t exist in spiking neural networks as the state of a spiking neuron can only influence the state of another neuron in the future according to its temporal feature. The network could learn to remember certain information as long as it needs by using a recurrent architecture, which is helpful to find temporal correlations on a large and variable time-scale. As an implementation of reservoir computing, liquid state machine acts as a set of filter project the low-dimensional temporal input into a high-dimensional state. Another possible future direction is to combine our learning rules with LSM. By replacing the conventional classifiers as the output layer, our approach combined with LSM would make a more biologically plausible learning rule, and hopefully result better performance.

Meanwhile, this ongoing work will further be evaluated on dynamic temporal datasets which can be obtained in dynamically environments as the ultimate goal of the proposed approach is not limited to static datasets. Future work will also examine how this algorithm scales to larger networks. Exploration of an appropriate feature selection strategy which may further enhance the performance of the proposed online supervised learning rule will also be studied.

Neuromorphic applications may also be the possible future research directions. Because of the nature of spiking neuron communication, SNNs are also suited for Very Large Scale Integration (VLSI) implementation with significant speed advantages. Meanwhile, the
online processing and efficient learning abilities increase the prospects of the CCDS rule for its implementation in larger scale and real-time SNNs. We are interested in developing analog circuits to build temporal encoded Spiking neural networks and implement our learning rule, so that VLSI methods could be used to build a highly parallel neuromorphic system. As we seek to reach this implementation goal, future research work will focus on building biologically plausible SNN using the CCDS learning rule on parallel computation platforms such as the General Purpose Graphic Process Unit (GPGPU) and Field-Programmable Gate Array (FPGA) devices, and applying such ASNN to resolve a multitude of real-world problems associated with pattern recognition and pattern classification, among other things.
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APPENDICES

Appendix A. Wavelet Encode Device (WED)

Since LIF model is a reasonable simplification of biological neuron with balanced accuracy and efficiency, LIF is selected for the explanation of Wavelet Encode Device (WED). LIF spiking neuron is described by following one-dimensional ordinary differential equations:

\[ \tau \frac{du(t)}{dt} = -u(t) + \frac{\tau}{C_m} I_{all}(t) \]  

(A.1)

where \( u \) is the membrane potential, \( \tau \) and \( C_m \) are the time constant and capacitance of the neuron, respectively, with \( I_{all} \) defining the overall afferent current. When \( u \) reaches the firing threshold \( u_{th} \) and the derivative of \( u \) takes positive value, post-fire potential will set to \( u_c \). Such derivative condition ensures that the neuron only fires when its membrane potential in an upward trend crosses the threshold, thus it avoid accidental fires if the resting potential of the neuron is higher than its firing threshold.

The stimulation to LIF neuron can be written as:

\[ I_{all}(t) = I_s(t) + \sum_j w_j I_s(t - s_j), \]  

(A.3)
where \( I_e(t) \) is the external current, \( I_s(t) \) is the shape function of the post-synaptic current (PSC), \( s_j \) is the time that the \( j \)-th spike arrives at the synapse, and \( w_j \) is the connection efficacy corresponding to the \( j \)-th input spike.

Although linear summation of synaptic currents and external current as performed in [1] has been widely accepted as a simplified relationship among the afferent stimulations in large-scale artificial spiking neural networks, the interaction between post-synaptic currents was found to be more complicated in biological nervous system. Two-stage modulate-and-integrate module (Fig. 6.1), where the multiplication is performed instead of summation between the input signal and synaptic currents. The first stage of the module incorporates the integration of the multiplication of external current and a wavelet shape synaptic current, while the second stage modulate the output from first stage with an exponential decay synaptic current. By using the preprocessing module together with a Leaky Integrate-and-Fire (LIF) neuron, input EEG signal could be decomposed into wavelet spectrum, and such spectrum amplitude could be encoded into synchronized spike trains.

Overall dynamics of the encoding unit could be expressed as

\[
\tau \frac{du(t)}{dt} = -u(t) + \frac{\tau}{C_m} |v(t)| I_{enc}(t) \tag{A.4}
\]

\[
a \frac{dv(t)}{dt} = I_e(t) I_{in}(t), \tag{A.5}
\]
where \( u \) is the state variable of \( N_{enc} \), \( I_{enc} \) and \( I_{int} \) are summations of the post-synaptic currents of spikes in \( C_{enc} \), and \( C_{int} \), respectively, and are defined as follows:

\[
I_{enc}(t) = \sum_l \exp \left( -\frac{t-t_l^{enc}}{\tau} \right) H(t-t_l^{enc})
\]  
(A.6)

\[
I_{int}(t) = \sum_l \sqrt{\alpha} \Psi(t-t_l^{int}-d, \sigma) H(t-t_l^{int})
\]  
(A.7)

where \( \Psi \) is a mother wavelet used as the PSC for \( S_{int} \), \( \alpha \) is the scale of the wavelet, \( \sigma \) represents the time scale of the wavelet related to the sampling frequency \( f_s \), \( d \) is an offset parameter, and \( H \) is a Heaviside step function.

A shifted Mexican-hat wavelet mother function for \( \Psi \) is selected as follows:

\[
\Psi(t, \sigma) = \frac{2}{\sqrt{3\pi}^{1/4}} \left( 1 - \frac{t^2}{\sigma^2} \right) \exp \left[ -\frac{t^2}{2\sigma^2} \right]
\]  
(A.8)

Assuming that the length of integration period \( T_l \) satisfies \( T_l < T_{clk} \), we could define \( d = T_l / 2 \) in (A.7) so that the wavelet function is centered within each integration window. Note that both \( I_{enc} \) and \( I_{int} \) are constructed in a unitless manner for the model simplification.

Suppose each spike in \( C_{int} \) could reset the state variable \( v \) of neuron \( N_{int} \) to zero, assuming \( \sigma < T_{clk} \) and \( \sigma < T_i \), and \( \Psi(t, \sigma) \to 0 \) when \( t < 0 \) or \( t > T_i \), then (A.5) could be resolved as follows:

\[
v(t) = \frac{1}{\sqrt{\alpha}} \int_{-\infty}^{\infty} I_e(\zeta) \Psi(\zeta-t_l^{int}-T_i/2, \sigma) d\zeta
\]  
(A.9)

\[
v(t) = X_w(t_l^{int} + T_i/2, \sigma)
\]
where $X_w$ is the wavelet transform of input $I_e$ at translation $t_i^{\text{int}} + T_i/2$ and time scale $\sigma$.

Assuming $T_i < T_e < T_{\text{clk}}$, each spike in $C_{enc}$ could reset the state variable from $u$ to $u_c$ for neuron $N_{enc}$, and (A.4)-(A.5) could be solved for the defined range $t_i^{enc} \leq t < t_{i+1}^{enc}$ as:

$$u(\Delta t) = u_c \exp(-\Delta t / \tau) + V(\Delta t) \quad \text{(A.10)}$$
$$V(\Delta t) = \frac{\tau\Delta t}{C_m} \exp(-\Delta t / \tau) \left| X_w(t_i^{\text{int}} + T_i/2, \sigma) \right| \quad \text{(A.11)}$$

where $\Delta t$ is the elapsed time since last input spike from $C_{enc}$ arrived at the neuron. Note that the absolute value operation applied to $v$ makes $V(\Delta t)$ a function of the absolute spectrum of the wavelet transform $X_w$. The absolute spectrum is preferable to power spectrum of the wavelet transform, in the sense that it ensures that the units in equation (A.10) are balanced without need for extra constants.

Furthermore, when $u_c < u_{th} < 0$, as long as $T_{\text{clk}} - T_e > \tau \ln(u_{th} / u_c)$, the membrane potential will exceed the threshold and emits an output spike during $[t_i^{enc}, t_{i+1}^{enc})$. The fire delay $\tau$ could then be solved from:

$$|X_w| = C_m \left[ u_{th} \exp(T / \tau) - u_c \right] \quad \text{(A.12)}$$

When $u_c = 0$ and $u_{th} > 0$, considering that $V(\Delta t)$ is a bell function which reaches its maximum when $\Delta t = \tau$, the membrane potential will exceed the threshold only if $|X_w| \geq X_{th} = \frac{u_{th} C_m}{e \tau^2}$, and fire delay $\tau$ could be solved from:
\[ |X_w| = \frac{u_{th} C_m}{\tau T \exp(-T / \tau)} \]  

(A.13)

Note that \( T \) is always less than \( \tau \) in (A.13), which ensures that \( T \) is a monotonic decreasing function of \( |X_w| \) when the amplitude spectrum \( |X_w| \) is larger than the threshold \( X_{th} \). If the wavelet spectrum amplitude is smaller than \( X_{th} \), the LIF neuron \( N_{enc} \) will not fire during \( [t^{enc}_i, t^{enc}_{i+1}) \).

Then the wavelet spectrum of input signal \( i \) is encoded into delay \( \tau \) which is the time difference between each output fire and the most recent input spike in \( C_{enc} \). Larger wavelet spectrum amplitude corresponds to faster firing after each clock spike.
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