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Chapter One

Fuzzy Threshold Functions and Applications

1.1 Introduction

Digital computers, digital communication and control systems, and many other digital systems deal with two general problems: the characterization of the input-output relations of digital networks (using, for example, Boolean algebra), and the synthesis of digital networks from their input-output relations using certain specified logic elements as building blocks. Conventionally, these building blocks include such elements as AND, OR, and NOR gates.

All of these conventional elements share two very useful properties: they are easily constructed from standard components, and their input-output relations are simple and easily described in Boolean algebra. However, since new circuit techniques now promise the inexpensive mass fabrication of stable, reliable components, there is renewed interest in using a logically more powerful basic building block -- the threshold gate and McNaughton had the first published work in this field in 1957 [16]. Although this type of gate requires tighter tolerances than conventional gates, it promises a substantial reduction in the number of gates, the total number of components, and the number of interconnections.

Therefore, I would like to discuss this subject and use the concepts and techniques developed in fuzzy logic and fuzzy languages to fuzzify the kind of functions and their some applications in this chapter.
1.2 Threshold functions $f_T$ (Linearly separable functions)

A threshold gate which is a logic device with $n$ binary-valued inputs, $x_1, x_2, ..., x_n$, and a single binary-valued output $y$. Associated with each input $x_i$ is a weight $w_i$. The values of the threshold $T$ and $w_i$ ($i=1, 2, ..., n$) may be any real, finite, positive or negative numbers. The output $y$ of the threshold gate is decided by as follows [9,15,16]:

\begin{align}
  y &= 1 \quad \text{if and only if} \quad \sum_{i=1}^{n} w_i x_i \geq T \\
  y &= 0 \quad \text{if and only if} \quad \sum_{i=1}^{n} w_i x_i < T
\end{align}

where the sum and product operations are arithmetic. A threshold gate is represented pictorially as shown in Figure 1.1.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1_1.png}
\caption{The symbol of a threshold gate}
\end{figure}

Clearly, a threshold gate realizes a Boolean function. Hence, the output of a threshold gate can be represented by a Boolean function as definition 1.1.
DEFINITION 1.1. [15,16] A threshold function is defined as:

\[ y = \left( \sum_{i=1}^{n} w_i x_i \right)_T \]  

where equation 1.3 is called the threshold function representation of the gate.

DEFINITION 1.2. A function is an inseparable function while it is not a threshold function.

Example 1.1. Consider the threshold gate as shown in Figure 1.2.

![Figure 1.2 threshold gate](image)

Figure 1.2 threshold gate that realizes \( y = x_1 + x_2 x_3 \)

\[ y = \left( 2x_1 + x_2 + x_3 \right)_2 \]

The Boolean function realized by the gate can be determined by constructing the truth table as shown in Table 1.1.

<table>
<thead>
<tr>
<th>( x_1, x_2, x_3 )</th>
<th>Threshold function ( 2x_1 + x_2 + x_3 )</th>
<th>Relation to ( T=2 )</th>
<th>( y )</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>0</td>
<td>&lt;</td>
<td>0</td>
</tr>
<tr>
<td>001</td>
<td>1</td>
<td>&lt;</td>
<td>0</td>
</tr>
<tr>
<td>010</td>
<td>1</td>
<td>&lt;</td>
<td>0</td>
</tr>
<tr>
<td>011</td>
<td>2</td>
<td>=</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>2</td>
<td>=</td>
<td>1</td>
</tr>
<tr>
<td>101</td>
<td>3</td>
<td>&gt;</td>
<td>1</td>
</tr>
<tr>
<td>110</td>
<td>3</td>
<td>&gt;</td>
<td>1</td>
</tr>
<tr>
<td>111</td>
<td>4</td>
<td>&gt;</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1.1
From the truth table, we can get the following Boolean function which is realized by the threshold gate:

\[ y = x_1 + x_2 x_3 \]

### 1.2.1 Properties of threshold gates

There are some well-known properties of threshold gate as follows [9].

Let

\[ y = \left( \sum_{i=1}^{n} w_i x_i \right)_T \]  \[ \text{[1.4]} \]

be the output of a threshold gate.

1. IF \( w_1 = w_2 = \ldots = w_n = T \), THEN

   \( y \) is the Boolean function \( x_1 + x_2 + \ldots + x_n \).

2. IF \( w_1 = w_2 = \ldots = w_n \) and \( T = nw_1 \), THEN

   \( y \) is the Boolean function \( x_1 x_2 \ldots x_n \).

3. IF \( k \) is a real number, THEN

   \[ y = \left( k + \sum_{i=1}^{n} w_i x_i \right)_{kT} \]  \[ \text{[1.5]} \]

4. IF \( k \) is a positive real number, THEN

   \[ y = \left( k \sum_{i=1}^{n} w_i x_i \right)_{kT} \]  \[ \text{[1.6]} \]
(5) IF k is a positive real number, THEN

\[ y' = \left\langle -\sum_{i=1}^{n} w_i x_i \right\rangle -T+1 \]

**Example 1.2.** Using property 1, a threshold gate realization of a three-variable OR is given below:

\[ x_1x_2+x_3 = \left\langle x_1+x_2+x_3 \right\rangle_1 \]

**Example 1.3.** Using property 2, a threshold gate realization of a three-variable AND is as follows:

\[ x_1x_2x_3 = \left\langle x_1+x_2+x_3 \right\rangle_3 \]

**Example 1.4.** Property 3 is useful for changing the signs of coefficients.

\[ y = \left\langle -2x_1-x_2+x_3 \right\rangle_1 \]

Determine an equivalent realization that only requires positive weights. That is \( x_i = 1-x'_i \). Then:

\[ y = \left\langle -2(1-x'_1)-(1-x'_2)+x_3 \right\rangle_1 \]

\[ = \left\langle -2+2x'_1-1+x'_2+x_3 \right\rangle_1 \]

\[ = \left\langle -3+2x'_1+x'_2+x_3 \right\rangle_1 \]

\[ = \left\langle 3-3+2x'_1-1+x'_2+x_3 \right\rangle_3 \]

\[ = \left\langle 2x'_1+x'_2+x_3 \right\rangle_2 \]

### 1.2.2 Advantages of threshold logic

**THEOREM 1.1.** [9] A threshold gate for which all weights have unit value and the threshold value is 0.5 is a n-input OR gate.
Example 1.5. For a two-variable function which satisfies theorem 1.1.

<table>
<thead>
<tr>
<th>$x_1, x_2$</th>
<th>$x_1 + x_2$</th>
<th>$y = \langle x_1 + x_2 \rangle_{0.5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>01</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

After calculation, we have found this threshold gate is equal to a 2-input OR gate.

**THEOREM 1.2.** [9] A threshold gate for which all weights have unity value and the threshold value is $n - 0.5$ is a $n$-input AND gate.

Example 1.6. For a two-variable function which satisfies theorem 1.2.

<table>
<thead>
<tr>
<th>$x_1, x_2$</th>
<th>$x_1 x_2$</th>
<th>$y = \langle x_1 x_2 \rangle_{0.5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>01</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

After calculation, we found this threshold gate is equal to a 2-input AND gate.

**THEOREM 1.3.** [9] In a similar situation, the complementing threshold gate is a generalization of the NOR and NAND gates.

Because of the wide range of possible weights and threshold values, the size and complexity of the class of logical functions that can be realized by a single threshold gate are large when compared with those of the conventional logical elements. As a result, the number of gates, inputs, and total number of physical components needed to realize a particular logical function are smaller for threshold gates than for conventional gates.
Example 1.7. Consider a seven-variable logic function

\[ y = x_1(x_2+x_3+x_4+x_5+x_6+x_7) + x_2(x_3+x_4+x_5+x_6+x_7) + x_3(x_4+x_5+x_6+x_7) + x_4(x_5+x_6+x_7) + x_5(x_6+x_7) + x_6 + x_7 \]

If we realize this function by using AND-OR logic, we require 12 gates and total of 38 inputs. But if we use threshold gate, we only need a single threshold gate and 7 inputs as shown in Figure 1.3.

Obviously, it becomes clearly when we use the threshold gate to represent a Boolean function than the AND-OR gates. And threshold gate is considerable saving in numbers of gates, components, and inputs.
1.3 Fuzzy threshold functions

Fuzzy threshold functions can be defined using the concepts and techniques developed in fuzzy logic and fuzzy languages.

**DEFINITION 1.3.** [5,13] The grade of membership function of a fuzzy threshold function $f$ is defined to be:

$$\mu_T(f) = 1 - \rho C$$  \[1.8\]

where $C$ is the minimum number of minterms change in order to convert $f$ to be a threshold function and $\rho$ is a normalization constant which will be discussed in later sections.

**LEMMA 1.1.** For all threshold functions $f_T$,

$$C(f_T) = 0$$  \[1.9\]

$$\mu_T(f_T) = 1$$  \[1.10\]

$\mu_T(f_T)=1$ indicates that $f_T$ has full membership in the class of threshold functions.

**LEMMA 1.2.** For all functions $f$ of $n$ variables, an upper bound for $C$ is:

$$C(n) \leq \frac{\text{No. of total minterms}}{2}$$  \[1.11\]

$$C(n) \leq 2^{n-1}$$  \[1.12\]
Lemma 1.3. For all functions \( f \) of \( n \) variables, an upper bound for \( C \) can be improved to be:

\[
C(n) \leq \min(\# \text{ of minterms}, \# \text{ of total minterms} - \# \text{ of minterms})
\]  

[1.13]

Proof. If the number of minterms is less than half of the total minterms, then we can change all the minterms to zeros. Thus, we will be able to obtain a threshold function. If the number of minterms is more than half of the total minterms, then we can change all the maxterms to ones. Thus, we will be able to obtain a threshold function.

Lemma 1.4. A function consists of only a single minterm or a function of single maxterm is always a threshold function.

Lemma 1.5. The function \( f \) is a threshold function if and only if \( C(n)=0 \).

Lemma 1.6. Thus, a better upper bound for \( C \) may be obtained as:

\[
C(n) \leq \min(\# \text{ of minterms}, \# \text{ of total minterms} - \# \text{ of minterms}) - 1
\]  

[1.14]

Proof. We can cut the upper bound by one by changing all the logic zeros to logic ones except one minterm if there are more minterms or vice versa.

1.4 Determination of \( \rho_n \)

1.4.1 For two variables (\( n=2 \))

The Boolean lattice representation of two variables is shown in Figure 1.4. These four vertices represent the minterms \( x_1'x_0 \), \( x_1'x_0' \), \( x_1x_0 \) and \( x_1x_0' \) which are represented as
(0,0), (0,1), (1,0), and (1,1) respectively. The minterm numbers 0, 1, 2, and 3 are also indicated.

![Figure 1.4. A Boolean lattice representation of two variables](image)

**Example 1.8.** The Exclusive OR function

\[ f_{\text{XOR}} = \Sigma(1,2) \]

![Figure 1.5. A Boolean lattice representation of two variables of \( f_{\text{XOR}} = \Sigma(1,2) \)](image)

This is not a threshold function and the minimum number of minterms to be changed is equal to one if we want to change \( f_{\text{XOR}} \) to a threshold function. So \( C(f_{\text{XOR}}) = 1 \).
Example 1.9. The Exclusive NOR function

\[ f_{\text{EQU}} = \Sigma(0,3) \]

Figure 1.6. A Boolean lattice representation of two variables of \( f_{\text{EQU}} = \Sigma(0,3) \)

\( f_{\text{EQU}} \) is not a threshold function and it is a complement of \( f_{\text{XOR}} \). The minimum number of changes of minterms is equal to one if we want to change \( f_{\text{EQU}} \) to be a threshold function. So \( C(f_{\text{EQU}}) = 1 \).

From the above two examples, we can conclude that all functions of two variables have the following properties.

**DEFINITION 1.4.** A function is called a most inseparable function \( f_{\text{MIS}} \) if and only if a function \( f \) of \( n \) variables satisfied the following condition.

\[ C(f_{\text{MIS}}) = \max_{\forall f} \{ C(n) \} \]  \[1.15\]

in order to normalized \( \mu_T \) to be in the interval \([0,1]\). And we define the grade of membership of \( f_{\text{MIS}} \) to be zero.

\[ \mu_T(f_{\text{MIS}}) = 0 \]  \[1.16\]
Corollary 1.1. By using definition 1.4.,

$$\rho_n = \frac{1}{C_{\text{max}}(n)}$$ \hspace{2cm} [1.17]

**THEOREM 1.4.** For all functions \( f \) of two variables, the \( \max \) \( C(n) \) is equal to 1.

$$C_{\text{max}}(2) = \max_f \{C(n)\} = 1$$ \hspace{2cm} [1.18]

and also denoted as \( C_{\text{max}}(2) = 1 \)

**THEOREM 1.5.** For all functions \( f \) of two variables, the normalization constant \( \rho_2 \) can be obtained by as follows.

$$\mu_f(f_{MIS}) = 1 - \rho_2 C_{\text{max}}$$ \hspace{2cm} [1.19]

$$0 = 1 - \rho_2 C_{\text{max}}$$ \hspace{2cm} [1.20]

$$\rho_2 = \frac{1}{C_{\text{max}}(2)} = 1$$ \hspace{2cm} [1.21]

**THEOREM 1.6.** For all functions \( f \) of two variables, the grade of membership function is:

$$\mu_f(f) = 1 - \frac{C}{C_{\text{max}}(2)} = 1 - C$$ \hspace{2cm} [1.22]
1.4.2 For three variables \((n=3)\)

The Boolean lattice representation of three variables is shown in Figure 1.7. These eight vertices represent the minterms \(x_2x_1'x_0\), \(x_2'x_1'x_0\), \(x_2'x_1x_0\), \(x_2x_1'x_0\), \(x_2x_1x_0\), \(x_2'x_1'x_0\), \(x_2'x_1x_0\), and \(x_2x_1x_0\) which are represented as \((0,0,0)\), \((0,0,1)\), \((0,1,0)\), \((0,1,1)\), \((1,0,0)\), \((1,0,1)\), \((1,1,0)\) and \((1,1,1)\) respectively. The minterm numbers 0, 1, 2, 3, 4, 5, 6, and 7 are also indicated.

![Figure 1.7. A Boolean lattice representation of three variables](image)

**Example 1.10.** \(f_1 = \Sigma(0,3,4,6)\)

![Figure 1.8. A Boolean lattice representation of three variables of \(f_1 = \Sigma(0,3,4,6)\)](image)

This is not a threshold function and the minimum number of changing total minterms is equal to one if we want to change it to be a threshold function. So \(C(f_1)=1\).
Note. Odd function and Even function

Odd function: The minterms of a function are unit distance apart from each other and each binary value has an odd number of 1's.

Even function: The complement of an odd function is an even function and each binary value of these minterms has an even number of 1's.

Example 1.11. A map for a three-variable Exclusive OR function is shown in Figure 1.9.

Example 1.12. \( f_{\text{odd}}(3) = \Sigma(1,2,4,7) \)

Figure 1.9. A map for a three-variable Exclusive OR function

Figure 1.10. A Boolean lattice representation of three variables of \( f_{\text{odd}}(3) = \Sigma(1,2,4,7) \)
This is not a threshold function and the minimum number of changing total minterms is equal to two if we want to change it to be a threshold function. So $C(f_{\text{odd}}(3)) = 2$.

Example 1.13. $f_{\text{even}}(3) = \Sigma(0,3,5,6)$

![Figure 1.11. A Boolean lattice representation of three variables of $f_{\text{even}}(3) = \Sigma(0,3,5,6)$](image)

This is also not a threshold function and it is a complement function of $f_{\text{odd}}(3)$. The minimum number of changing total minterms is equal to two if we want to change it to be a threshold function. So $C(f_{\text{even}}(3)) = 2$.

From the above, it can be concluded that all functions of two variables have the following properties.

**THEOREM 1.7.** For all functions of three variables,

$$\max \{C(n)\} = C_{\text{max}}$$  \[1.23\]
THEOREM 1.8. For all functions $f$ of three variables, the normalization constant $\rho_3$ can be obtained by as follows.

\[ C_{\text{max}}(3) = 2 \quad [1.24] \]

\[ \mu_T(f_{\text{MIS}}) = 1 - \rho_3 C_{\text{max}} \quad [1.25] \]

\[ 0 = 1 - \rho_3 C_{\text{max}} \quad [1.26] \]

\[ \rho_3 = \frac{1}{C_{\text{max}}(3)} = \frac{1}{2} \quad [1.27] \]

THEOREM 1.9. For all functions of three variables, the grade of membership function is:

\[ \mu_T(f) = 1 - \frac{C}{C_{\text{max}}(3)} = 1 - \frac{C}{2} \quad [1.28] \]

1.4.3 For $n$ variables

THEOREM 1.10. From the derivation of two and three variables, we can generalize the grade of membership function for $n$ variables as:

\[ \mu_T(f(x_1, x_2, \ldots, x_n)) = 1 - \frac{C}{C_{\text{max}}(n)} \quad [1.29] \]
1.4.4 Summary

From above theorems and examples, we can summarize the results in Table 1.2 and derive an algorithm for determining $C_{\text{max}}(n)$, an algorithm for determining $C(n)$, and an algorithm for generating most inseparable functions of subsequent sections.

<table>
<thead>
<tr>
<th>No. of variables</th>
<th>$C_{\text{max}}$</th>
<th>No. of most inseparable functions</th>
<th>most inseparable functions</th>
<th>membership function</th>
<th>possible values of $\mu_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>$\Sigma(0,3)$, $\Sigma(1,2)$</td>
<td>$\mu_T(f) = 1 - C$</td>
<td>0, 1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>$\Sigma(0,3,5,6)$, $\Sigma(1,2,4,7)$</td>
<td>$\mu_T(f) = 1 - C/2$</td>
<td>0, 1/2, 1</td>
</tr>
</tbody>
</table>

Table 1.2. Summary of two and three variables functions

1.5 An algorithm for determining $C_{\text{max}}(n)$

After the derivations of two and three variables, we can determine $C_{\text{max}}(n)$ for $n$ variables by using the same method.

**THEOREM 1.11.** For all functions of $n$ variables with $n \geq 4$,

$$C_{\text{max}}(n) = 2^{n-1} - 1$$  \[1.30\]

**THEOREM 1.12.** For all member of variables, the number of most inseparable functions are always equal to 2.

**THEOREM 1.13.** The function $f$ is a threshold function if and only if $f'$ is a threshold function. This theorem can be generalized to fuzzy threshold functions.
**THEOREM 1.14.** For all functions $f$ of $n$ variables, then

\[ C(f) = C(f') \quad [1.31] \]

\[ \mu_T(f) = \mu_T(f') \quad [1.32] \]

1.6 An algorithm for determining $C(n)$

Boolean lattice and Karnaugh map are both common ways to represent logic functions. So we replace Boolean lattice by using Karnaugh map to do the algorithm for determining $C(n)$ in this section.

We limit our presentation in two and three variables here and it is the same approach while above three variables.

We can convert one representation to the other by using Figures 1.12 and 1.13.

![Figure 1.12. The two-variable map from Boolean lattice representation to Karnaugh map](image)
LEMMA 1.7. If $f_{\text{min}}$ is a minterm function, then $C(f_{\text{min}}) = 0$.

If $f_{\text{max}}$ is a minterm function, then $C(f_{\text{max}}) = 0$.

LEMMA 1.8. If a given function has two minterms and the two minterms are adjacent on the Karnaugh map, then the function is a threshold function and $C(n)=0$. Otherwise the function is not a threshold function and $C(n)=1$.

Figure 1.13. The three-variable map from Boolean lattice representation to Karnaugh map

Figure 1.14. The possible positions of two minterms threshold function
Example 1.14. A threshold function: $f = \Sigma(0,1)$

A fuzzy threshold function: $f = \Sigma(2,5)$

**Lemma 1.9.** For a given function has three minterms,

Case 1. If all these three minterms of the function are adjacent on the Karnaugh map, then the function is a threshold function and $C(n)=0$.

![Figure 1.15. The possible positions of three minterms threshold function](image)

Example 1.15. A threshold function: $f = \Sigma(0,4,5)$

Case 2. If only two minterms of the function are adjacent on the Karnaugh map, then the function is not a threshold function and $C(n)=1$.

Example 1.16. A fuzzy threshold function: $f = \Sigma(1,3,6)$

Case 3. If all these three minterms are not adjacent on the Karnaugh map, then the function is not a threshold function and $C(n)=1$.

Example 1.17. A fuzzy threshold function: $f = \Sigma(1,2,7)$

**Lemma 1.10.** For a given function has four minterms,

Case 1. If all these four minterms of the function are adjacent on the Karnaugh map, then the function is a threshold function and $C(n)=0$. 
Figure 1.16. The possible positions of four minterms
threshold function

Example 1.18. A threshold function: \( f = \Sigma(0,1,4,5) \)

Case 2. If three minterms of the function are adjacent on the Karnaugh map, then the
function is not a threshold function and \( C(n)=1 \).

Example 1.19. A fuzzy threshold function: \( f = \Sigma(0,1,4,7) \)

Case 3. If there are two groups and two minterms of each group are adjacent, then the
function is not a threshold function and \( C(n)=1 \).

Example 1.20. A fuzzy threshold function: \( f = \Sigma(0,1,6,7) \)

Case 4. If all these four minterms are not adjacent on the Karnaugh map, then the
function is not a threshold function and \( C(n)=2 \) (in three variables case).

Example 1.21. A fuzzy threshold function: \( f = \Sigma(0,3,5,6) \)

According to above Lemmas and examples, we can conclude an algorithm for
determining \( C(n) \) as follows.

We can obtain \( C(n) \) by finding the minimum of these three cases as indicated in
Figure 1.17.
Case 1. Changing only logic one to logic zero transition.

Step 1. To find the largest threshold subfunction $f_{\text{max1}}$. Let the number of minterms in $f_{\text{max1}}$ equal to $m_{\text{max1}}$.

Step 2. To change the rest of minterms to logic zero.

Step 3. Thus, we can obtain $C(n) \leq m - m_{\text{max1}}$.

Case 2. Changing only logic zero to logic one transition.

Step 1. To find the largest threshold subfunction $f_{\text{max0}}$. Let the number of minterms in $f_{\text{max0}}$ equal to $m_{\text{max0}}$.

Step 2. To change the rest of minterms to logic one.

Step 3. Thus, we can obtain $C(n) \leq 2^n - m - m_{\text{max0}}.$
Case 3. Changing some minterms to logic zero and some maxterms to logic one in order to connect all the subfunctions. Thus, we can obtain \( C(n) = m_{1\rightarrow 0} + m_{0\rightarrow 1} \).

At last, we can combine these three cases and then obtain the minimum \( C(n) \).

\[
C(n) = \min[(m - m_{\text{max}}), (2^n - m - m_{\text{max}}), (m_{1\rightarrow 0} + m_{0\rightarrow 1})]
\]  

[1.33]

**LEMMA 1.11.** If a function is a threshold function, then all the minterms are connected. However, the reverse may not be true as shown in example 1.22. Figure 1.18 shows the example which all the minterms are connected, but it is not a threshold function.

*Example 1.22.*

![Figure 1.18. A fuzzy threshold function](image)

**1.7 An algorithm for generating most inseparable functions \( f_{\text{MIS}} \)**

When we have most inseparable functions of two variables, we can generate most inseparable functions of three, four, five variables, etc. Figure 1.19 shows the algorithm for generating most inseparable functions \( f_{\text{MIS}} \).
THEOREM 1.15. For n variables, there are only two most inseparable functions \( f_{\text{MIS}} \) and denoted as \( f_{\text{even}}(n) \) and \( f_{\text{odd}}(n) \). Their relationship is:

\[
f_{\text{even}}(n) = f_{\text{odd}}(n)
\]

THEOREM 1.16. Given \( f_{\text{even}}(n) \) and \( f_{\text{odd}}(n) \), \( f_{\text{even}}(n+1) \) and \( f_{\text{odd}}(n+1) \) can be generated as follows.

\[
f_{\text{even}}(n+1) = x_n' f_{\text{even}}(n) + x_n f_{\text{odd}}(n)
\]

\[
f_{\text{odd}}(n+1) = x_n' f_{\text{even}}(n) + x_n f_{\text{odd}}(n)
\]
1.8 Applications

Fuzzy threshold functions can be applied to function representation, data reduction, and error correction. The results may have useful applications to logic design, pattern recognition, and related areas.

1.8.1 Function representation

Fuzzy threshold functions can be used as a tool to represent any logic function \( f \).

If \( C(n) = i \), then

\[
f = f_T \oplus \Sigma(m_1, m_2, ..., m_i)
\]

[1.37]

\[
f_T = f \oplus \Sigma(m_1, m_2, ..., m_i)
\]

[1.38]

where \( f_T \) is a threshold function, \( \oplus \) indicates the exclusive-or operation and \( m_1, m_2, ..., m_i \) are minterms which should be changed from \( f_T \) in order to obtain \( f \).

Usually, this representation is not unique. In other word, there may exist \( f'_T \) such that:

\[
f = f'_T \oplus \Sigma(m'_1, m'_2, ..., m'_i)
\]

[1.39]

*Example 1.23.* \( f = \Sigma(0,3,5,6) \) is an inseparable function with \( C(f) = 2 \), it can be represented as \( f = \Sigma(0,2,3,6) \oplus \Sigma(m_2, m_3) \) or \( f = \Sigma(0,1,3,5) \oplus \Sigma(m_1, m_6) \) where \( \Sigma(0,2,3,6) \) and \( \Sigma(0,1,3,5) \) both are threshold functions.
1.8.2 Data compression

A threshold function can be represented \([w_1, w_2, ..., w_n; T]\) which has a simpler representation compared with a general logic function.

For function \(f\) with \(C(n)=1\), then function \(f\) can be represented by:

\[
f = f_T \oplus \{m_i\}
\]  \[1.40\]

Thus, for transmitting \(f\), instead of transmitting the total truth table or the corresponding Karnaugh map, we can transmit only \(f_T\) and the minterms \(m_i\). Therefore, data compression may be achieved.

1.8.3 Error detection and correction

Fuzzy threshold functions also can be applied to error detection. For example, if we know that a most inseparable function \(f_{\text{mis}}\) is transmitted and a single error occurred, then at the receiving end,

\[
C(f'_{\text{mis}}) \neq C_{\text{max}}
\]  \[1.41\]

where \(f'_{\text{mis}}\) indicates the function received.

We know that there are only two most inseparable functions for \(n\) variables. Therefore, if we transmit a most inseparable function of \(n\) variables, then all the single error can be detected and corrected. Actually, the capability of error correction is stronger than when single error occurred.
\[ f_{MIS}(n) = \Sigma(w_0, w_1, w_2, ..., w_n; C_{\text{max}}(f_{MIS})) \]  

*Example 1.24.* \( f_{\text{MIS}} = \Sigma(0,3,5,6;2) \) is transmitted, \( f = \Sigma(0,2,3,6;0) \) is received. \( C_{\text{MIS}}(f_{\text{MIS}})=2 \) is not equal to \( C(n)=0 \). So the numbers of minterms 2 and 5 of \( f \) are error and they can be corrected.

**THEOREM 17.** The Hamming distance between \( \{f_{\text{even}}(n), f_{\text{odd}}(n)\} \) of two most inseparable functions is equal to \( 2^n \). So using minimum distance coding, \( 2^{n-1}-1 \) errors can be corrected if the words are \( \{f_{\text{even}}(n), f_{\text{odd}}(n)\} \).

**THEOREM 18.** Since we only correct a single error of a most inseparable function, the number of minterms which are not changed is equal to \( 2^{n-1}-1 \).

### 1.9 Conclusion

The technique of applying fuzzy logic to threshold functions are introduced. There are many new results and examples are given to illustrate them. The algorithm of determining the minimum number of minterms changes \( C(n) \) in order to convert \( f \) into a threshold function \( f_T \), and finding \( C_{\text{max}} \) are investigated. We also found there are two most inseparable functions and they are odd function and even function. Also, the applications of function representation, data reduction, and error correction are presented. The topics considered in this chapter appear apparently to be a fertile field for further study. The results also may have useful applications in logic design, pattern recognition, and related areas.
Chapter Two
Fuzzy Monotone Functions and Applications

2.1 Introduction

Monotone functions play an important role in switching theory, logic design, computer design, flash analog to digital converter, pattern classification, and pattern recognition. In particular, flash analog to digital converter is designed using the set of all monotone increasing (decreasing) functions. The details shall be discussed in chapter 4 and 5.

In this chapter, I will introduce fuzzy monotone functions which are using the concepts and techniques developed in fuzzy logic and fuzzy languages.

2.2 Monotone increasing functions \( f_{\text{MINC}} \)

**DEFINITION 2.1.** [9,15] A Boolean function \( f \) of \( n \) variables is *monotone increasing* if and only if \( x \leq y \) implies that \( f(x) \leq f(y) \), where \( x=(x_1,x_2,\ldots,x_n) \) and \( y=(y_1,y_2,\ldots,y_n) \) and \( x_1, x_2,\ldots, x_n, y_1, y_2,\ldots, y_n \) are either "logic zero" or "logic one".

**THEOREM 2.1.** [9,15] For a function which is \( n \) variables, there are \( 2^n+1 \) monotone increasing functions. More specifically, they are shown in Table 2.1.
After the discussion of monotone increasing functions, fuzzy monotone increasing functions can be defined by the concepts of fuzzy logic and fuzzy languages.

**DEFINITION 2.3.** [5,13] The grade of membership of a fuzzy monotone increasing function $f(x_1, x_2, \ldots, x_n)$ is defined to be:

$$
\mu_{MINC}(f(x_1, x_2, \ldots, x_n)) = 1 - \rho_n C
$$

---

Table 2.1. All monotone increasing functions of $n$ variables

<table>
<thead>
<tr>
<th>$X_n$</th>
<th>$X_{n-1}$</th>
<th>$\ldots$</th>
<th>$X_2$</th>
<th>$X_1$</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
<th>$\ldots$</th>
<th>$f_{2^n}$</th>
<th>$f_{2^n-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>\ldots</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>\ldots</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>\ldots</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>\ldots</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>\ldots</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>\ldots</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>\ldots</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>\ldots</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>\ldots</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>\ldots</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
where C is the minimum number of minterms change in order to convert \( f(x_1, x_2, \ldots, x_n) \) to be a monotone increasing function (a member in \( f_{\text{MNC}} \)) and \( \rho_n \) is a normalization constant which will be determined in section 2.4.

**Lemma 2.1.** For a monotone increasing function \( f(x_1, x_2, \ldots, x_n) \), the minimum number of minterms change is equal to:

\[
C(f(x_1, x_2, \ldots, x_n)) = 0
\]

**Lemma 2.2.** For a monotone increasing function \( f(x_1, x_2, \ldots, x_n) \), \( f(x_1, x_2, \ldots, x_n) \) has full membership in the class of monotone functions and indicates as:

\[
\mu_{\text{MNC}}(f(x_1, x_2, \ldots, x_n)) = 1
\]

And we normalize \( \mu_{\text{MNC}} \) in the interval [0 1].

**2.4 Determination of \( \rho_n \)**

According to Table 1, for all monotone increasing functions, if we scan the output column from the top to the bottom, there is only one change of truth value from 0 to 1.

**Definition 2.4.** Thus, we define that the function is most dissimilar to monotone increasing functions to be the most variation function \( f_{\text{MVF}} \) which has the following property, that is, if we scan the output column from the top to the bottom, there will be most number of changes of truth value from 0 to 1.
\[ C_{\text{MVF}}(f(x_1, x_2, \ldots, x_n)) = \max_{f} \{ C_{\text{MINC}}(f(x_1, x_2, \ldots, x_n)) \} \tag{2.5} \]

From definition 2.4, it implies that the two most variation functions are as Table 2.2.

<table>
<thead>
<tr>
<th>f_{\text{MVF1}}</th>
<th>f_{\text{MVF2}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2.2. The two most variation functions \( f_{\text{MVF1}} \) and \( f_{\text{MVF2}} \)

2.4.1 For two variables \((n=2)\)

**THEOREM 2.2.** For all functions \( f \) of two variables, the maximum value \( C(f(x_1, x_2)) \) is equal to 2.

\[ C_{\text{max}}(2) = \max_{f} \{ C_{\text{MINC}}(f(x_1, x_2)) \} = 2 \tag{2.6} \]

**THEOREM 2.3.** For all functions \( f \) of two variables, the normalization constant \( \rho_2 \) can be obtained by as follows.

\[ \mu_{\text{MVF}}(f(x_1, x_2)) = 1 - \rho_2 C_{\text{max}}(2) \tag{2.7} \]
\[ 0 = 1 - \rho_2 C_{\text{max}}(2) \quad [2.8] \]

\[ \rho_2 = \frac{1}{C_{\text{max}}(2)} = \frac{1}{2} \quad [2.9] \]

**THEOREM 2.4.** For all functions \( f \) of two variables, the grade of membership function is:

\[ \mu_{\text{MINC}}(f(x_1, x_2)) = 1 - \frac{C}{C_{\text{max}}(2)} = 1 - \frac{C}{2} \quad [2.10] \]

**2.4.2 For three variables (n=3)**

**THEOREM 2.5.** For all functions \( f \) of three variables, the normalization constant \( \rho_3 \) can be obtained by as follows.

\[ C_{\text{max}}(3) = 4 \quad [2.11] \]

\[ \mu_{\text{MVF}}(f(x_1, x_2, x_3)) = 1 - \rho_3 C_{\text{max}}(3) \quad [2.12] \]

\[ 0 = 1 - \rho_3 C_{\text{max}}(3) \quad [2.13] \]

\[ \rho_3 = \frac{1}{C_{\text{max}}(3)} = \frac{1}{4} \quad [2.14] \]

**THEOREM 2.6.** For all function of three variables, the grade of membership function is:
2.4.3 For n variables

**THEOREM 2.7.** From above derivation, for all functions $f$ of $n$ variables can be generalized as:

$$C(n) = 2^{n-1}$$  \[2.16\]

$$\rho_n = \frac{1}{C_{\text{max}}(n)}$$ \[2.17\]

$$\mu_{\text{MINC}}(f(x_1, x_2, \ldots, x_n)) = 1 - \frac{C}{C_{\text{max}}(n)}$$  \[2.18\]

2.4.4 Summary

From above theorems and examples, the results can be summarized as following theorems, and tables. Furthermore, the algorithm for determining $C_{\text{max}}(n)$ and $C(n)$, and the algorithm for generating most variation functions are also can be achieved by using these results.

For any two and three-variable functions, the results can be summarized as Table 2.3.
Table 2.3. Summary of two and three-variable functions

**THEOREM 2.8.** The number of monotone increasing function \( f_{\text{MINC}} \) is \( 2^n + 1 \).

And it can be summarized as shown in Table 2.4.

Table 2.4. Summary of \( f_{\text{MINC}} \) of \( n \) variables

**LEMMA 2.3.** A function of constant "logic zeros" or constant "logic ones" is a monotone increasing function.
Example 2.1. For a function of three variables, then \( f = \Sigma(0,1,2,3,4,5,6,7) \) and \( f = \Pi(0,1,2,3,4,5,6,7) \) are two monotone increasing functions.

**THEOREM 2.9.** Given two functions \( f_1 \) and \( f_2 \) which both are monotone increasing functions of \( n \) variables, then \( f_1 \text{MINC} \cdot f_2 \text{MINC} \) is a monotone increasing function which is equal to the smaller one.

Example 2.2. Two functions \( f_1 \text{MINC} = \Sigma(5,6,7) \) and \( f_2 \text{MINC} = \Sigma(4,5,6,7) \) which both are monotone increasing functions of three variables, then \( f_1 \text{MINC} \cdot f_2 \text{MINC} \) is a monotone increasing function which is equal to the smaller one \( f_1 \text{MINC} = \Sigma(5,6,7) \).

**THEOREM 2.10.** Given two functions \( f_1 \) and \( f_2 \) which both are monotone increasing functions of \( n \) variables, then \( f_1 \text{MINC} + f_2 \text{MINC} \) is a monotone increasing function which is equal to the larger one.

Example 2.3. Two functions \( f_1 \text{MINC} = \Sigma(5,6,7) \) and \( f_2 \text{MINC} = \Sigma(4,5,6,7) \) which both are monotone increasing functions of three variables, then \( f_1 \text{MINC} + f_2 \text{MINC} \) is a monotone increasing function which is equal to the larger one \( f_2 \text{MINC} = \Sigma(4,5,6,7) \).

2.5 An algorithm for determining \( C_{\text{max}}(n) \)

**THEOREM 2.11.** For all functions of two variables, \( C_{\text{max}}(2) = 2 \)

**THEOREM 2.12.** For all functions of three variables, \( C_{\text{max}}(3) = 4 \)

**THEOREM 2.13.** For all functions of \( n \) variables,

\[
C_{\text{max}}(n) = 2^{n-1}
\]

[2.19]

And it can be summarized as shown in Table 2.5.
2.5. Summary of $n$ variables

<table>
<thead>
<tr>
<th>number of variables</th>
<th>$C_{\text{max}}$</th>
<th>$\rho_n = 1/C_{\text{max}}$</th>
<th>$\mu_{\text{MINC}}(f) = (1 - C/C_{\text{max}}(n))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>1/2</td>
<td>1-(C/2)</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>1/4</td>
<td>1-(C/4)</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>1/8</td>
<td>1-(C/8)</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>1/16</td>
<td>1-(C/16)</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td></td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$n$</td>
<td>$2^{n-1}$</td>
<td>$1/2^{n-1}$</td>
<td>1-(C/$2^{n-1}$)</td>
</tr>
</tbody>
</table>

Table 2.5. Summary of $n$ variables

2.6 An algorithm for determining $C(n)$

For a given function with $n$ variables, we use two pointers, high pointer (HPT) and low pointer (LPT), with starting positions at the first bit and the last bit of the output of the truth table respectively. The basic idea of the algorithm is that HPT is moving downward and the LPT is moving upward. In addition, we move HPT and LPT alternatively until they meet.

The Flow Chart is shown in Figure 2.1.
Step 1. Check all the minterms of a function are logic zeros or logic ones. If yes, the function is a monotone increasing function.

*Example 2.4.* A three variables function $f(x_1, x_2, x_3) = \Sigma(0, 1, 2, 3, 4, 5, 6, 7)$. It means all the minterms are logic ones. So $C=0$ and $f$ is a monotone increasing function.
Step 2. Check function $f$ is a monotone increasing function or not. If yes, $\mu_{\text{MINC}}=1$. If not, goto step 3.

Example 2.5. A three variables function $f(x_1,x_2,x_3) = \Sigma(4,5,6,7)$. This function is a monotone increasing function and $C=0$.

Step 3. To initialize the minimum number of minterms change $C$ to 0, the two pointers HPT at the first bit and the pointer LPT at the last bit.

Step 4. To check the bit of HPT is a logic zero or not. If the bit of HPT is not a logic zero, then change it to be a logic zero and increase $C$ by 1. If the bit of HPT is a logic zero, then it will bypass all the logic zeros which below HPT and set HPT to the bit which is the first logic one HPT meet.

Step 5. To check the bit of LPT is a logic one or not. If the bit of LPT is not a logic one, then change it to be a logic one and increase $C$ by 1. If the bit of LPT is a logic one, then it will bypass all the logic ones which above LPT and set LPT to the bit which is the first logic zero LPT meet.

Step 6. Repeat step 4 and step 5 until $|\text{LPT-HPT}| \leq 1$.

After these steps, the minimum changes $C(n)$ can be found and it can be changed to be a monotone increasing function.

Example 2.6. Given a three variables function $f=\Sigma(1,4,5,7)$.

(1) To initialize $C$ to 0, HPT to the first bit 0, and LPT to the last bit 7.

(2) To check the bit 0 of HPT is a logic zero or not. In this example, it is a logic zero. So HPT will go to the bit 1, the first logic one HPT meet.
To check the bit 7 of LPT is a logic one or not. In this example, it is a logic one. So LPT will go to the bit 6, the first logic zero LPT meet.

The bit 1 of HPT is a logic one. So change bit 1 to be a logic zero and set HPT to the next bit 2, the first logic zero HPT meet.

The bit 6 of LPT is a logic zero. Then it will be changed to be a logic one and set LPT to the bit 5, the first logic one LPT meet.

The bit 2 of HPT is a logic zero, and so is bit 3. Then HPT will bypass bit 3 and go to bit 4.

The bit 5 of LPT is a logic one, and so is bit 4. Then LPT will bypass bit 4 and go to bit 3.

Now pointer HPT is located at bit 4 and pointer LPT is located at bit 3. $|LPT-HPT| \leq 1$, So the algorithm will stop and $C(n)$ is equal to 2.

As a result, we found the minimum changes $C(n)$ is equal to 2 in order to change $f$ to become as a monotone increasing function. And function $f$ become as $f=X(4,5,6,7)$.

2.7 An algorithm for generating most variation functions $f_{MVF_1}$ and $f_{MVF_2}$

When we have most variation functions of two variables, we can generate most variation functions of three, four, five variables, etc. Figure 2.2. shows the algorithm for generating most variation functions $f_{MVF}$. 

39
Figure 2.2. An algorithm for generating most variation functions $f_{MVF}$

**Theorem 2.14.** For $n$ variables, there are only two most variation functions ($f_{MVF}$) and denoted as $f_{MVF_1}(n)$ and $f_{MVF_2}(n)$. And their relationship is:

$$f_{MVF_1}(n) = f'_{MVF_2}(n) \quad [2.20]$$

**Example 2.7.** For a three-variable function, $f_{MVF_1} = \Sigma(0, 2, 4, 6)$ and $f_{MVF_2} = \Sigma(1, 3, 5, 7)$. $f_{MVF_1}(3) = f_{MVF_2'}(3)$.

**Theorem 2.15.** Let the additional variables be $x_{n+1}$, then $f_{MVF_1}(x_1, x_2, ..., x_n, x_{n+1})$ can be generated recursively as follows.

$$f_{MVF_1}(x_1, \ldots, x_n, x_{n+1}) = x_{n+1} f_{MVF_1}(x_1, \ldots, x_n) + x_{n+1} f_{MVF_2}(x_1, \ldots, x_n) \quad [2.21]$$

**Theorem 2.16.** Let the additional variables be $x_{n+1}$, then $f_{MVF_2}(x_1, x_2, ..., x_n, x_{n+1})$ can be generated recursively as follows.
\[
\mathcal{F}_M^1(x_1, \ldots, x_m) = x_{m+1} \mathcal{F}_M^1(x_1, \ldots, x_m) + x_{m+1} \mathcal{F}_M^2(x_1, \ldots, x_m)
\]  

2.8 Monotone decreasing functions \( f\text{\_MDEC} \)

**DEFINITION 2.5.** [9,15] A Boolean function \( f \) of \( n \) variables is *monotone decreasing* if and only if \( x \geq y \) implies that \( f(x) \geq f(y) \), where \( x=(x_1, x_2, \ldots, x_n) \) and \( y=(y_1, y_2, \ldots, y_n) \) and \( x_1, x_2, \ldots, x_n, y_1, y_2, \ldots, y_n \) are either "logic zero" or "logic one".

<table>
<thead>
<tr>
<th>( x_n )</th>
<th>( x_{n-1} )</th>
<th>( \ldots )</th>
<th>( x_2 )</th>
<th>( x_1 )</th>
<th>( f_1 )</th>
<th>( f_2 )</th>
<th>( f_3 )</th>
<th>( \ldots )</th>
<th>( f_2^n )</th>
<th>( f_2^{n+1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>\ldots</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>\ldots</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>\ldots</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>\ldots</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>\ldots</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>\ldots</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>\ldots</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>\ldots</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>\ldots</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>\ldots</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>\ldots</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>\ldots</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>\ldots</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>\ldots</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.6. All monotone decreasing functions of \( n \) variables

2.8.1 Fuzzy monotone decreasing functions

The concepts and techniques of monotone decreasing functions are also using fuzzy logic, fuzzy languages, and fuzzy neural networks. All the results are similar to monotone increasing functions. As a result, I do not discuss the details in this section.
Fuzzy monotone decreasing functions is also defined using the concept of fuzzy logic and fuzzy languages.

\[
\mu_{\text{MDEC}}(f(x_1, x_2, \ldots, x_n)) = 1 - \rho_n C \tag{2.23}
\]

where we normalize \(\mu_{\text{MDEC}}\) in the interval \([0, 1]\) and \(\mu_{\text{MDEC}} = 1\) for all the monotone decreasing functions.

**THEOREM 2.17.** For all function of \(n\) variables, the number of monotone decreasing functions \((f_{\text{MDEC}})\) is equal to \(2^n + 1\).

**THEOREM 2.18.** For all function \(f\) of \(n\) variables, the number of maximum number of minterms changes \((C_{\text{max}})\) in order to become as a monotone decreasing functions \((f_{\text{MDEC}})\) is equal to \(2^{n-1}\).

So the membership function becomes as:

\[
\mu_{\text{MDEC}} = 1 - \frac{C}{C_{\text{MAX}} (n)} = 1 - \frac{C}{2^{n-1}} \tag{2.24}
\]

**THEOREM 2.19.** The two most variation functions \(f_{\text{MVFI}}\) and \(f_{\text{MVF2}}\) are the same as those of monotone increasing functions.

The algorithm for determining \(C(n)\) is similar to the one of monotone increasing functions except HPT is checking the bit is logic one or not and LPT is checking logic zero or not.
2.9 Applications

Fuzzy monotone increasing functions can be applied to switching theory, logic design, computer design, flash analog to digital converter, pattern classification, pattern recognition, and pattern understanding. In particular, flash analog to digital converter is designed using the set of all monotone increasing (decreasing) functions.

2.9.1 Function representation

Fuzzy monotone increasing functions can be used as a tool to represent any logic function \( f \).

If \( C(n) = i \), then

\[
\hat{f} = f_{\text{MINC}} \oplus \Sigma (m_1, m_2, \ldots, m_i) \tag{2.25}
\]

\[
f_{\text{MINC}} = f \oplus \Sigma (m_1, m_2, \ldots, m_i) \tag{2.26}
\]

where \( f_{\text{MINC}} \) is a monotone increasing function, \( \oplus \) indicates the exclusive or operation and \( m_1, m_2, \ldots, m_i \) are minterms which should be changed from \( f_{\text{MINC}} \) in order to obtain \( f \).

Example 2.8. If we want to convert \( f(x_1, x_2, x_3) = \Sigma(1,3,4,6,7) \) into a monotone increasing function \( f_{\text{MINC}}(x_1, x_2, x_3) \), then \( C(f(x_1, x_2, x_3)) = 2 \) and it can be represented as \( f(x_1, x_2, x_3) = \Sigma(3,4,5,6,7) \oplus \Sigma(m_1, m_3) \).

2.9.2 Data compression

A monotone increasing function can be represented \([w_1, w_2, \ldots, w_n; C]\) which has a
simpler representation compare with a general logic function.

For function \( f \) with \( C(n)=i \), then function \( f \) can be represented by

\[
f = f_{\text{MINC}} \oplus \{ m_i \} \tag{2.27}
\]

Thus, for transmitting \( f \), instead of transmitting the total truth table or the corresponding Karnaugh map, we can transmit only \( f_{\text{MINC}} \) and the minterms \( m_i \). Therefore, data compression may be achieved.

### 2.9.3 Error detection and correction

Fuzzy monotone increasing functions also can be applied to error detection. For example, if we know that a most variation function (\( f_{\text{MVF}} \)) is transmitted and errors occurred, then at the receiving end,

\[
C(f'_{\text{MVF}}) \neq C_{\text{max}} \tag{2.28}
\]

where \( f'_{\text{MVF}} \) indicates the function received.

We know that there are only two most variation functions for \( n \) variables. Therefore, if we transmit a most variation function of \( n \) variables, then all the errors can be detected and corrected.

**Example 2.9.** \( f_{\text{MVF}}(x_1,x_2,x_3) = \Sigma(1,3,5,7;C=4) \) is transmitted, \( f(x_1,x_2,x_3) = \Sigma(4,5,6,7;C=0) \) is received. \( C(f_{\text{MVF}}(x_1,x_2,x_3))=4 \) is not equal to \( C(f(x_1,x_2,x_3))=0 \). So the numbers of minterms 1, 3, 4, and 6 of \( f \) are erroneous and they can be corrected.
2.9.4 Analog to digital converter

Given a n-bit flash converter input an analog signal, we can get $2^n$ digital outputs after $2^n-1$ comparators. Since these $2^n$ digital outputs are all monotone increasing (decreasing) functions, any function can be represented by the combinations of these monotone increasing (decreasing) functions. These details and results shall be discussed and presented in chapter 4 and 5.

2.10 Conclusion

Fuzzy monotone functions are introduced, investigated by using the concepts and techniques which developing in fuzzy logic and applied to function representation, data compression, error correction, and monotone flash analog to digital converter. The algorithm for determining $C(n)$, $C_{\text{max}}(n)$ and generating the most variation functions $f_{\text{MVF}_1}$ and $f_{\text{MVF}_2}$ are presented. Examples are given to illustrated this fuzzy special function. The are many results and they may be have useful applications in logic design, pattern recognition, and related areas.
Chapter Three

Fuzzy Unate Functions and Applications

3.1 Introduction

After the introduction of threshold functions and monotone functions, my principal goal in this chapter is the development of methods for another special logic functions, unate functions, which also play an important role in switching theory, logic design, computer design, pattern classification, and pattern recognition.

Also, fuzzy unate functions are introduced using the concepts and techniques developed in fuzzy logic and fuzzy languages and also applied to function representation, data compression, and error detection.

3.2 Unate functions \( f_u \)

**DEFINITION 3.1.** [21] A function \( f(x_1,x_2,\ldots,x_n) \) is said to be *positive* in a variable \( x_i \) if there exists a disjunctive or conjunctive expression for the function in which \( x_i \) appears only in uncomplemented form.

**DEFINITION 3.2.** [21] Analogously, \( f(x_1,x_2,\ldots,x_n) \) is said to be *negative* in a variable \( x_i \) if there exists a disjunctive or conjunctive expression for the function in which \( x_i \) appears only in complemented form.

**DEFINITION 3.3.** [21] Derived from definition 3.1 and 3.2, if a Boolean function \( f(x_1,x_2,\ldots,x_n) \) is either positive or negative in \( x_i \), it means that there is no variable appears both uncomplemented and complemented.
when \( f \) is written in a minimum sum of products form, then
function \( f(x_1,x_2,...,x_n) \) is said to be unate in \( x_i \) and \( f \) is a unate
function.

*Example 3.1.* The following are both unate functions:

\[
\begin{align*}
f_1(x_1, x_2, x_3) &= x_1 + x_2 x_3 \\
f_2(x_1, x_2, x_3) &= x_1' x_2' + x_3'
\end{align*}
\]

Proof: All the variables of \( f_1 \) function or \( f_2 \) appear no both uncomplemented and
complemented. So both functions \( f_1 \) and \( f_2 \) are unate functions.

*Example 3.2.* On the other hand, the following functions are not unate:

\[
\begin{align*}
f_3(x_1, x_2, x_3) &= x_1 x_2 + x_1' x_2' x_3 \\
f_4(x_1, x_2, x_3) &= x_1 x_2' + x_2 x_3
\end{align*}
\]

Proof: Variables \( x_1 \) and \( x_2 \) of function \( f_3 \) and variable \( x_2 \) of function \( f_4 \) appear both
uncomplemented and complemented. So both functions \( f_3 \) and \( f_4 \) are not unate.

### 3.3 Fuzzy unate functions

Fuzzy unate functions can be defined using the concepts and techniques developed
in fuzzy logic and fuzzy languages.

**DEFINITION 3.4.** [5,13] The grade of membership of a fuzzy unate function
\( f(x_1, x_2, ..., x_n) \) is defined to be:

\[
\mu_u(f(x_1, x_2, ..., x_n)) = 1 - \rho_n \text{C}
\]

[3.1]

where \( \text{C} \) is the minimum number of minterms change in order to convert \( f(x_1, x_2, ..., x_n) \) to
be a unate function (a member in \( f(U) \)) and \( \rho_n \) is a normalization constant which will be determined in later sections.

**Lemma 3.1.** For a unate function \( f(x_1, x_2, \ldots, x_n) \), the minimum number of minterms change is equal to:

\[
C(f(x_1, x_2, \ldots, x_n)) = 0
\]  

**[3.2]**

**Lemma 3.2.** For a unate function \( f(x_1, x_2, \ldots, x_n) \), \( f(x_1, x_2, \ldots, x_n) \) has full membership in the class of unate functions and indicates as:

\[
\mu_U(f(x_1, x_2, \ldots, x_n)) = 1
\]  

**[3.3]**

And we normalize \( \mu_U \) in the interval \([0, 1]\).

### 3.4 Determination of \( \rho_n \)

#### 3.4.1 For two variables (\( n=2 \))

*Example 3.3.* The Exclusive OR function

\[
f_{\text{XOR}} = \Sigma(1, 2)
\]

\[
x_0 \oplus x_1 = x_0 \cdot x_1' + x_0' x_1
\]

\( f_{\text{XOR}} = x_0 \oplus x_1 = x_0 \cdot x_1' + x_0' x_1' \). From definition 3.3, if there is no variable appears
both uncomplemented and complemented when f is written in a minimum sum of
products form, then function \( f(x_1, x_2, \ldots, x_n) \) is said to be unate in \( x_i \) and \( f \) is a unate
function. Now variables \( x_0 \) and \( x_1 \) appear both uncomplemented and complemented. So
this is not a unate function and the
minimum number of minterms to be changed is equal to one in order to change the
function \( f_{\text{XOR}} \) to be a unate function. \( C(f_{\text{XOR}}) = 1. \)

**Example 3.4.** The Exclusive NOR function

\[
f_{\text{EQU}} = \Sigma(0, 3)
\]

\[
\begin{array}{c|c|c}
X_0 & 0 & 1 \\
X_1 & 0 & 1 \\
\hline
0 & 1 & 1 \\
1 & & 1
\end{array}
\]

\( f_{\text{EQU}} = x_0 \odot x_1 = x_0 x_1 + x_0' x_1' \). Using the same definition, variables \( x_0 \) and \( x_1 \) appear
both uncomplemented and complemented now. So this is not a unate function and the
minimum number of minterms to be changed is equal to one in order to change the
function \( f_{\text{EQU}} \) to be a unate function. \( C(f_{\text{EQU}}) = 1. \)

From example 3.1 and 3.2, we can conclude the following theorems.

**Theorem 3.1.** For all functions \( f \) of two variables, the max value \( C(f(x_1, x_2)) \) is equal
to 1.

\[
C_{\text{max}}(2) = \max_\ell \{ C_{U}(f(x_1, x_2)) \} = 1
\]  

[3.4]
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THEOREM 3.2. For all functions $f$ of two variables, the normalization constant $\rho_2$ can be obtained by as follows.

\[ \mu_{MN}(f(x_1, x_2)) = 1 - \rho_2 C_{max}(2) \]  \[3.5\]

\[ 0 = 1 - \rho_2 C_{max}(2) \]  \[3.6\]

\[ \rho_2 = \frac{1}{C_{max}(2)} = 1 \]  \[3.7\]

THEOREM 3.3. For all functions $f$ of two variables, the grade of membership function is:

\[ \mu_U(f(x_1, x_2)) = 1 - \frac{C}{C_{max}(2)} = 1 - C \]  \[3.8\]

3.4.2 For three variables (n=3)

Example 3.5. $f_{odd}(3) = \Sigma(1,2,4,7)$

\[
\begin{array}{c|cccc}
\hline
x_0 & 00 & 01 & 11 & 10 \\
\hline
x_1 & 0 & 1 & 1 & \\
x_2 & 1 & 1 & 1 & \\
\hline
\end{array}
\]

$f_{odd}(3) = x_0 \oplus x_1 \oplus x_2 = x_0x_1'x_2' + x_0'x_1x_2' + x_0'x_1'x_2 + x_0x_1x_2$. Variables $x_0$, $x_1$, and $x_2$ all appear uncomplemented and complemented now. So $f_{odd}(3)$ is not a unate function and the minimum number of minterms to be changed is equal to one in order to change it to
be a unate function. \( C(f_{\text{odd}}(3)) = 1. \)

**Example 3.6.** \( f_{\text{even}}(3) = \Sigma(0,3,5,6) \)

\[
\begin{array}{c|ccc|}
X_1 & X_0 & 00 & 01 & 11 & 10 \\
0 & 1 & & 1 & 0 \\
1 & & 1 & 1 & \\
\end{array}
\]

\( f_{\text{even}}(3) = x_0 \odot x_1 \odot x_2 = x_0'x_1'x_2' + x_0'x_1x_2' + x_0x_1'x_2 + x_0x_1x_2. \) Variables \( x_0, x_1, \) and \( x_2 \) all appear uncomplemented and complemented now. So this function is not a unate function and the minimum number of minterms to be changed is equal to one in order to change \( f_{\text{even}}(3) \) to be a unate function. \( C(f_{\text{even}}(3)) = 1. \)

From above, we can conclude all three-variable functions have the following properties.

**THEOREM 3.4.** For all functions \( f \) of three variables, the normalization constant \( \rho_3 \) can be obtained by as follows.

\[
C_{\max}(3) = 2 \tag{3.9}
\]

\[
\mu_{MNU}(f(x_1, x_2, x_3)) = 1 - \rho_3 C_{\max}(3) \tag{3.10}
\]

\[
0 = 1 - \rho_3 C_{\max}(3) \tag{3.11}
\]

\[
\rho_3 = \frac{1}{C_{\max}(3)} = \frac{1}{2} \tag{3.12}
\]
THEOREM 3.5. For all function of three variables, the grade membership function is:

\[ \mu_U(f(x_1, x_2, x_3)) = 1 - \frac{C}{C_{\max}(3)} = 1 - \frac{C}{2} \] \hspace{1cm} [3.13]

3.4.3 For \( n \) variables

From the discussions of a function with two variables and three variables, the grade of membership function of a \( n \)-variables function can be generalized as:

\[ \mu_U(f(x_1, x_2, \ldots, x_n)) = 1 - \frac{C}{C_{\max}(n)} \] \hspace{1cm} [3.14]

3.4.4 Summary

From above theorems and examples, we can summarize the results as following theorems, and tables. Furthermore, the algorithm for determining \( C_{\max}(n) \) and \( C(n) \), and the algorithm for generating most non-unate functions are also can be achieved by using these results.

In chapter 1, we discussed fuzzy threshold functions and defined most inseparable functions are equal to odd function and even function. From the above derivation of two and three variables, we know that most non-unate functions are similar to threshold functions in fuzzy unate functions. They are also odd function and even function.
DEFINITION 3.5. Thus, we define the functions are most dissimilar unate functions to be the most non-unate functions $f_{\text{MNU}}$ which are odd function and even function. And then we can determine the maximum number of minterms change $C_{\text{max}}$ and normalization constant $\rho_n$ of $n$ variables.

$$C_{\text{MNU}}(f(x_1, x_2, \ldots, x_n)) = \max_{\forall f} \{C_U(f(x_1, x_2, \ldots, x_n)) \} \quad [3.15]$$

From definition 3.5, it indicated that the two most non-unate functions are as shown in Figure 3.1.

![Map for two most non-unate functions of three variables](image)

Figure 3.1. A map for two most non-unate functions of three variables
For any two and three-variable functions, we can summarize the results as table 3.1.

<table>
<thead>
<tr>
<th>No. of variables</th>
<th>$C_{\text{max}}$</th>
<th>No. of most non-unate functions</th>
<th>most non-unate functions</th>
<th>membership function</th>
<th>possible values of $\mu_U$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>$\Sigma(0,3)$ $\Sigma(1,2)$</td>
<td>$\mu_U(f)$ $= 1-C$</td>
<td>0,1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>$\Sigma(0,3,5,6)$ $\Sigma(1,2,4,7)$</td>
<td>$\mu_U(f)$ $= 1-(C/2)$</td>
<td>0,1/2,1</td>
</tr>
</tbody>
</table>

Table 3.1. Summary of two and three-variable functions

3.5 An algorithm for determining $C_{\text{max}}(n)$

**THEOREM 3.6.** For all functions of four variables, the maximum minterms change $C_{\text{max}}(4)$ in order to convert $f$ to be a unate function is equal to 7.

**THEOREM 3.7.** For all functions of five variables, the maximum minterms change $C_{\text{max}}(5)$ in order to convert $f$ to be a unate function is equal to 15.

**THEOREM 3.8.** For all functions of $n$ variables with $n \geq 4$, the maximum number of minterms changes is:

$$C_{\text{max}}(n) = 2^{n-1} - 1 \quad [3.16]$$
So the results can be summarized as shown in Table 3.2.

<table>
<thead>
<tr>
<th>number of variables</th>
<th>$C_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>6</td>
<td>31</td>
</tr>
<tr>
<td>7</td>
<td>63</td>
</tr>
</tbody>
</table>

| n                   | $2^{n-1}-1$       |

Table 3.2. Summary of $C_{\text{max}}(n)$ of $n$ variables

**THEOREM 3.9.** For all member of variables, the number of most non-unate functions are always equal to 2.

**THEOREM 3.10.** $f$ is a unate function if and only if $f'$ is a unate function. This theorem can be generalized to fuzzy unate functions.

**THEOREM 3.11.** For all functions $f$ of $n$ variables, then

$$C(f) = C(f') \quad [3.17]$$

$$\mu_U(f) = \mu_U(f') \quad [3.18]$$
3.6 An algorithm for determining $C(n)$

In this section, we can also use Boolean lattice representation (chapter 1) to help us determining a function is whether a unate function or not. So I would like to explain the Boolean lattice representation again because we will use some terminologies here.

An $n$-variable Boolean lattice representation contains $2^n$ vertices, each of which represents an assignment of values to the n variables and thus corresponds to a minterm. A line is drawn between every pair of vertices which differ in just one variable, and no other lines are drawn. The vertices corresponding to true minterms, that is, for which the function assumes the value logic one, are called true vertices, while those corresponding to false minterms are called false vertices.

**THEOREM 3.12.** [21] A logic function $f(x_1,x_2,...,x_n)$ is unate if and only if it is not tautology and partial ordering exists, so that for every pair of vertices $(a_1,a_2,...,a_n)$ and $(b_1,b_2,...,b_n)$, if $(a_1,a_2,...,a_n)$ is a true vertex and $(b_1,b_2,...,b_n) \geq (a_1,a_2,...,a_n)$, then $(b_1,b_2,...,b_n)$ is also a true vertex of $f$.

**Note.** Partial ordering set of vertices is a lattice and the vertices $(0,0,...,0)$ and $(1,1,...,1)$ are, respectively, the least vertex and the greatest vertex of the lattice.

According to theorem 3.12, a procedure can be written in order to change any n-variable function into a unate function and to decide the minimum number of minterms change.
Step 1. To find all the subcubes' minterms and minimal true vertices of each subcube.

Step 2. To check partial ordering relation of every subcube.

If yes, the function is a unate function.

If not, change the minterms which does not satisfy the partial ordering relation.

Step 3. To determine the number of minterms change.

Example 3.7. For a function \( f_1(x_1, x_2, x_3) = x_1'x_2' + x_1x_3 \) and the three-variable Boolean lattice representation is shown in Figure 3.2.

Figure 3.2. The Boolean lattice representation of \( f_1(x_1, x_2, x_3) = x_1'x_2' + x_1x_3 \)

Step 1. There are two pairs of vertices [(0,0,1) and (0,0,0), (1,1,1) and (1,0,1)] and we name the two minimal true vertices are \( S_1=(0,0,0) \) and \( S_2=(1,0,1) \).

Step 2. According to partition ordering, once the least vertex (0,0,0) is logic one, then all the others vertices should be true vertices. But the vertices (1,0,0), (0,1,0), (0,1,1), and (1,1,0) are not true vertices now. So we change the least vertex (0,0,0) to false vertex and minterm (0,0,1) becomes as a minimal true vertex.

Step 3. To check the partial ordering relation of these two subcubes. We found (0,1,1)
is not a true vertex which true vertex \((0,0,1)\) is not covered by it. So we have to change \((0,1,1)\) to be a true vertex.

Step 4. From the above steps, we found that we changed two vertices, \((0,0,0)\) and \((0,1,1)\), and \(f_i\) becomes as a unate function -- \(f_i(x_1,x_2,x_3) = x_1'x_3 + x_1x_3 = x_3\) and \(C(n)\) is equal to 2. The Boolean lattice representation is shown in Figure 3.3.

![Figure 3.3. The Boolean lattice representation of \(f_i(x_1,x_2,x_3) = x_1'x_3' + x_1x_3 = x_3\)](image)

Example 3.8. For a function \(f_2(x_1,x_2,x_3,x_4) = x_1x_2 + x_3x_4\) and the four variables Boolean lattice representation is shown in Figure 3.4.

![Figure 3.3. The Boolean lattice representation of \(f_2(x_1,x_2,x_3,x_4) = x_1x_2 + x_3x_4\)](image)
Step 1. There are two pairs of vertices \([(1,1,0,0), (1,1,1,0), (1,1,0,1), and (1,1,1,1), (0,0,1,1), (1,0,1,1), (0,1,1,1), and (1,1,1,1)]\) and we name the two minimal true vertices are \(S_1=(0,0,1,1)\) and \(S_2=(1,1,0,0)\).

Step 2. To check the partial ordering relation of these two subcubes. We found that every vertex are greater than \(S_1\) and \(S_2\).

Step 3. From the above steps, we can say that \(f_2\) is a unate function and the number of minterms change \(C(n)\) is equal to 0.

3.7 An algorithm for generating most non-unate functions \(f_u\)

When we have most non-unate functions of two variables, we can generate most non-unate functions of three, four, five variables, etc. Figure 3.5 shows the algorithm for generating most non-unate functions \(f_{\text{MNU}}\).

![Figure 3.5. The algorithm for generating most non-unate functions \(f_{\text{MNU}}\)](image)
THEOREM 3.13. For n variables, there are only two most non-unate functions (f_n) and denoted as f_{even}(n) and f_{odd}(n). Their relationship is:

\[ f_{even}(n) = f_{odd}(n) \]  

[3.19]

THEOREM 3.14. Given f_{even}(n) and f_{odd}(n), f_{even}(n+1) and f_{odd}(n+1) can be generated as follows.

\[ f_{even}(n+1) = x_{n+1} f_{even}(n) + x_{n+1} f_{odd}(n) \]  

[3.20]

\[ f_{odd}(n+1) = x_{n+1} f_{even}(n) + x_{n+1} f_{odd}(n) \]  

[3.21]

3.8 Applications

Fuzzy unate functions can be applied to switching theory, logic design, computer design, pattern classification, pattern recognition, and pattern understanding. In this chapter, I discuss their three applications -- function representation, data compression, and error detection and correction.

3.8.1 Function representation

Fuzzy unate functions can be used as a tool to represent any logic function f.

If C(n) = i, then

\[ f = f_u \oplus \Sigma (m_1, m_2, \ldots, m_i) \]  

[3.22]
where \( f_u \) is a unate function, \( \oplus \) indicates the exclusive or operation and \( m_1, m_2, \ldots, m_i \) are minterms which should be changed from \( f_u \) in order to obtain \( f \).

**Example 3.9.** If we want to convert \( f(x_1, x_2, x_3) = \Sigma(1,2,4,7) \) into a unate function \( f_u(x_1, x_2, x_3) \), then \( C(f(x_1, x_2, x_3)) = 1 \) and it can be represented as \( f(x_1, x_2, x_3) = \Sigma(1,2,3,7) \oplus \Sigma(m_3, m_4) \).

### 3.8.2 Data compression

A unate function can be represented \([w_1, w_2, \ldots, w_n, C]\) which has a simpler representation compare with a general logic function.

For function \( f \) with \( C(n) = i \), then function \( f \) can be represented by

\[
f = f_u \oplus \{m_i\}
\]

Thus, for transmitting \( f \), instead of transmitting the total truth table or the corresponding Karnaugh map, we can transmit only \( f_u \) and the minterms \( m_i \). Therefore, data compression may be achieved.

### 3.8.3 Error detection and correction

Fuzzy unate functions also can be applied to error detection. For example, if we know that a most non-unate function (\( f_{\text{MNU}} \)) is transmitted and errors occurred, than at the receiving end,
where \( f'_{MNU} \) indicates the function received.

We know that there are only two most non-unate functions for \( n \) variables. Therefore, if we transmit a most non-unate function of \( n \) variables, then all the errors can be detected and corrected.

Example 3.10. \( f_{MNU}(x_1,x_2,x_3) = \Sigma(0,3,5,6;C=2) \) is transmitted, \( f(x_1,x_2,x_3) = \Sigma(0,1,3,5;C=0) \) is received. \( C(f_{MNU}(x_1,x_2,x_3))=2 \) is not equal to \( C(f(x_1,x_2,x_3))=0 \). So the numbers of minterms 1 and 5 of \( f \) are erroneous and they can be corrected.

3.9 Conclusion

Fuzzy unate functions are introduced and investigated by using the concept of fuzzy logic. We know that there are two most non-unate functions and they are same as the most inseparable functions of threshold functions, they are all odd function and even function. The algorithms for determining \( C(n) \) and \( C_{\text{max}}(n) \), generating most non-unate functions \( f_U \) are presented and illustrated with examples. About applications, fuzzy unate functions are also applied to function representation, data compression, and error detection and correction. The results may be have useful applications in logic design, pattern recognition, and related areas.
Chapter Four

Flash Analog to Digital Converter

4.1 Introduction

When an analog voltage must be converted to a digital number, an analog to digital converter (A/D converter) is used. Figure 4.1 shows a block diagram symbol for a typical A/D converter with a single analog input and several digital outputs.

![Block diagram of a typical A/D Converter](image)

Figure 4.1. Block diagram of a typical A/D Converter

There are many types of A/D converters, most of which are single slope A/D converters, dual slope A/D converters, successive approximation A/D converters, tracking A/D converters, counter ramp converters, flash A/D converters, and so on. Since the flash A/D converter is the fastest converter and all comparators outputs are monotone increasing (decreasing) functions, I concentrate my discussion on this subject in the following sections.
4.2 Basic structure

All parallel, or so called simultaneous, or flash converters offer the fastest throughout of available A/D converters designs. All the bit choices of the converter are made at the same time. It requires \(2^n-1\) voltage-divider taps and comparators -- and a comparable amount of priority encoder logic. A scheme that gives extremely fast conversion, it requires large numbers of nearly identical components, hence it is well-suited to and really feasible in integrated circuit form. Figure 4.2 illustrates a typical block diagram [1,2,8,20].

![Flash A/D Converter Diagram](image)

Figure 4.2. flash A/D converter

When an analog input signal is presented at the input of the comparator bank, all comparators which have a reference voltage below the level of the input signal will assume a logic one output. The comparators which have their reference voltage above the input signal will have a logic zero outputs. Encoding logic then converts the comparators' outputs into a binary digital output.
4.3 2-bit flash analog to digital converter

A 2-bit flash analog to digital converter consists of one reference voltage, three comparators, three flip-flops and one priority encoder.

Figure 4.3 shows the diagram of a 2-bit flash analog to digital converter. The relationship between outputs $C_1$, $C_2$, and $C_3$ from comparators and the outputs $Z_1$ and $Z_2$ from priority encoder is shown in Table 4.1.

Figure 4.3. A high-speed 2-bit flash A/D converter
According to Table 4.1, we can derive the outputs $Z_1$ and $Z_2$ from priority encoder as follows:

$$Z_2 = C_2$$

$$Z_1 = C_3 + C_1 C_2$$
4.4 3-bit flash analog to digital converter

A 3-bit flash analog to digital converter consists of one reference voltage, seven comparators, seven flip-flops and one priority encoder.

Figure 4.4 shows the diagram of a 3-bit flash analog to digital converter. The relationship between outputs $C_1$, $C_2$, $C_3$, $C_4$, $C_5$, $C_6$, and $C_7$ from comparators and the outputs $Z_1$, $Z_2$, and $Z_3$ from priority encoder is shown in Table 4.2.

Figure 4.4. A high-speed 3-bit flash A/D converter
Table 4.2. Truth table of a 3-bit flash A/D converter

According to Table 4.2, we can derive the outputs $Z_1$, $Z_2$, and $Z_3$ from priority encoder as follows:

$Z_3 = C_4$

$Z_2 = C_6+C_2C_4'$

$Z_1 = C_7+C_5C_6'+C_5C_4'+C_1C_2'$
4.5 4-bit flash Analog to digital converter

A 4-bit flash analog to digital converter consists of one reference voltage, fifteen comparators, fifteen flip-flops and one priority encoder.

Figure 4.5 shows the diagram of a 4-bit flash analog to digital converter. The relationship between outputs $C_1, C_2, C_3, C_4, C_5, C_6, C_7, C_8, C_9, C_{10}, C_{11}, C_{12}, C_{13}, C_{14}$, and $C_{15}$ from comparators and the outputs $Z_1, Z_2, Z_3$ and $Z_4$ from priority encoder is shown in Table 4.3.

Figure 4.5. A high-speed 4-bit flash A/D converter
### Table 4.3. Truth table of a 4-bit flash A/D converter

According to Table 4.3, we can derive the outputs $Z_1$, $Z_2$, $Z_3$, and $Z_4$ from priority encoder as follows:

- $Z_4 = C_8$
- $Z_3 = C_{12} + C_4 C_8$
- $Z_2 = C_{14} + C_{10} C_{12} + C_6 C_8 + C_2 C_4$
- $Z_1 = C_{15} + C_{13} C_{14} + C_{11} C_{12} + C_9 C_{10} + C_7 C_8 + C_5 C_6 + C_3 C_4 + C_1 C_2$
4.6 Conclusion

According to the derivations of 2-bit, 3-bit, and 4-bit flash A/D converters, we can generalize the requirements of a n-bit A/D flash converter and the outputs' Boolean functions from priority encoder.

(1) the requirements of a n-bit A/D flash converter are:

- the number of reference voltage: 1
- the number of comparators: $2^n - 1$
- the number of flip-flops: $2^n - 1$
- the number of priority encoder: 1

(2) the outputs' Boolean functions from priority encoder are:

\[
Z_n = C_{2^n/2}
\]  
[4.1]

\[
Z_{n-1} = C_{3*2^n/4} + C_{1*2^n/4} C_{2*2^n/4}
\]  
[4.2]

\[
Z_{n-2} = C_{7*2^n/8} + C_{5*2^n/8} C_{6*2^n/8} + C_{3*2^n/8} C_{4*2^n/8} + C_{1*2^n/8} C_{2*2^n/8}
\]  
[4.3]

\[
Z_{n-3} = C_{15*2^n/16} + C_{13*2^n/16} C_{14*2^n/16} + C_{11*2^n/16} C_{12*2^n/16} + C_{9*2^n/16} C_{10*2^n/16} + C_{7*2^n/16} C_{8*2^n/16} + C_{5*2^n/16} C_{6*2^n/16} + C_{3*2^n/16} C_{4*2^n/16} + C_{1*2^n/16} C_{2*2^n/16}
\]  
[4.4]
Chapter Five

Minimum Universal Synthesis of Logic Functions by Using Monotone Flash Analog to Digital Converters

5.1 Introduction

In chapter 2, I mentioned that all the outputs from comparators of a n bit flash analog to digital converter are a set of monotone increasing (decreasing) functions. Also, through the discussion of chapter 4, it is known possible to synthesize these n binary outputs from priority encoder by using the combination of outputs from $2^n-1$ comparators of a n-bit flash analog to digital converter. I concentrated the discussion only on synthesizing these outputs from priority encoder. So I want to extend the discussion more deeply about the synthesizing rules to any given function by using monotone flash analog to digital converters in this chapter.

5.2 Rule of choosing minterms or maxterms to synthesize a given function

If a logic function is given, there must be a certain number of minterms and maxterms. The following Lemmas will decide how to choose either minterms or maxterms to synthesize a logic function.

**Lemma 5.1.** For any given function of n variables, the absolute distance between the number of segment of logic one and the number of segment of logic zero should be equal to or smaller than one.

$$| \text{# of segment of 1} - \text{# of segment of 0} | \leq 1$$  \[5.1\]
IF \# of segment of 1 > \# of segment of 0, THEN

Using logic zero (maxterm) to synthesize the function.

IF \# of segment of 0 > \# of segment of 1, THEN

Using logic one (minterm) to synthesize the function.

Thus, Lemma 5.1 can be transferred into Figure 5.1.

Figure 5.1. The first rule for choosing minterms or maxterms
to synthesize a given function
Example 5.1. For a given three-variable function \( f(x_1, x_2, x_3) = \Sigma(1, 2, 6) \), the # of segment of 1 which is equal to two is less than the # of segment of 0 which is equal to three. As mentioned above, it is better to use logic one (minterm) to synthesize this function.

**Lemma 5.2.** For any given function of \( n \) variables,

IF both the first and the last bits are logic zeros, THEN

# of segment of 0 will be greater than # of segment of 1, and THEN

Using logic one (minterm) to synthesize the function.

**Lemma 5.3.** For any given function of \( n \) variables,

IF both the first and the last bits are logic ones, THEN

# of segment of 1 will be greater than # of segment of 0, and THEN

Using logic zero (maxterm) to synthesize the function.

**Lemma 5.4.** For any given function of \( n \) variables,

IF the first bit is a logic one and the last bit is a logic zero, or if the first bit is a logic zero and the last bit is a logic one, THEN

# of segment of 1 will be equal to # of segment of 0, and THEN

Using either logic one (minterm) or logic zero (maxterm) to synthesize the function.
And through Lemma 5.2 to 5.4 can be summarized as Figure 5.2.

Figure 5.2. The second rule for choosing minterms or maxterms to synthesize a given function

*Example 5.2.* For a given function $f(x_1,x_2,x_3)=\Sigma(0,3,4,5,7)$ of three variables, both the first bit and the last bit are logic ones. According to Lemma 5.3, it will be more effective to use logic zero (maxterm) to synthesize this function.
5.3 Synthesis of a logic function by using monotone flash analog to digital converters

In chapter 2, I mentioned that all the outputs from comparators of a n-bit flash analog to digital converter are a set of monotone increasing (decreasing) functions. A control line (CL) can be added to a flash analog to digital converter in order to converter it as a monotone increasing flash A/D converter or a monotone decreasing flash A/D converter. Figure 5.3 shows the diagram of a monotone flash A/D converter.

![Monotone flash A/D converter diagram](image)

**Figure 5.3.** Monotone flash A/D converter

When CL is set to 0, the converter will become a monotone increasing flash A/D converter.

When CL is set to 1, the converter will become a monotone decreasing flash A/D converter.
5.3.1 Synthesis of a logic function by using monotone increasing flash analog to
digital converters

Figure 5.4 shows an actual n-bit monotone increasing flash analog to digital
converter which is designed by using a set of monotone increasing functions. To analysis
the choice of using either logic one or logic zero to synthesize a given logic function,
Lemma 5.1 through 5.4 are applied to any given logic function. If the given function fits
to Lemma 5.2, Table 5.1a is used to synthesize the function, whereas Table 6.1b is used
to synthesize the function which fits to Lemma 5.3.

Figure 5.4. A n-bit flash analog to digital converter which is designed
by using a set of monotone increasing functions
Table 5.1. (a) Function synthesis using logic one (minterm)
(b) Function synthesis using logic zero (maxterm)

After the operation of Table 5.1a, we can get the Boolean expression of a logic function which is expressed in sum of products terms.

\[ f(x_1, x_2, \ldots, x_n) = C'_j C_{1n} + \ldots + C'_{j2} C_{12} + C'_{j1} C_{11} \]  \hspace{1cm} [5.2]

Similarly, after the operation of Table 5.1b, we can get the Boolean expression of a logic function which is expressed in product of sums terms.

\[ f(x_1, x_2, \ldots, x_n) = (C_{jn} C'_{1n}) \ldots (C_{j2} C'_{12}) (C_{j1} C'_{11}) \]  \hspace{1cm} [5.3]

It was obviously that we can synthesize any function by using either Table 5.1a or Table 5.1b. As follows, I illustrate several examples to explain how these two methods really work.
Example 5.3. Minimum synthesis of three variables function \( f(x_1, x_2, x_3) = \Sigma(2, 3, 4, 5, 6) \) by using a 3-bit monotone increasing flash analog to digital converter in Table 5.2.

Table 5.2. Minimum synthesis of \( f(x_1, x_2, x_3) = \Sigma(2, 3, 4, 5, 6) \) by using a 3-bit monotone increasing flash A/D converter

In this example, since the # of segment of 0 which is equal to two is greater than the # of segment of 1 which is equal to one and both the first and the last bits are logic zeros, we apply Table 5.1a and equation 5.2. Then we can create the truth table 5.3.

<table>
<thead>
<tr>
<th>( C_7' )</th>
<th>( C_2 )</th>
<th>( f(x_1, x_2, x_3) = C_7' C_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1 0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1 1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1 1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1 1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1 1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0 1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.3

As a result, the minimum function \( f(x_1, x_2, x_3) = C_7' C_2 \).
Example 5.4. Minimum synthesis of three variables function \( f(x_1, x_2, x_3) = \Sigma(1, 2, 6) \) by using a 3-bit monotone increasing flash analog to digital converter in Table 5.4.

![Table 5.4](image)

Table 5.4. Minimum synthesis of \( f(x_1, x_2, x_3) = \Sigma(1, 2, 6) \) by using a 3-bit monotone increasing flash A/D converter

In this example, since the # of segment of 0 which is equal to three is greater than the # of segment of 1 which is equal to two and both the first and the last bits are logic zeros, we apply Table 5.1a and equation 5.2. We can then create the truth table 5.5.

<table>
<thead>
<tr>
<th>( C_7 )</th>
<th>( C_6 )</th>
<th>( C_7'C_6 )</th>
<th>( C_3' )</th>
<th>( C_1 )</th>
<th>( C_3'C_1 )</th>
<th>( f(x_1, x_2, x_3) = C_7'C_6+C_3'C_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.5

As a result, the minimum function \( f(x_1, x_2, x_3) = C_7'C_6+C_3'C_1 \).
Example 5.5. Minimum synthesis of three variables function \( f(x_1,x_2,x_3) = \Sigma(0,1,2,6,7) \) by using a 3-bit monotone increasing flash analog to digital converter in Table 5.6.

![Table 5.6](image)

Table 5.6. Minimum synthesis of \( f(x_1,x_2,x_3) = \Sigma(0,1,2,6,7) \) by using a 3-bit monotone increasing flash A/D converter

In this example, since the # of segment of 0 which is equal to one is less than the # of segment of 1 which is equal to two and both the first and the last bits are logic ones, we apply Table 5.1b and equation 5.3. Then we can create the truth table 5.7.

![Truth Table 5.7](image)

Table 5.7

As a result, the minimum function \( f(x_1,x_2,x_3) = C_6+C_3' \).
Example 5.6. Minimum synthesis of three variables function $f(x_1, x_2, x_3) = \Sigma(0,4,5,7)$ by using a 3-bit monotone increasing flash analog to digital converter in Table 5.8.

Table 5.8. Minimum synthesis of $f(x_1, x_2, x_3) = \Sigma(0,4,5,7)$ by using a 3-bit monotone increasing flash A/D converter

In this example, since the # of segment of 0 which is equal to two is less than the # of segment of 1 which is equal to three and both the first and the last bits are logic ones, we apply Table 5.1b and equation 5.3. Then we can create the truth table 5.9.

Table 5.9

As a result, the minimum function $f(x_1, x_2, x_3) = (C_7+C_6')(C_4+C_1')$. 
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5.3.2 Synthesis of a logic function by using monotone decreasing flash analog to digital converters

Figure 5.5 shows an n-bit monotone decreasing flash analog to digital converter which is designed by using a set of monotone decreasing functions. To analysis the choice of using either logic one or logic zero to synthesize a given logic function, we apply the same strategy of section 5.3.1 to the given function. If the given function fits to Lemma 5.2, Table 5.10a is used to synthesize the function. And Table 5.10b is used to synthesize the given function which fits to Lemma 5.3.

Figure 5.5. A n-bit flash analog to digital converter which is designed by using a set of monotone decreasing functions
Table 5.10. (a) Function synthesis using logic one (minterm)
(b) Function synthesis using logic zero (maxterm)

After the operation of Table 5.10a, we can get the Boolean expression of a logic
function which is expressed in sum of products terms.

\[ f(x_1, x_2, \ldots, x_n) = C_{j_1}C_{1_1} + \ldots + C_{j_2}C_{1_2} + C_{j_1}C_{1_1} \]  \[ [5.4] \]

Similarly, after the operation of Table 5.10b, we can get the Boolean expression
of a logic function which is expressed in product of sums terms.

\[ f(x_1, x_2, \ldots, x_n) = (C_{j_1}C_{1_1}) \ldots (C_{j_2}C_{1_2}) (C_{j_1}C_{1_1}) \]  \[ [5.5] \]

It was obviously that we can synthesize any function by using either Table 5.10a
or Table 5.10b. As follows, I illustrate two examples to explain how these two methods
really work.
Example 5.7. Minimum synthesis of three variables function $f(x_1, x_2, x_3) = \Sigma(1, 2, 6)$ by using a 3-bit monotone decreasing flash analog to digital converter in Table 5.11.

![Diagram of Table 5.11](image)

Table 5.11. Minimum synthesis of $f(x_1, x_2, x_3) = \Sigma(1, 2, 6)$ by using a 3-bit monotone decreasing flash A/D converter

In this example, since the # of segment of 0 which is equal to three is larger than the # of segment of 1 which is equal to two and both the first and the last bits are logic zeros, we apply Table 5.10a and equation 5.4. Then we can create the truth table 5.12.

<table>
<thead>
<tr>
<th>$C_7$</th>
<th>$C_6'$</th>
<th>$C_7C_6'$</th>
<th>$C_3$</th>
<th>$C_1'$</th>
<th>$C_3C_1'$</th>
<th>$f(x_1, x_2, x_3) = C_7C_6' + C_3C_1'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.12

As a result, the minimum function $f(x_1, x_2, x_3) = C_7C_6' + C_3C_1'$.
**Example 5.8.** Minimum synthesis of three variables function \( f(x_1, x_2, x_3) = \Sigma(0,4,5,7) \) by using a 3-bit monotone decreasing flash analog to digital converter in Table 5.13.

![Diagram](image)

Table 5.13. Minimum synthesis of \( f(x_1, x_2, x_3) = \Sigma(0,4,5,7) \) by using a 3-bit monotone decreasing flash A/D converter

In this example, since the # of segment of 0 which is equal to two is less than the # of segment of 1 which is equal to three and both the first and the last bits are logic ones, we apply Table 5.10b and equation 5.5. Then we can create the truth table 5.14.

<table>
<thead>
<tr>
<th>( C_7' )</th>
<th>( C_6 )</th>
<th>( C_7' + C_6 )</th>
<th>( C_4' )</th>
<th>( C_1 )</th>
<th>( C_4' + C_1 )</th>
<th>( f(x_1, x_2, x_3) = (C_7' + C_6)(C_4' + C_1) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.14

As a result, the minimum function \( f(x_1, x_2, x_3) = (C_7' + C_6)(C_4' + C_1) \).
5.4 Conclusion

After the above illustrations, we can synthesize any given function by using either monotone increasing flash A/D converters or monotone decreasing flash A/D converters. The rules of how to synthesize a given function are also presented and illustrated by examples. It can be applied usefully to logic design, computer design, and other related areas.
Chapter Six

Fuzzy Classification

6.1 Introduction

After the discussion of fuzzy threshold functions, fuzzy monotone functions, and fuzzy unate functions, there are many results that can be generalized and we can find some relationships from these results. Furthermore, if a function is given, I try to classify this function that should be belonged to which special logic function.

The grade of membership function $\mu$ is normalized in the interval $[0, 1]$ and it is set to be 1 if the function is a specific special logic function. So general speaking, when we have many special logic functions and want to classify them, the larger grade of membership function $\mu$, the stronger connection to the class function. Therefore, the classification is based upon fuzzy sets theory and I restrict that there are only four fuzzy special logic functions when I investigate the classification procedure, they are fuzzy threshold functions, fuzzy monotone increasing functions, fuzzy monotone decreasing functions, and fuzzy unate functions. After the discussion, readers will find that the classification procedure can be usefully applied to any other special logic functions.
6.2 Generalization

First of all, I summarize some important results of fuzzy threshold functions, fuzzy monotone functions, and fuzzy unate functions which I have already discussed in chapter 1, 2 and 3. According to these results, the relationships among them can be found and a procedure for fuzzy classification can be generalized.

6.2.1 Fuzzy threshold functions

<table>
<thead>
<tr>
<th>No. of variables</th>
<th>No. of most inseparable functions</th>
<th>$C_{\text{max}}$</th>
<th>$\rho_n = 1/C_{\text{max}}$</th>
<th>membership function</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>$\mu_T = 1-C$</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1/2</td>
<td>$\mu_T = 1-(C/2)$</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>7</td>
<td>1/7</td>
<td>$\mu_T = 1-(C/7)$</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>15</td>
<td>1/15</td>
<td>$\mu_T = 1-(C/15)$</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>31</td>
<td>1/31</td>
<td>$\mu_T = 1-(C/31)$</td>
</tr>
<tr>
<td>$n$</td>
<td>2</td>
<td>$2^{n-1}-1$</td>
<td>$1/(2^{n-1}-1)$</td>
<td>$\mu_T = 1-(C/(2^{n-1}-1))$</td>
</tr>
</tbody>
</table>

Table 6.1. Summary of fuzzy threshold functions

**THEOREM 6.1.** For all member of variables, the number of most inseparable functions are always equal to 2. They are odd function and even function.
**Theorem 6.2.** f is a threshold function if and only if \( f' \) is a threshold function. So it can be generalized to fuzzy threshold function. For all function of \( n \) variables, the minimum number of minterms change of function \( f \) is equal to the minimum number of minterms change of complemented function \( f' \). And so as to the grade of membership function \( \mu_T \).

\[
C(f) = C(f') \quad [6.1]
\]

\[
\mu_T(f) = \mu_T(f') \quad [6.2]
\]

### 6.2.2 Fuzzy monotone functions

<table>
<thead>
<tr>
<th>No. of variables</th>
<th>No. of most variation functions</th>
<th>( C_{\text{max}} )</th>
<th>( \rho_n = 1/C_{\text{max}} )</th>
<th>membership function</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>( \mu_M = 1-(C/2) )</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>4</td>
<td>1/4</td>
<td>( \mu_M = 1-(C/4) )</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>8</td>
<td>1/8</td>
<td>( \mu_M = 1-(C/8) )</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>16</td>
<td>1/16</td>
<td>( \mu_M = 1-(C/16) )</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>32</td>
<td>1/32</td>
<td>( \mu_M = 1-(C/32) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( 2^n-1 )</td>
<td>1/2^{n-1}</td>
<td>( \mu_M = 1-C/2^{n-1} )</td>
</tr>
</tbody>
</table>

Table 6.2. Summary of fuzzy monotone functions
THEOREM 6.3. For all member of variables, the number of most variation functions are always equal to 2.

THEOREM 6.4. For all function f of n variables, if all the minterms are logic zeros or logic ones, then the function f is a monotone increasing function as well as a monotone decreasing function.

THEOREM 6.5. For all function of n variables, f is a monotone increasing function if and only if f' is a monotone decreasing function.

6.2.3 Fuzzy unate functions

<table>
<thead>
<tr>
<th>No. of variables</th>
<th>No. of most non-unate functions</th>
<th>$C_{\text{max}}$</th>
<th>$\rho_n = 1/C_{\text{max}}$</th>
<th>membership function</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>$\mu_0 = 1-C$</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>$1/2$</td>
<td>$\mu_0 = 1-(C/2)$</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>7</td>
<td>$1/7$</td>
<td>$\mu_0 = 1-(C/7)$</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>15</td>
<td>$1/15$</td>
<td>$\mu_0 = 1-(C/15)$</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>31</td>
<td>$1/31$</td>
<td>$\mu_0 = 1-(C/31)$</td>
</tr>
<tr>
<td>n</td>
<td>2</td>
<td>$2^{n-1}-1$</td>
<td>$1/(2^{n-1}-1)$</td>
<td>$\mu_0 = 1-C/(2^{n-1}-1)$</td>
</tr>
</tbody>
</table>

Table 6.3. Summary of fuzzy unate functions

THEOREM 6.6. For all member of variables, the number of most non-unate functions are always equal to 2. They are odd function and even
THEOREM 6.7. f is a unate function if and only if \( f' \) is a unate function. So for all functions of \( n \) variables, the minimum number of minterms change of function \( f \) is equal to the minimum number of minterms change of complemented function \( f' \). And so as to the grade of membership function \( \mu_U \).

\[
C(f) = C(f') \quad [6.3]
\]

\[
\mu_U(f) = \mu_U(f') \quad [6.4]
\]

From the summaries of fuzzy special logic functions, I conclude the following theorems.

THEOREM 6.8. The number of most inseparable functions, most variation functions, and most non-unate functions are all equal to 2. In particular, the two most inseparable functions are as same as the two most non-unate functions. They are all odd function and even function.

Since that, the algorithms of fuzzy threshold functions and fuzzy unate functions for generating these two functions are the same.

THEOREM 6.9. For any function of \( n \) variables, the maximum number of minterms change \( C \) of fuzzy threshold functions is the same as the value of fuzzy unate functions.
6.3 Relationships

After the generalization, we can find some relationships among threshold functions, monotone increasing functions, monotone decreasing functions, and unate functions.

**THEOREM 6.10.** [21] All threshold functions are unate functions. Therefore, all non-unate functions are inseparable functions. But, unate functions are not necessarily threshold functions.

This theorem can be drawn as Figure 6.1.

![Figure 6.1. The relationship between threshold functions and unate functions](image)

**Example 6.1.** $f_1(x_1,x_2,x_3) = x_1+x_2x_3$ and $f_2(x_1,x_2,x_3) = x_1’x_2’+x_3’$ are unate functions but not threshold functions.

**Example 6.2.** $f_3(x_1,x_2,x_3) = x_1x_2+x_1’x_2’$ and $f_4(x_1,x_2,x_3) = x_1x_2’+x_2x_3$

They are not unate functions and therefore they are not threshold functions.
Example 6.3. \( f_5(x_1, x_2, x_3, x_4) = x_1 x_2 + x_3 x_4 \)

is a unate function but not a threshold function.

From theorem 6.10, it can be applied to fuzzy threshold functions and fuzzy unate functions and get theorem 6.11.

**THEOREM 6.11.** For all functions \( f \) of \( n \) variables, the grade of membership function \( \mu_U \) of a fuzzy unate function is always larger than the grade of membership function \( \mu_T \) of a fuzzy threshold function.

\[
\mu_U \geq \mu_T \quad \text{[6.5]}
\]

**THEOREM 6.12.** [15] All unate functions are mixed monotone functions -- monotone increasing functions and monotone decreasing functions, and vice versa.

Figure 6.2. The relationship between unate functions and monotone functions
Theorem 6.12 can be applied to fuzzy unate functions and fuzzy monotone functions and we can get theorem 6.13.

**THEOREM 6.13.** For all functions $f$ of $n$ variables, the grade of membership function $\mu_U$ of a fuzzy unate function is always larger than the grade of membership function $\mu_M$ of a fuzzy monotone function.

\[ \mu_U(f) \geq \mu_{MINC}(f) \quad [6.6] \]

\[ \mu_U(f) \geq \mu_{MDEC}(f) \quad [6.7] \]

**THEOREM 6.14.** For all functions $f$ of $n$ variables, then the minimum number of minterms change in order to convert $f$ to be a monotone increasing function ($f_{MINC}$) is equal to the minimum number of minterms change in order to convert $f'$ to be a monotone decreasing function ($f'_{MDEC}$).

\[ C_{MINC}(f(x_1, x_2, \ldots, x_n)) = C_{MDEC}(f'(x_1, x_2, \ldots, x_n)) \quad [6.8] \]

\[ C_{MDEC}(f(x_1, x_2, \ldots, x_n)) = C_{MINC}(f'(x_1, x_2, \ldots, x_n)) \quad [6.9] \]

**THEOREM 6.15.** For all functions $f$ of $n$ variables, then the grade of membership function $\mu_{MINC}$ of a fuzzy monotone increasing function $f$ is equal to the grade of membership function $\mu_{MDEC}$ of a fuzzy monotone decreasing function $f'$.
\[ \mu_{\text{MINC}}(f(x_1, x_2, \ldots, x_n)) = \mu_{\text{MDEC}}(f'(x_1, x_2, \ldots, x_n)) \]  

[6.10]

\[ \mu_{\text{MDEC}}(f(x_1, x_2, \ldots, x_n)) = \mu_{\text{MINC}}(f'(x_1, x_2, \ldots, x_n)) \]  

[6.11]

6.4 Classification

After the discussion of relationships of fuzzy threshold function, fuzzy monotone functions, and fuzzy unate functions, I wrote down a classification procedure in order to decide a function should be classified to which class function. Although there are many special logic functions, I restricted that I only classify four special function: fuzzy threshold functions, fuzzy monotone increasing functions, fuzzy decreasing functions, and fuzzy monotone functions in the topic.

Figure 6.3. The concept of fuzzy classification
When a function \( f \) is being classified, I set a classification vector (CV) which includes all the grade of membership functions and set a threshold \( \theta \) by user to decide whether this function should be classified or not.

\[
CV = \max \{ \mu_T, \mu_U, \mu_M \}_\theta
\]  

[6.12]

A procedure for classifying fuzzy special logic functions

**Step 1.** A threshold \( \theta \) is provided by the user where \( 0 \leq \theta \leq 1 \).

**Step 2.** For a function \( f \), the grade of membership functions \( \mu_T, \mu_U, \mu_{MINC}, \) and \( \mu_{MDEC} \) are computed.

**Step 3.** IF \( \max \{ \mu_T, \mu_U, \mu_{MINC}, \mu_{MDEC} \} < \theta \), THEN

\( f \) is not being classified.

**Step 4.** IF \( \max \{ \mu_T, \mu_U, \mu_{MINC}, \mu_{MDEC} \} \geq \theta \) and the maximum value is unique, THEN

\( f \) is classified to the class function corresponding to the maximum value.

**Step 5.** IF \( \max \{ \mu_T, \mu_U, \mu_{MINC}, \mu_{MDEC} \} \geq \theta \) and there are more than one maximum value,

THEN

Either a priority list among these classes is provided by the user or all maxima classes are outputs.
Example 6.4. For a three-variable function $f_2(x_1, x_2, x_3) = x_1 + x_2'x_3$

Step 1. To set a threshold $\theta$ which equals to 0.5. If $\max\{\mu_T, \mu_U, \mu_{M\text{INC}}, \mu_{M\text{DEC}}\} < 0.5$, we decide not to classify this function. But if $\max\{\mu_T, \mu_U, \mu_{M\text{INC}}, \mu_{M\text{DEC}}\} \geq 0.5$, we decide to classify this function.

Step 2. To calculate the grade of membership functions $\mu_T$, $\mu_U$, $\mu_{M\text{INC}}$, and $\mu_{M\text{DEC}}$.

It is a threshold function and the grade of membership function $\mu_T$ is equal to 1. It is also a unate function and the grade of membership function $\mu_U$ is equal to 1.

But it is neither a monotone increasing function nor monotone decreasing function.

If we want to convert $f_2(x_1, x_2, x_3) = \Sigma(1,3,4,5,7)$ into a monotone increasing function $f_{M\text{INC}}(x_1, x_2, x_3)$, then it becomes as $f_{M\text{INC}}(x_1, x_2, x_3) = \Sigma(3,4,5,6,7)$ and the number of minterms changes $C(f(x_1, x_2, x_3)) = 2$. So $\mu_{M\text{INC}} = (2/4) = 0.5$. If we want to convert $f_2(x_1, x_2, x_3) = \Sigma(1,3,4,5,7)$ into a monotone decreasing function $f_{M\text{DEC}}(x_1, x_2, x_3)$, then it becomes as $f_{M\text{DEC}}(x_1, x_2, x_3) = \Sigma(0,1,2,3,4,5)$ and $C(f(x_1, x_2, x_3)) = 3$. So the grade of membership function $\mu_{M\text{DEC}} = (3/4) = 0.75$.

Step 3. To decide the function should be classified to which class function.

Now $\max\{\mu_T, \mu_U, \mu_{M\text{INC}}, \mu_{M\text{DEC}}\} = \max\{1,1,0.5,0.75\} = 1 \geq 0.5$. According to step 5 of the algorithm, we have the following two possible results.

1. All the maxima classes are outputs. So this function is a fuzzy threshold function and it also is a fuzzy unate function.

2. According to theorem 6.11, we can say that a fuzzy threshold function is superior to a fuzzy unate function. As a result, we classify this function as a fuzzy threshold function.
6.5 Conclusion

Fuzzy threshold functions, fuzzy monotone functions, and fuzzy monotone functions are discussed and summarized. Using fuzzy logic theory to classify a function is discussed and a procedure for classifying fuzzy special logic functions is also presented. Although I only discuss four fuzzy special logic functions here, this procedure is useful to extend to all fuzzy special logic functions. And since the threshold $\theta$ is decided by user, the classification becomes more flexible.
Chapter Seven

Recommendations

(1) It is essential to apply fuzzy logic to the other special logic functions.

(2) It is necessary to investigate these four fuzzy special logic functions with don’t-care conditions.

(3) It is worthwhile to identify each group of fuzzy special logic function by its distance (the minimum minterms change) to full membership functions.

(4) Since all the logic functions can be represented by fuzzy special logic functions, the results of these four fuzzy special logic functions may be applied to pattern recognition.
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