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ABSTRACT OF THE DISSERTATION

ENERGY-AWARE FAULT-TOLERANT SCHEDULING FOR HARD REAL-TIME SYSTEMS

by

Qiushi Han

Florida International University, 2015

Miami, Florida

Professor Gang Quan, Major Professor

Over the past several decades, we have experienced tremendous growth of real-time systems in both scale and complexity. This progress is made possible largely due to advancements in semiconductor technology that have enabled the continuous scaling and massive integration of transistors on a single chip. In the meantime, however, the relentless transistor scaling and integration have dramatically increased the power consumption and degraded the system reliability substantially. Traditional real-time scheduling techniques with the sole emphasis on guaranteeing timing constraints have become insufficient.

In this research, we studied the problem of how to develop advanced scheduling methods on hard real-time systems that are subject to multiple design constraints, in particular, timing, energy consumption, and reliability constraints. To this end, we first investigated the energy minimization problem with fault-tolerance requirements for dynamic-priority based hard real-time tasks on a single-core processor. Three scheduling algorithms have been developed to judiciously make tradeoffs between fault tolerance and energy reduction since both design objectives usually conflict with each other. We then shifted our research focus from single-core platforms to multi-core platforms as the latter are becoming mainstream. Specifically, we launched our research in fault-tolerant multi-core scheduling for fixed-priority tasks.
as fixed-priority scheduling is one of the most commonly used schemes in the industry today. For such systems, we developed several checkpointing-based partitioning strategies with the joint consideration of fault tolerance and energy minimization. At last, we exploited the implicit relations between real-time tasks in order to judiciously make partitioning decisions with the aim of improving system schedulability.

According to the simulation results, our design strategies have been shown to be very promising for emerging systems and applications where timeliness, fault-tolerance, and energy reduction need to be simultaneously addressed.
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CHAPTER 1
INTRODUCTION

For the past several decades, we have experienced tremendous growth of real-time systems and applications largely due to the remarkable advancements of IC technology. From simple electronic devices such as cell phones, to large and complex systems such as ICU patient monitoring systems, Unmanned Aerial Vehicles (UAV), industry controls, etc, real-time systems have become indispensable to our personal and social lives. However, as transistor scaling and massive integration continue, the dramatically increased power/energy consumption and degraded reliability of IC chips have posed significant challenges to the design of real-time systems. Power/energy management on computing systems has already been one of the primary concerns in both academia and industry for several decades [19, 37]. At the same time, the impacts of system failures become more and more substantial, ranging from personal inconvenience, disruption of our daily lives, to some catastrophic consequences such as huge financial loss. For example, Knight Capital lost an estimated of $400 million and almost fell to the edge of bankruptcy due to a computer glitch in less than one hour in 2013. Conceivably, guaranteeing the reliability of computing systems has also been raised to a first-class design concern. Left unchecked, the high power/energy consumption and deteriorating reliability of IC chips will handicap the availability of future generations of real-time computing systems.

Our research focuses on studying and developing effective and efficient resource-management schemes that address the constraints of power consumption and reliability in the design of real-time systems. In what follows, we first introduce the basics of real-time systems. We then discuss the opportunities and challenges associated with the design of real-time systems with power consumption and relia-
bility constraints. Next, we introduce the contributions of our research for energy minimization and reliability enhancement. We also discuss the organization of the dissertation at the end of this chapter.

1.1 Real-time systems

Real-time systems refer to computing systems that are subject to “real-time” constraints where the correctness of an output depends on not only its logic correctness but when the output is produced. The requirement of real-time capability is pervasive in embedded systems, which account for a large portion of modern computing systems. According to a study in [3], the embedded system market was valued at $121 billion in 2011, and is predicted to reach $194 billion by 2018. As shown in Figure 1.1, more than half (61%) of all the embedded systems are equipped with real-time capability. This feature is manifested by associating tasks (workloads) with deadlines in such systems.

In general, real-time systems can be broadly classified into two types, i.e. hard real-time systems and soft real-time systems, according to consequences of missing a
deadline. Hard real-time systems have very stringent timing constraints. Deadline misses in such systems can potentially lead to catastrophic consequences such as an automatic train fails to stop in time. On the contrary, soft real-time systems can tolerate certain deadline misses, with degraded quality of service (Qos) of a system [105]. Examples of such systems include media streaming in distributed systems and non-mission-critical tasks in control systems. In this research, we focus on hard real-time systems as such systems are safety-critical in nature and therefore, demand higher reliability.

In order to guarantee the timeliness of hard real-time embedded systems, real-time scheduling that determines the order of real-time task executions and manages the resource allocations has been extensively studied in the literature over the past several decades. [87, 105, 24]. The research on real-time scheduling can be categorized along different dimensions, such as static/dynamic, periodic/aperiodic, priority driven/non-priority driven and single-core processor/multi-core processor, and many scheduling algorithms have been introduced. For example, for a set of periodic real-time tasks executed on a single-core processor, Rate Monotonic Scheduling (RMS) and Earliest Deadline First (EDF) scheduling have been identified as the optimal scheduling policies for static and dynamic priority based scheduling algorithms, respectively [86].

While there has been significant real-time scheduling research based on single-core platforms, there are growing interests in studying the real-time scheduling problem on multi-core platforms. Nowadays, there is an increasing number of real-time embedded systems that are adopting multi-core processors as the underlying architecture for higher performance, reliability, and overall greater flexibility of operations [84]. To keep pace with the demands for increasing processor performance, silicon vendors no longer concentrate wholly on increasing the clock frequency of
a single-core platform, as this approach leads to excessive power consumption and heat dissipation [7]. Instead, multi-core platforms have attracted more attention and become mainstream in the industrial market. Since 2007, many chip manufactures, e.g. AMD and Intel, have been releasing their new multi-core chips into the market with increasing number of cores, e.g Intel Xeon Series [69]. The demand of multi-core processors for various real-time embedded systems is illustrated in Figure 1.2 [2]. Since 2012, there has been an annual increase of 40% in the number of delivered multi-core processors. As computing paradigms shift towards multi-core processors, there is a growing need to develop appropriate multi-core real-time scheduling algorithms to efficiently utilize system resources in order to guarantee timing constraints for hard real-time systems.

The real-time scheduling problem on multi-core platforms is a challenging one. Different from real-time scheduling on single-core platforms, multi-core real-time scheduling needs to decide not only when but where to execute real-time tasks. The real-time scheduling on multi-core systems with only the timing constraints has been identified as a NP-hard problem [105].

In addition, as transistor miniaturization and mass transistor integration continue, they present unprecedented challenges to researchers, i.e. soaring power con-
sumption and significantly degraded reliability of modern processors, which makes the real-time scheduling problem even harder to study. In the following sections, we discuss these challenges in details.

1.2 Power/Energy management in real-time systems

Energy consumption has emerged as a critical design concern for computing systems. Following Moore’s Law as illustrated in Figure 1.3, the number of transistors being integrated into a single chip approximately doubles every two years to keep providing desirable processor performance.

![Microprocessor Transistor Counts 1971-2011 & Moore’s Law](image)

*Figure 1.3: Transistor count from 1971-2011 [125]*
However, one consequence of such progress is high power dissipation, which decreases the lifetime of battery-powered real-time systems, e.g. mobile phones, medical devices, [109, 129]. On the other hand, high power consumption dramatically increase the maintenance cost of large-scale computing systems such as data centers and server farms. As shown in Figure 1.4, the energy consumption of these systems has dramatically increased over the past few years and is predicted to keep increasing in the foreseeable future [36]. Even worse, the soaring power consumption has resulted in an ever-increasing chip temperature which adversely affects the performance, reliability, and packaging and cooling cost [66].

Figure 1.4: Power consumption for portable and stationary devices

Therefore, it is imperative to develop efficient and effective power/energy management techniques for real-time systems while satisfying the timing constraints. For the past two decades, extensive power management techniques (e.g. [20, 21, 50]) have been developed on energy minimization for real-time systems. Among these
techniques, dynamic voltage and frequency scaling (DVFS) is one of the most popular and widely deployed schemes. Most modern processors, if not all, are equipped with DVFS capabilities, such as Intel Xeon [69] and AMD G-series [5]. DVFS dynamically adjusts the supply voltage and working frequency of a processing core to reduce power consumption at the cost of extended circuit delay. Although there are a number of works in the literature that are focused on guaranteeing timing constraints while minimizing energy consumption for real-time systems [91, 102, 103, 74], they do not explicitly take system reliability into consideration, which makes them insufficient for systems that require both energy efficiency and high reliability.

1.3 Fault tolerance/reliability in real-time systems

A system fault occurs when a delivered service deviates from the desired service. In other words, a system fails when it cannot provide the desired service [82]. Even a perfectly designed computer system can be subject to different faults and therefore fail unpredictably. As shown in [115], processor faults can be broadly classified into two categories: transient and permanent faults. Transient faults, also termed soft errors, are often caused by electromagnetic interference and cosmic ray radiations. They may cause errors in computation and corruption in data, but are not persistent. On the other hand, permanent faults, also called hard errors can cause hardware damages to processors and bring them to halt permanently. Permanent faults can be further divided into extrinsic faults and intrinsic faults. The extrinsic faults occur due to process and manufacturing defects and the intrinsic faults are those related to wear-out [115]. According to [30] and [71], transient faults occur more frequently than permanent faults.
As real-time computing systems continue to grow rapidly in both scale and complexity, maintaining high reliability becomes an increasingly challenging issue. As semiconductor technology continues to scale, computing systems become less robust. The aggressive scaling in transistor size makes transistor more vulnerable to external impacts such as electromagnetic interference and cosmic ray radiations. According to [106], the soft error rate (SER) per chip of logic circuits increased nine orders of magnitude from 600nm to 50 nm technology. As the scaling process continues, it is predicted that there will be one failure per day per computer chip when the size of transistors shrinks to 16nm as shown in Figure 1.5 [78].

Figure 1.5: Soft Error Rate, FIT: faults in time (a billion hour operation)

Moreover, as more and more transistors are integrated into a single chip (Figure 1.3), the power consumption has been increased exponentially. One immediate consequence of high power consumption is the high operating temperature, which in turn poses severe threats on system reliability. As reported in [112], the maximum temperature reached by a 65nm processor is 15 degrees Kelvin higher than that
reached by a 180nm processor, and the corresponding hard error rate is increased as much as 316%.

Faults in real-time systems that are not addressed properly in a timely fashion will lead to violations of timing constraints, which can cause catastrophic consequences if the systems are safety-critical, e.g. aircraft, nuclear power plant. Therefore, providing fault-tolerance features (the property that enables a system to continue operating properly in the event of failure(s)) to achieve high reliability is particularly sought after in such systems.

Traditional fault-tolerance techniques to deal with faults consist of two components, i.e. fault detection followed by fault recovery [123]. Examples of techniques that can detect the processor faults timely and effectively are listed below [123, 98]:

1. a fail-signal processor to send notifications to other processors when faults occur,
2. watchdog processors for concurrent control flow checking,
3. signatures that can be used for detection of hardware and software faults
4. sanity or consistence checks

To tolerate or recover from faults, many hardware/software replication techniques have been developed. For example, two task replication schemes have been proposed to support fault tolerance in multi-core systems [16].

- *Passive replication*- One or more backups of a task are assigned either to the same core or to a backup core. The backup is executed only when a fault occurs.

- *Active replication*- One or more independent active copies of a task run concurrently on different cores.
Instead of duplicating the execution of the entire program, checkpointing [131] in conjunction with backward error recovery is also a well-known fault-tolerant strategy. Checkpointing refers to the scheme that diagnoses system states after a period of time and stores a snapshot if no fault is detected. In case of a fault detection, the system rolls back to its previous correct state. Note that checkpointing is a special passive replication scheme.

Active replication schemes usually require extra system resources, e.g., processing cores, and consume more energy even under the fault-free scenarios, but they can tolerate run-time faults timely and promptly. On the contrary, passive replications are only invoked in the event of run-time failure(s), and therefore, does not consume system resources when no faults occur. However, passive replications take longer to recover from faults and put the system at risk when timing constraints are very stringent. The selection of the appropriate replication schemes for various hard real-time systems is a design decision problem and requires careful investigations. Conceivably, traditional techniques for ensuring the timing constraints for real-time systems without explicitly considering fault-tolerance requirements are becoming ineffective. It is imperative to explore advanced methodologies to ensure the timeliness in the presence of faults for real-time systems. Moreover, both fault tolerance and energy reduction are essentially achieved by exploiting system slack time, therefore they are two conflicting goals in nature. Even worse, DVFS has been shown to have adverse impacts on system reliability [107, 136, 135]. It is desirable that different constraints, i.e. timing, power, reliability, and their interplays be studied in a comprehensive and systematic way to achieve various design goals for different real-time systems. In what follows, we present our research problem in this dissertation and briefly summarize our contributions.
1.4 The research problem and our contributions

The objective of this research is to develop advanced fault-tolerant yet power efficient resource-management techniques for real-time computing systems. Researchers from both industry and academia have been studying this problem from different levels of abstraction, e.g. gate level, circuit level, architecture level, and system level. We endeavor to explore system-level methodologies and techniques in solving this problem. Specifically, we are interested in developing reliability-aware/fault-tolerant real-time scheduling to satisfy different design constants, i.e. reliability and timeliness, and in the meantime, to optimize different performance metrics such as energy consumption. To this end, we have made the following contributions.

1. First, we studied the problem of minimizing energy consumption while ensuring the timing constraints of fault-tolerant real-time tasks scheduled on a single-core platform. We developed several techniques for the co-management of energy reduction and fault tolerance. The goal is to utilize the least amount of system resources to tolerate transient faults and leave more space for energy minimization. Compared with the existing works, we found that our algorithm can achieve at least 13% energy reduction while guaranteeing that all task deadlines can be met under the worst case scenario.

2. Second, we investigated the energy minimization problem for fault-tolerant fixed-priority tasks scheduled on a multi-core platform. Real-time tasks with identical deadlines were considered. An efficient optimal checkpointing scheme was proposed for such tasks in order to minimize the overall schedule length in the presence of transient faults when they are executed on the same core. Then, we developed a novel task allocation algorithm that is based on this checkpointing scheme to judiciously make partitioning and checkpointing de-
cisions with the joint consideration of energy minimization and fault tolerance. Simulation results have shown that the proposed algorithm can outperform two related approaches by 11% and 50% in terms of energy savings, respectively.

3. Third, we further extended our research problem to more general fixed-priority tasks, i.e. tasks with arbitrary deadlines, and we explored solutions for effective checkpointing configuration and energy reduction that can tolerate transient faults with the least amount of energy consumption. A quick and accurate checkpointing algorithm was derived to determine if there exists a feasible checkpointing configuration for a set of tasks executed on the same processing core. It can achieve a speedup of two orders of magnitude over the state-of-art technique, therefore, it is more favorable to design space explorations. Moreover, we introduced a task partitioning approach in conjunction with the checkpointing algorithm to minimize energy consumption while ensuring the fault-tolerant capability of the system. The effectiveness of this approach has also been demonstrated using extensive simulations.

4. Finally, we explored the problem of mapping tasks to multi-core platforms with the focus on maximizing system schedulability in the presence of transient faults. By taking the task characteristics into consideration, we proposed a metric named “compatibility index” to measure how “compatible” a set of tasks are when they are mapped to the same core. Grouping tasks with lower compatibility index (more compatible) and assigning them to the same core are more likely to result in higher system utilization and better schedulability. We developed several techniques based on this concept, and they can at least improve the current approaches by 24% in terms of system schedulability.
1.5 Structure of the dissertation

The rest of this dissertation is organized as follows. In Chapter 2, we introduce the pertinent background to this dissertation and discuss existing works that are closely related to our research. In Chapter 3, we study the problem of fault-tolerant scheduling for dynamic-priority based real-time tasks on single-core systems to guarantee the timing constraints while minimizing the energy consumption. In Chapter 4, we focus our research on partitioning fixed-priority tasks with identical deadlines on multi-core platforms with the joint consideration of fault tolerance and energy reduction. We also propose an optimal checkpointing scheme and an efficient task allocation algorithm. In Chapter 5, we extend our research problem presented in Chapter 4 to more general fixed-priority tasks. We propose an efficient checkpointing scheme that can guarantee the schedulability of a set of real-time tasks in the presence of transient faults. A task partitioning approach to minimize energy consumption while ensuring the fault-tolerance capability of the system is presented. In Chapter 6, we investigate partitioning techniques for fixed-priority real-time tasks on multi-core platforms with a focus on maximizing system schedulability under the influence of transient faults. Finally, in Chapter 7, we conclude this dissertation and discuss possible future works.
CHAPTER 2

BACKGROUND AND RELATED WORK

In this chapter, we introduce the pertinent research background and discuss the related works. Specifically, we present some important basics on real-time scheduling, energy-efficient scheduling, fault-tolerant scheduling, and energy-efficient fault-tolerant scheduling and discuss the existing works related to these topics, respectively.

2.1 Real-time scheduling

In this section, we first introduce some preliminaries of real-time scheduling and then we review the existing works with regard to this topic.

2.1.1 Preliminaries of real-time scheduling

As explained in Chapter 1.1, a real-time system is responsible for delivering logically correct computations within the predefined deadlines. A task is defined as a set of related computations that jointly provide some system functions, and a job is an invocation of a task. The violations of task deadlines in real-time systems can potentially lead to catastrophic consequences [87, 105]. To guarantee the timing constraints, real-time scheduling that primarily determines the resource allocation and management has been widely adopted as one of the most effective techniques. In general, real-time scheduling determines when, where, and how to execute a set of real-time tasks such that all deadlines can be met and other design metrics, e.g. power consumption and reliability can be optimized.

Real-time scheduling can be classified into various categories from different perspectives. According to the stringency of task deadlines, real-time scheduling can
be categorized into hard real-time scheduling and soft real-time scheduling [28, 27]. Based on job arrival patterns, it can be classified into periodic and aperiodic [61, 110]. From the perspective of scheduling mechanisms, it can be further characterized as static or dynamic, priority driven or non-priority driven and preemptive or non-preemptive [24, 40]. Finally, real-time scheduling can be categorized as single-core and multi-core scheduling according to the underlying system architectures [57]. In the following, we discuss the real-time scheduling from several categories in details.

**Hard real-time scheduling vs. Soft real-time scheduling.**

Hard real-time scheduling focuses on providing deterministic guarantees to all task deadlines since a deadline miss may have catastrophic consequences. Typical hard real-time scheduling can be found in avionic systems, industrial control systems, etc. On the contrary, soft real-time scheduling allows a certain degree of deadline misses, where the effects on normal operations of a system will not be fatal, but degrade the delivered quality of service. In this dissertation, we focus our efforts on hard real-time scheduling.

**Periodic vs. Aperiodic.**

In a real-time system, a task can be periodic or aperiodic. Specifically, periodic tasks, as their name implies, execute on a regular basis. A periodic task can potentially generate an infinite number of jobs. The jobs/instances of the same task are released following a certain pattern where two consecutive jobs are separated by a fixed length of inter-arrival time (period). A periodic task is represented by its worst case execution time (WCET), period and relative deadline. The utilization of a periodic task is determined by the ratio of its WCET over period. According to the relationships between relative deadline and period, periodic tasks are further characterized by implicit deadline (task deadlines are equal to their periods), constrained deadline (task deadlines are less than their periods) and arbitrary deadlines.
(tasks deadlines can be arbitrary), respectively. There are a large variety of real-
times systems that are concerned with real-time scheduling for periodic tasks, such
as the Inertial Navigation System (INS) in [76] and the Generic Avionic Platform
(GAP) in [41]. In contrast, an aperiodic task is a single invocation of computation.
The two terms, i.e. job and task, are considered equivalent in this case. An aperi-
odic task is usually characterized by its arrival time, worst case execution time and
relative deadline. For example, Anti-lock Braking System (ABS) in modern cars is
a typical system that employs aperiodic real-time scheduling.

**Static vs. Dynamic**

For static scheduling, the schedules for each task need to be determined in ad-
vance, therefore it requires prior knowledge of the characteristics of tasks. It only
incurs little runtime overhead. In contrast, dynamic scheduling calculates the sched-
ules during runtime, hence it can provide more flexibility to react to uncertainties
of task characteristics at the cost of large runtime overhead. As deterministic guar-
antees for timing constraints are of critical importance in hard real-time systems,
whether dynamic scheduling is suitable for such systems is highly debated [40].

**Priority-Driven vs. Non-Priority-Driven**

One of the critical problems in real-time scheduling is in what order should the
tasks be executed. One method is to assign tasks with different priorities, and a
higher priority task is favored over a lower priority tasks when they are competing for
system resources, e.g. CPU. Additionally, priority-driven scheduling can be further
characterized as *fixed-priority* and *dynamic-priority* scheduling according to the
priority assignment policy for real-time tasks. For fixed-priority scheduling, all the
jobs from a task share the same priority and maintain it during their lifetime. Rate
Monotonic Scheduling (RMS) [86, 44, 73, 43] is a popular fixed-priority scheduling
method for periodic real-time tasks where task priorities are directly related to the
periods. The larger the period is, the lower the priority is. It has been proven in [86] that RMS is an optimal scheduling policy for fixed-priority tasks on a single-core processor.

By comparison, instead of statically assigning priorities to real-time tasks, dynamic scheduling determines the priority for each job during runtime. Potentially, jobs from the same tasks can have various priorities. Among all dynamic scheduling techniques, Earliest Deadline First (EDF) has attracted a lot of researchers’ attention [86, 128, 57, 26] and it has been proven to be the optimal dynamic scheduling algorithm for hard real-time tasks on a single-core platform.

On the other hand, in non-priority driven scheduling, the order of task executions is determined by other criteria. For instance, Round Robin scheduling assigns a fixed amount of computation time to each task and cycles through them. The behavior of such scheduling is hard to predict. Therefore, it is not appropriate for hard real-time systems.

**Preemptive vs. Non-Preemptive:**

In preemptive scheduling, the execution of a job can be suspended (most likely by a higher priority job) and restarted later, without affecting the behavior of that job other than its completion time. On the contrary, non-preemptive scheduling does not have this feature; once a job starts executing, it continues until completion [29].

**Single-Core vs. Multi-Core**

Real-time scheduling can be categorized into single-core scheduling [86] and multi-core scheduling [105], on the basis of the underlying system architecture. Different from single-core scheduling, multi-core scheduling needs to decide not only when but where a task should be executed. Multi-core scheduling, known as a NP-hard problem [105], is more complicated than single-core scheduling.
2.1.2 Related works on real-time scheduling

The real-time scheduling has been studied for decades, and a plethora of techniques has been proposed for various task and system models.

The primary focus of real-time scheduling is to provide deterministic guarantees to timing constraints in hard real-time systems through schedulability analysis. One efficient way is to study the utilization bound (least achievable utilization) [86] of a system such that the system is deemed to be schedulable if this bound is never exceeded. For single-core platforms, there exist a number of techniques for improving the utilization bound and achieving more accurate schedulability analysis for periodic tasks scheduled under RMS policy in preemptive systems [86, 80, 81, 53, 87]. Since the utilization bound is only the sufficient condition to determine system schedulability, exact timing analysis has been conducted by [85, 83, 118] for fixed-priority preemptive scheduling of periodic real-time tasks. Similar problems have been investigated for dynamic-priority (e.g. EDF) tasks in [14, 47, 128]. All the aforementioned approaches are restricted to single-core processors.

As multi-core platforms are becoming mainstream, multi-core scheduling has attracted more and more researchers’ attention lately. Multi-core scheduling can be broadly classified into partitioned scheduling and global scheduling [40]. In partitioned multi-core scheduling, each task is allocated to a core and all of its jobs have to be executed on that core, i.e. no migration is permitted. On the contrary, in global scheduling, the jobs of a task can be executed on any available cores. A new paradigm named semi-partitioned scheduling, which is a combination of the two previous concepts and allows a certain degree of migrations, has recently emerged in multi-core scheduling [77, 45]. Further, multi-core scheduling can be classified as homogenous and heterogenous according to the characteristics of the underlying multi-core systems. In homogenous systems, all processing cores are identical in
terms of processing speed, power/thermal characteristics, and so forth. By comparison, the cores in a heterogenous system can vary widely. This feature further complicates the multi-core scheduling problem.

The multi-core scheduling essentially solves two problems, 1) task/job allocation; 2) the order of task/job execution on each core which is mostly determined by priority assignment. There are a great number of literatures targeting on these two problems.

First, the partitioning scheme is well studied, and various techniques for improving system schedulability have been proposed. For fixed-priority (e.g. RMS) periodic tasks scheduled on multi-core platforms, different allocation schemes such as traditional Bin-packing approaches, i.e. First Fit (FF), Best Fit (BF), and Worst Fit (WF) have been evaluated in [87], and how the ordering of tasks can affect the task-allocation results is investigated in [94]. Later, the characteristics of real-times tasks were exploited to develop more effective task partitioning schemes in [23, 44, 43]. For example, as shown in [44], by grouping harmonic tasks into the same core, system schedulability can be greatly enhanced. On the other hand, partitioning of dynamic-priority periodic tasks on multi-core processors is explored in [26, 13, 10]. Simple heuristics such as BF, FF, and WF have been evaluated, and extensions to (variants of) these approaches are proposed. As shown in [10], ordering tasks in decreasing utilization fashion can significantly improve system schedulability.

Second, there is also a great number of literatures on global scheduling of both fixed-priority and dynamic-priority periodic hard real-time tasks [12, 11, 40]. A new schedulability test for global scheduling of fixed-priority tasks with arbitrary deadlines on identical multi-core processors has been proposed in [12]. Later, Baruah et al. [11] proposed a new global EDF schedulability test and presented some theoretical advantages of this test.
Finally, the effects of semi-partitioning on improving system schedulability are examined in [45, 73]. By allowing a limited number of tasks to be split and assigned to different cores, the utilization bound of the system is increased, and hence the system schedulability can be improved.

All these works predominately focus on guaranteeing the timing constraints for hard real-time tasks. As discussed in Chapter 1, other design constraints, e.g. energy consumption and reliability are becoming increasingly critical in the design of real-time systems. In what follows, we introduce some important real-time scheduling techniques that explicitly account for these design constraints.

2.2 Energy-efficient real-time scheduling

In this section, we first present some preliminaries on energy-management methods in real-time systems, and then we review the existing works that are closely related to this topic.

2.2.1 Preliminaries on power consumption in real-time systems

Power consumption in computing systems mainly consists of two parts, namely dynamic power and leakage power [33]. The dynamic power is associated with the switching activities of the circuits and is also related to the supply voltage and frequency. To better understand the dependency of dynamic power consumption on these factors, the following power model is established in [33] and shown in equation (2.1).
\[ P_{\text{dyn}} = CV^2 f, \]  

(2.1)

where \( C \) is the switching capacitance, \( V \) and \( f \) are the supply voltage and frequency/speed respectively. Moreover, the frequency is usually linearly proportional to the supply voltage, i.e. \( f \propto V \).

The leakage power, also termed as static power, is mainly incurred by electronic devices attached to the capacitors, such as transistors or diodes, which conduct a small amount of current (leakage current) even when they are turned off. The leakage current is inter-dependent with the chip temperature [31]. High power consumption leads to high temperature which in turn aggravates the power situation. The leakage power is formulated as

\[ P_{\text{leak}} = N_{\text{gate}} V I_0 \left[ A T^2 e^{\frac{\alpha V + \beta}{T}} + B e^{\gamma V + \delta} \right] \]  

(2.2)

where \( T \) and \( V \) are the current temperature and supply voltage, respectively. \( N_{\text{gate}} \) is the number of gates in the circuit, and \( T_0 \) is the reference leakage current. \( A, B, \alpha, \beta, \) and \( \gamma \) are technology dependent constants [119].

Traditionally, dynamic power consumption is the dominating factor in the overall power consumption of a system. However, as the semiconductor technology enters into the sub-micro domain, leakage power is becoming increasingly important. In the following section, we present the related works on energy management.

### 2.2.2 Related works on energy management in real-time systems

Researchers in both academia and industry have resorted to various techniques to minimize energy consumption in computing systems. Among these, Dynamic
Voltage and Frequency Scaling has emerged as one the most effective system-level techniques for energy reductions [9]. DVFS scheduling reduces the supply voltage and frequency when possible, therefore, its effects on conserving energy consumption are evident according to equation (2.1 and 2.2) where supply voltage and frequency directly affect the system energy consumption. However, one consequence of applying DVFS is the extended circuit delay which may undermine the schedulability of a real-time system. As a result, a great number of techniques studying the problem of minimizing the energy consumption without jeopardizing the timing constraints on single-core platforms are proposed in the literature [9, 127, 131, 91, 102, 103, 63] for various task models. Yao et al. [127] developed a DVFS scheme for a set of aperiodic real-time tasks scheduled under EDF policy with a focus of minimizing dynamic power consumption. Similar problems for fixed-priority aperiodic/periodic real-time tasks were investigated in [91, 103]. As leakage power consumption is becoming prominent, Huang et al. [63] considered the temperate and leakage dependencies and proposed an efficient DVFS scheme to minimize the overall energy consumption while guaranteeing the timing constraints of a real-time system.

For multi-core systems, various techniques [15, 19, 18, 4], which exploit DVFS scheduling to minimize dynamic energy consumption, have also been developed. For example, AlEnawy et al. [4] studied the combination of task partitioning and DVFS scheme for real-time periodic tasks scheduled under RMS policy on homogeneous multi-core platforms. A constant speed was determined for each core under a given partition result. They have shown that WF dominates other traditional bin-packing techniques in terms of dynamic energy saving. Different from single-core platforms, to judiciously minimize the overall system energy consumption with the consideration of temperature and leakage dependencies is extremely difficult. Therefore, pessimistic approximations of leakage power consumption using constant
values are adopted by many researchers, and various DVFS-based heuristics are proposed in [62, 116, 68, 46]. However, these fault-oblivious approaches are becoming insufficient due to the fact that the reliability of computing systems are severely degraded. It is desirable to develop efficient and effective approaches that can provide the fault-tolerance feature. Next, we introduce the concept of fault-tolerance and elaborate on the existing works that are closely related to our research.

2.3 Fault-tolerant real-time scheduling

For a fault-tolerant system, fault detections accompanied by fault recoveries are usually required. Different software- and hardware- based fault-detection techniques have been developed, such as watchdog processors and sanity checks [98]. As for fault recovery, either space or time redundancy/backup is needed. Specifically, there are two major backup policies, namely active backup and passive backup. Under active-backup scheme, each task is replicated a number of times on different processing cores, and all the copies run concurrently. Run-time failures can be countered promptly and effectively, but extra system resources are consumed even under fault-free scenarios. By comparison, if a task is passively replicated, the backup copies can be assigned either to the same core or different cores, and they are only invoked when run-time faults are detected. This scheme can save system resources when the system is fault-free, however, it takes more time to recover from faults (a fault detected at the end of a job requires a re-execution of the entire job). A special case of passive backup that worths mentioning is checkpointing, where the status of a system is checked on a regular basis, and a checkpoint is inserted if no fault is detected or otherwise rollback to the latest saved checkpoint. Checkpointing has
been shown to be very effective in reducing the recovery overhead at the cost of delaying the normal execution of a task/job, i.e. inserting checkpoints [130, 56].

In recent years, extensive studies have been done in improving the reliability of real-time systems through fault-tolerance, and many interesting techniques have been proposed. We categorize these work into the following categories: energy-oblivious fault-tolerant techniques and energy-aware fault-tolerant techniques.

2.3.1 Energy-oblivious fault-tolerant techniques

First, we discuss several advanced fault-tolerant techniques that are very effective in guaranteeing the schedulability of hard real-time systems in the present of faults, but they do not explicitly account for energy-consumption constraints. In what follows, we elaborate on energy-oblivious fault-tolerant techniques with regard to hard errors and soft errors, respectively.

A hard error occurs when a processing core loses its capability of computation permanently. Due to the nature of hard errors, to be able to maintain the schedulability of a system, the target platforms have to be multi-core systems. Many different replication methods were explored to make tradeoffs between fault tolerance and system resource usage, e.g. the number of cores required for a feasible schedule.

Bertossi et al. [16] proposed a fault-tolerant scheduling for periodic task sets. Both active and passive backups can be used. The objective is to reduce the number of cores required. However, only one permanent fault can be tolerated. For more general fault scenarios, Chen et al. [34] introduced several replication schemes to tolerate a fixed number of faults for periodic real-time tasks on homogenous multicore systems. Two problems are studied in the paper. One is to minimize the
maximum utilization in a system with a specified number of precessing cores. The other is to minimize the number of cores required for deriving a feasible schedule. In that work, only active backups are considered. Later on, two heuristics referred to R-BFD (Reliable Best-Fit Decreasing) and R-BATCH (Reliable Bin-packing Algorithm for Tasks with Cold standby and Hot standby) were introduced in [79]. The Cold standby and Hot standby are in fact the active backup and passive backup, respectively. The main idea is to reduce the number of required cores by utilizing the passive backups to the greatest extend.

Additionally, there have been significant research efforts on dealing with the soft errors. As mentioned before, soft errors occur more frequently than hard errors in modern computing systems. While soft errors can occur in both single-core and multi-core platforms, a majority of current researches are focused on single-core platforms [52, 39, 8, 89, 131] and only a few on multi-core platforms.

Han et al. [52] proposed a combined primary and backup scheme to tolerate at least one transient fault. The backup is assumed to be fault-free and of lower quality yield. The timing constraint is guaranteed by scheduling the backups with higher priority at the cost of quality loss. To study the schedulability under more general fault models, schedulability analysis for fixed-priority systems was extended to take fault recoveries into account [39]. In [131], the schedulability analysis for fixed-priority tasks with checkpoints was investigated, and an effective checkpointing scheme was proposed. Subsequently in [8], a dynamic programming approach was proposed to evaluate the feasibility of aperiodic task sets under preemptive Earliest Deadline First (EDF) scheduling given a fault-tolerance constraint, i.e maximum K-fault.

For multi-core systems, Pop et al. [96] proposed a more comprehensive approach to the synthesis of fault tolerant schedule for applications on heterogeneous
distributed systems. They used the combination of checkpointing and active replication to deal with the fault-tolerance problem. A meta-heuristic (Tabu search) was constructed to decide the fault-tolerance policy, the placement of checkpoints, and the mapping of tasks to processing cores with the aim of minimizing the overall schedule length. Similar analysis was conducted in [64] where only the passive-backup scheme was employed. In [108], a process-level redundancy was exploited to tolerate transient faults where fault detection, coverage, and tolerance were carefully studied on a practical platform.

All these works are either computationally inhibitive (meta-heuristic based approaches) or limited by optimistic simplifications in terms of task or fault model. Moreover, they do not consider energy consumption as a design constraint, which makes them insufficient for energy-constrained real-time systems.

### 2.3.2 Energy-aware fault-tolerant techniques

In this section, we present the research efforts on scheduling techniques with the joint consideration of energy efficiency and fault tolerance. To enable the system to tolerate hard errors while minimizing its energy consumption, a popular concept termed *standby sparing* [58] has been proposed in the literature. The main idea is to replicate the entire schedule on a primary core to backup core(s), and the execution of tasks on backup core(s) is delayed as much as possible. A number of techniques employing this mechanism have been developed for various task and system models [42, 58, 59, 49]. For example, Haque et al. employed the standby sparing technique on a dual-core platform where the real-time tasks on primary core are scheduled under EDF policy whereas the tasks on the backup core are scheduled according to Earliest Deadline Latest policy (a policy where the execution of a task/job is
delayed as much as possible without violating the timing constraints). Due to the fact that the probability of an error occurrence is relatively low, it can potentially save system energy consumption. Note that, these techniques can also be used to tolerant soft errors.

Since soft errors are more common in computing systems, most of researches related to fault tolerance are focusing on soft errors. In [136], Zhu et al. proposed a linear and an exponential model to capture the effects of dynamic voltage frequency scaling (DVFS) on transient fault rate. They showed that energy management through DVFS can reduce the system reliability. Based on this model, they proposed a recovery scheme to schedule an recovery for the each scaled job to compensate the reliability loss caused by DVFS in [135]. Later on, an enhanced approach was developed in [132] to further reduce energy consumption by reserving only one share recovery block and leaving more space for DVFS. In 2010, Liu et al. proposed a heuristic scheme that minimizes the energy consumption when no fault occurs and preserves feasibility under the worst case of fault occurrences, i.e. up to $K$ fault occur during an operational cycle of the system [88]. These works suffer a common drawback that all the approaches can only be applied to frame-based task sets, i.e. all tasks share the same deadline.

To guarantee the reliability of fixed-priority real-time tasks, Zhang et al.[130] introduced a combination of checkpointing and DVS scheme for tolerating faults for periodic task sets while minimizing energy consumption. The author used exhaustive search to find the optimal speed assignment, which is computationally impractical for large task set with a considerable amount of frequencies available on the processor. Melhem et al. [90] investigated the same problem for periodic task sets scheduled under EDF on a single-core processor with the restriction that there is at most one failure. Wei et al. [124] further extended the approach in [130] for
the development of combined offline and online DVFS schedules. These techniques are only applicable to single-core platforms.

For multi-core platforms, there are only a few number of techniques presented in the literature. Pop et al. [97] presented a constraint logic programming method to develop fault-tolerant DVFS schedules for real-time tasks with precedence constraints on distributed heterogeneous platforms. The task allocation is assumed to be known a priori. Considering the negative effects of DVFS on system reliability, Guo et al [48] studied the similar problem and proposed several heuristics to minimize system energy consumption while maintaining system reliability. Qi et al. [100] investigated global scheduling in conjunction with energy management, i.e. DVFS, for a set of frame-based real-time tasks running on a homogeneous multi-core system. Additionally, the standby-sparing techniques in [42, 58, 59, 49] can also address the combinatorial problem of energy minimization and fault tolerance to transient faults (reliability guarantee). However, all these techniques rely on replicating the entire execution of a task to enable the fault-tolerance capability. As shown in [90, 130], checkpointing scheme can reduce the fault-recovery overhead significantly at the cost of runtime overhead, i.e. inserting checkpoints, which may potentially improve system schedulability and leave more space for energy management. However, if not carefully studied, checkpointing may undermine system schedulability due to its run-time overhead. Therefore, the problem of how to make judicious checkpointing decisions together with other design techniques in multi-core systems, e.g. task allocation and DVFS deployment, is yet to be studied.
2.4 Summary

In this section, we present the essential pertinent of our research and review some closely related works in the literature. We first introduce the basic concepts and different types of real-time scheduling. Existing researches on real-time scheduling for various task and system models are discussed. Then, we present some preliminaries on power management in real-time system and particularly introduce an effective system-level power-management technique, i.e. DVFS. We discuss the related works on employing DVFS in real-time scheduling in details. Finally, we present the concept of fault tolerance in real-time systems and elaborate on the the related research in fault-tolerant real-time scheduling for distinct task and system models with different design emphasis, e.g. timing and power. Based on the above discussions, we can see that fault-tolerant scheduling under various constraints still poses a grand challenge for researchers. Studying the interplay of different design constraints in a comprehensive and systematic way is becoming more and more critical.

In this dissertation, the goal of our research is to develop effective and efficient scheduling methods for hard real-time systems to provide deterministic guarantees of timing constraints under transient faults and also to optimize other design objectives, e.g. power consumption and the number of required processing cores. In the following chapters, i.e. Chapter 3, 4, 5 and 6, we present our contributions on this subject. We then conclude this dissertation in Chapter 7.
We first present our research on energy-efficient fault-tolerant scheduling on single-core platforms. Specifically, in this chapter, we focus on EDF-scheduled tasks with hard real-time constraints that are subject to a fixed number of transient faults, $K$. We adopt DVFS mechanism as our power management technique. As energy reduction and fault tolerance are two conflicting goals, the challenge is how to make the tradeoff between these two objectives such that the timing constraints can be guaranteed when no more than $K$ faults occur while the system energy consumption is minimized. This is particularly important in the design of systems, such as surveillance and satellite systems, that demand both energy efficiency and fault tolerance.

In this regard, three scheduling algorithms are presented in this chapter. The first algorithm is an extension of a well-known fault oblivious low-power scheduling algorithm. The second algorithm intends to minimize the energy consumption under the fault-free situation while reserving adequate resources for recovery when faults strike. The third algorithm improves upon the first two by sharing the reserved resources and thus can achieve better energy efficiency.

The rest of this chapter is organized as follows. Section 3.1 discussed the works related to our research problem. In Section 3.2, we introduce system models and formally formulate our research problem. Our three algorithms are presented in Sections 3.3 and 3.4. Section 3.5 extends our algorithms to deal with several practical issues. Section 3.6 discusses our simulation results. Finally, we summarize this chapter in Section 3.7.
3.1 Related works

Recently, the problem to address energy conservation with reliability improvement has drawn considerable attention from many researchers.

When considering the reliability requirement, one approach is to formulate the reliability of a real-time system analytically. For example, Zhu et al. [136] formulated the reliability of a real-time system as the probability to complete executions of all tasks, with or without fault occurrences. They also proposed a linear and an exponential model to capture the effects of DVFS on transient fault rate and showed that energy management through DVFS could reduce the system reliability. Based on this model, they proposed a recovery scheme to schedule real-time tasks that can reduce energy consumption without degrading the reliability. They further proposed to reserve computing resources that can be shared by different tasks to improve the energy-saving performance [133]. These algorithms work only for frame-based real-time systems, i.e. tasks with same arrival times and deadlines. Zhao et al. [134] considered a more general real-time periodic task model. Different tasks may have different periods. For each task, its deadline is equal to its period. Algorithms were proposed to determine the processor speed and resource reservation for each task to achieve the goal of energy minimization under the task-level reliability requirement. The advantage of this approach is that the reliability can be quantified and the impacts of DVFS to reliability can also be taken into consideration. However, to precisely identify the parameters for the reliability model can be challenging, especially when faults usually occur in a burst manner [89].

Another more intuitive approach is to require that a system can still function properly as long as fault occurrences do not exceed a predefined number. For example, Zhang et al. [130] introduced a combination of checkpointing and DVFS scheme
for tolerating $K$ faults for periodic task sets while minimizing energy consumption. To guarantee the timing constraints, they incorporated the worst case fault recovery time into fixed-priority exact timing analysis to obtain the worst case response time, based on which the energy efficient schedule is determined. Melhem et al. [90] investigated the same problem for periodic task sets scheduled under EDF on a single processor, assuming $K = 1$. Wei et al. [124] further extended the approach in [130] for the development of combined offline and online DVFS schedules. Since the probability of fault occurrence can be very small, the energy saving performance of the proposed algorithm can be limited. Liu et al. [88] proposed a heuristic scheduling algorithm that minimizes the energy consumption under the fault-free scenarios and preserves feasibility under the worst case fault occurrences, i.e. up to $K$ faults occur during an operational cycle of the system. This algorithm can only be applied for frame-based real-time task sets. For frame-based real-time task sets, reserved computing resources can be readily shared by different jobs. However, if jobs have different priorities and deadlines, to share the reserved resources becomes much more challenging.

We are interested in developing scheduling techniques to minimize the energy consumption and enhance the reliability of a real-time system. In what follows, we first present the pertinent background of our research and introduce some necessary notations used throughout this chapter.

3.2 Preliminaries

In this section, we first introduce the system models and related notations. We then formulate our problem formally.
3.2.1 Real-time application model

We model a real-time system as a job set $J = \{J_1, J_2, ..., J_n\}$, where $J_i$ denotes the $i_{th}$ job in a job set and is characterized by a tuple $(a_i, c_i, d_i)$. The definition of these parameters is given in the following:

- $a_i$: the time when $J_i$ is ready for execution, referred to as arrival time;
- $c_i$: the worst case execution time of $J_i$ under $s_{\text{max}}$, where $s_{\text{max}}$ is the maximum speed that the processor supports;
- $d_i$: the absolute deadline of $J_i$.

This model is rather general and can be readily extended to other real-time models such as the general periodic task model. All jobs are considered to be independent and scheduled under preemptive EDF policy on a single processor.

3.2.2 Power and energy model

For ease of our presentation, we assume the speed/frequency (two terms are used interchangeably throughout this chapter) of a processor can be changed continuously in $[s_{\text{min}}, s_{\text{max}}]$ with $0 \leq s_{\text{min}} \leq s_{\text{max}} = 1$. Later in this chapter, we extend our algorithms to processors supporting only a set of discrete levels of processor speed.

A job is assumed to execute with only one speed. Therefore, when $J_i$ is executed under speed $s_i$, the execution time of $J_i$ becomes $\frac{c_i}{s_i}$. A speed schedule for an entire job set is denoted as $S = \{s_1, s_2, s_3, ..., s_n\}$ where $s_i$ is the speed for $J_i$.

Our system-level power model is similar to that in [133] by distinguishing the frequency-independent and frequency-dependent power components. Specifically, the overall power consumption ($P$) can be formulated as

$$P = P_{\text{ind}} + P_{\text{dep}} = P_{\text{ind}} + C_{ef} s^\alpha$$  (3.1)
where \( P_{\text{ind}} \) is the frequency-independent power, including the power consumed by off-chip devices such as main memory and external devices and constant leakage power. \( C_{\text{ef}} \) is the effective switching capacitance. \( \alpha \) is a constant usually no smaller than 2. \( P_{\text{dep}} \) is the frequency-dependent active power, including the CPU power, and any power that depends on the processing speed \( s \). Hence, the energy consumption of a job \( J_i \) running at the speed \( s_i \) can be expressed as:

\[
E_i(s_i) = (P_{\text{ind}} + C_{\text{ef}} s_i^\alpha) \cdot \frac{c_i}{s_i}
\] (3.2)

As \( E_i(s_i) \) is a convex function, the minimum system energy is achieved when \( s_i \) is as small as possible, provided it is larger than so-called critical speed \( s_c \) [136]. In this study, we assume that \( s_{\text{min}} \geq s_c \).

### 3.2.3 Fault model

We assume that the system is subject to a maximum of \( K \) transient faults (e.g., bit flips in architectural registers or timing errors in CMOS circuit). Faults usually are detected at the end of each job \( J_i \)’s execution using acceptance or sanity tests [99] and the timing and energy overhead for detection are denoted as \( TO_i \) and \( EO_i \), respectively. Furthermore, we assume that the overheads of fault detections are not subject to frequency variations. There is no assumption regarding the occurrence pattern of faults, i.e. faults can occur anywhere at any time during an operational cycle of the system, multiple faults may hit a single job. A fault is tolerated by re-executing the affected job. Therefore, the maximum recovery overhead for job \( J_i \) executing at \( s_{\text{max}} \) under a single failure, denoted as \( R_i \), is \( c_i \), or \( R_i = c_i \). When a fault happens during the execution of \( J_i \), a recovery job that of the same deadline \( d_i \) is released. The recovery jobs are subject to preemption as well.
3.2.4 Problem formulation

We formulate our problem formally as follows:

**Problem 3.2.1.** Given a real-time job set $J$ scheduled under EDF on a single processor, find a speed schedule $S$ for all the jobs in $J$ (including the recoveries) such that the processor energy consumption is minimized without any deadline miss when no more than $K$ faults occur.

3.3 Fault-tolerant speed schedule

In this section, we introduce an approach to the development of a fault tolerant DVFS schedule for a hard real-time job set to reduce the energy consumption. The algorithm is developed based on LPEDF presented in [127]. To ease the presentation of our approach, we first introduce several definitions and then reiterate briefly the general idea of LPEDF.

**Definition 3.3.1.** Given a real-time job set $J$,

- $J(I)$ denotes the set of jobs contained in the interval $I = [t_s, t_f]$, i.e. $J(I) = \{J_i | t_s \leq a_i < d_i \leq t_f\}$;
- the **workload** $W(I)$ of an interval $I = [t_s, t_f]$ is the accumulated execution time of jobs completely contained in the interval, i.e. $W(I) = \sum_{J_i \in J(I)} c_i$;
- the **intensity** of interval $I$ is defined as
  \[ s(I) = \frac{W(I)}{L(I)}, \tag{3.3} \]
  where $L(I)$ is the length of interval $I$, i.e. $L(I) = t_f - t_s$;
- the interval $I = [t_s, t_f]$ is called a **critical interval** if it has the highest intensity and $t_s$ and $t_f$ are the arrival time and the deadline of some job(s), correspondingly.
• the fault-related overhead of an interval $I$ is denoted as $W_{ft}(I) = W_r(I) + W_{TO}(I)$, where $W_r(I)$ represents the reserved workload to be used for recovery in the worst case, i.e. $W_r(I) = K \times (R_x + TO_x)$ and $x$ denotes the index of the job with the longest recovery time in $J(I)$, i.e. $J_x = \{J_i | \max(R_i + TO_i), J_i \in J(I)\}$ and $W_{TO}(I)$ denotes the overhead imposed by fault detections from regular jobs, i.e. $W_{TO}(I) = \sum_{J_i \in J(I)} \TO_i$.

Given a real-time job set $J$, LPEDF can be employed to minimize the energy consumption (assuming $s_{min} \geq s_c$) as follows [127]:

1. Step 1: Identify a critical interval $I = [t_s, t_f]$ using equation (3.3);

2. Step 2: Remove the critical interval and all jobs contained in the interval, set the speeds of all jobs in $J(I)$ to $s(I)$ and modify the arrival times and deadlines of other jobs accordingly. Specifically, let $J \leftarrow J - J(I)$; change deadline $d_i$ to $t_s$ if $d_i \in [t_s, t_f]$, or to $d_i - (t_f - t_s)$ if $d_i \geq t_f$; set $a_i$ to $t_s$ if $a_i \in [t_s, t_f]$, or to $a_i - (t_f - t_s)$ if $a_i \geq t_f$.

3. Step 3: Repeat step 1) – 2) until $J$ is empty.

To make the above LPEDF fault-tolerant, one intuitive approach (we call this approach as MLPEDF) is to take the fault recovery into consideration and increase the workload of an interval when calculating its intensity, that is, to replace $s(I)$ with $s_m(I)$, as defined in equation (3.4),

$$s_m(I) = \frac{W(I) + K \times R_x}{L(I) - W_{TO}(I) - K \times TO_x},$$  \hspace{1cm} (3.4)

where $x$ is the index of the job with longest recovery in $J(I)$ and $W_{TO}(I)$ denotes the total fault-detection overheads for regular jobs as defined in Definition 3.3.1.

We summarize the feasibility condition of an arbitrary EDF-scheduled job set on a single processor that is subject to a maximum number of $K$ transient faults in the following.
Theorem 3.3.2. [8] Given a real-time job set $\mathcal{J}$ with $K$ faults to be tolerated and $s_{\text{max}} = 1$, if for each interval $I$, we have

$$\frac{W(I) + W_{ft}(I)}{L(I)} \leq 1,$$  

(3.5)

then the job set $\mathcal{J}$ is feasible.

Note that, when a fault occurs, MPLEDF executes the recover copy of a job using a scaled processor speed. This helps to reduce the total energy consumption for both the original jobs and their recovery copies. However, this may not be energy efficient in a practical scenario when the possibility of fault occurrence is low.

An alternative approach (we call this approach as EMLPEDF), is to run the recovery backups using the maximum possible processor speed. The intensity calculation of interval $I$ can be modified correspondingly, as equation (3.6).

$$s_e(I) = \frac{W(I)}{L(I) - W_{ft}(I)}$$  

(3.6)

It can be easily verified that $s_e(I) \leq s_m(I)$ for a given interval $I$ if $W(I) + W_{ft}(I) \leq L(I)$, which always holds for a feasible schedule. The advantage of this approach is that it requires the least amount of resource reservation to guarantee the timely recovery, and thus can reduce the energy consumption under the fault-free scenario. This can be further illustrated using the following example.

Consider the simple real-time job set, shown in Table 3.1 and Figure 3.1.

<table>
<thead>
<tr>
<th></th>
<th>$a_i$</th>
<th>$c_i$</th>
<th>$d_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_1$</td>
<td>0</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>$J_2$</td>
<td>7</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>$J_3$</td>
<td>13</td>
<td>1</td>
<td>20</td>
</tr>
</tbody>
</table>

Let $\alpha = 2$, $P_{\text{ind}} = 0.02$ and $C_{\text{ef}} = 1$. For simplicity, the timing and energy overhead are considered negligible. We can calculate that the fault recovery schedule
by MLPEDF (Figure 3.1(a)) consumes less energy than that by EMLPEDF (Figure 3.1(b)), i.e. 5.41 vs. 5.56. However, the fault-free schedule by MLPEDF (Figure 3.1(c)) consumes much more energy than that by EMLPEDF (Figure 3.1(d)), i.e. 3.08 vs. 2.48 (20% more). Since the fault rate is usually very low in practice, EMLPEDF can have a much better energy saving performance than MLPEDF.

To ensure the deadlines, when removing a critical interval and updating the arrivals or deadlines of remaining jobs in each iteration (similar to each round of Step 1 and Step 2 in LPEDF), we assume that all $K$ faults will affect the longest job in the critical interval under the worst case. This assumption is rather pessimistic because each critical interval demands computing resources reserved for tolerating K faults, which may potentially cause a feasible job set infeasible. We use an example to illustrate this problem.

Consider a system with two jobs specified in Figure 3.2 and at most one fault to be tolerated. For ease of presentation, we set the overheads of fault detections to 0. According to EMLPEDF, the first critical interval is interval $[3,7]$ with intensity 1.
based on equation (3.6). After the removal of interval $[3,7]$ along with job $J_2$, $d_1$ is updated as 3 and the second critical interval is $[0,3]$ with intensity 2. We have the schedule drawn in Figure 3.2, where $I_1$ and $I_2$ denote the first and second critical interval, respectively. We can see that $s_e(I_2)$ is larger than $s_e(I_1)$ (we refer to this situation as the monotonicity violation). Moreover, $s_e(I_2)$ exceeds the highest speed available in the system ($s_{max} = 1$), so the required speed is unachievable. However, it is not hard to see that the job set is in fact feasible under constant speed 1. From the above discussion, it is clear that the energy minimization problem with fault tolerance requirement cannot be solved by simply modifying the LPEDF solution. Provisions are required during the scheduling process to ensure that the resulting schedule is valid.

To handle monotonicity violations, we observed that any critical interval that violates monotonicity must be adjacent to the critical interval found in the previous iteration. Specifically, we have the following lemma.

**Lemma 3.3.3.** Let $I_i$ and $I_{i-1}$ be two critical intervals identified by EMLPEDF from $i_{th}$ and $(i-1)_{th}$ iteration\(^1\), respectively. If $s_e(I_i) > s_e(I_{i-1})$, $I_i$ and $I_{i-1}$ are adjacent.

\(^1\)Each iteration of EMLPEDF refers to one round of the Step 1-2 in LPEDF except the intensity function is defined in equation (3.6)
Proof. When removing interval \( I_{i-1} \), the workload distribution is not changed in the intervals that have no overlap with \( I_{i-1} \). Only the intervals overlapping \( I_{i-1} \) are shortened by \( \Delta \), \( 0 < \Delta \leq L(I_{i-1}) \); therefore, they may experience an increase in intensity in the next iteration. \( \square \)

As implied in the proof of Lemma 3.3.3, a monotonicity violation occurs when the removed critical interval contains slacks that need to be reserved as recoveries for jobs in its overlapping intervals. Therefore, the execution space for these jobs are shortened due to its removal. To eliminate such monotonicity violations, we can incorporate these jobs into the previously found critical interval. We formulate this conclusion in Lemma 3.3.4.

Lemma 3.3.4. Let \( I_i \) and \( I_{i-1} \) be two critical intervals identified by EMLPEDF from \( i \)th and \((i - 1)\)th iteration, respectively. If \( s_e(I_i) > s_e(I_{i-1}) \), the minimum constant speed to maintain feasibility of jobs contained in \( I_i \) and \( I_{i-1} \) is \( s_e(I_{i-1}) \).

Proof. Before removing the critical interval \( I_{i-1} \) \((i > 1)\), all the remaining jobs in \( \mathcal{J} \) (jobs left after first \( i - 2 \) iterations) are feasible under the constant speed \( s_e(I_{i-1}) \). Therefore, the combined jobs in \( I_i \) and \( I_{i-1} \) are definitely feasible under this speed. \( \square \)

Lemma 3.3.3 and Lemma 3.3.4 help us to keep track of the monotonicity violation and remove it whenever it occurs.

Up to now, we can formulate our EMLPEDF algorithm in Algorithm 1. Line 4 identifies the current critical interval and its speed. Lines 5-8 check if the current desired speed is less than the minimal available speed, and terminate the iteration if so. Lines 9-12 remove monotonicity violation whenever it occurs. Line 14 backs up the timing information of jobs in case a rollback operation is needed. Lines 15-17 remove
the critical interval and update the job set. The complexity of EMLPEDF mainly comes from calculations of critical intervals (line 4), i.e. $O(n^2)$ with a straightforward implementation. The overall complexity of EMLPEDF is same as LPEDF, i.e. $O(n^3)$.

**Algorithm 1** EMLPEDF algorithm

**Require:**
1) Job set : $\mathcal{J} = \{J_1, J_2, ... J_n\}$;
2) Number of faults: $K$
3) minimum frequency available: $s_{\text{min}}$

1: $s_i = s_{\text{max}}$, for $i = 1, 2, ..., n$;
2: $p = 1$; {the critical interval index}
3: while $\mathcal{J} \neq \emptyset$ do

4: Identify the next critical interval $I^*_p = [t_s, t_f]$ and its intensity $s_{e,p}$ based on equation (3.6);
   
5: if $s_{e,p} < s_{\text{min}}$ then
6:   $s_i = s_{\text{min}}$, $\forall J_i \in \mathcal{J}$;
7:   break;
8: end if
9: if $s_{e,p} > s_{e,p-1}$ AND $p > 1$ then
10:   Restore the timing information from the previous iteration;
11:   Merge the interval $I^*_p$ with $I^*_{p-1}$;
12:   $p -= 1$; {Roll back the critical interval index}
13: end if
14: Back up the timing information;
15: $s_i = s_{e,p}$, $\forall J_i \in \mathcal{J}(I_p)$;
16: remove all jobs in $I_p$ from $\mathcal{J}$;
17: update timing information of remaining jobs according the step 2 in LPEDF[127]
18: $p += 1$;
19: end while
20: return $\{s_1, s_2, ..., \}$

We have the following theorem regarding the lowest constant speed that guarantees the feasibility of a job set.

**Theorem 3.3.5.** Let $s_{e1}, s_{e2}, s_{e3}, ...$ be the intensities for the critical intervals from iteration 1, 2, 3... in EMLPEDF. $s_{e1}$ is the lowest constant speed that can be em-
ployed throughout the entire job set without causing any deadline miss as long as no more than \( K \) faults happen.

**Proof.** This theorem can be proved directly in light of Theorem 3.3.2. During the first iteration of EMLPEDF, we have \( \frac{W(I)}{s_{e1}} \leq \frac{W(I)}{s_e(I)} \) for each interval \( I \), since \( s_{e1} \geq s_e(I) \) considering the definition of critical interval. Take equation (3.6) into the right-hand side of the above inequality and add \( W_{ft}(I) \) to both sides. We have \( \frac{W(I)}{s_{e1}} + W_{ft}(I) \leq L(I) \). Therefore, the job set is feasible under constant speed \( s_{e1} \).

Moreover, assume \( s_{e1} \) is the resulting intensity from interval \( I_1 \), i.e. \( s_{e1} = \frac{W(I_1)}{L(I_1) - W_{ft}(I_1)} \) and \( s^* \) is the lowest constant speed that maintains the feasibility of the job set and \( s^* < s_{e1} \). We have the scaled workload in \( I_1 \) as \( \frac{W(I_1)}{s^*} + W_{ft}(I_1) > \frac{W(I_1)}{s_{e1}} + W_{ft}(I_1) = L(I_1) \), which violates the feasibility condition in Theorem 3.3.2.

In addition, by applying Algorithm 1, we have the following theorem regarding the characteristics of critical interval speeds.

**Theorem 3.3.6.** Let \( s_{e1}, s_{e2}, ..., s_{em} \) be the intensities for the critical intervals from iteration 1, 2, ..., \( m \) in EMLPEDF. We have \( s_{e1} \geq s_{e2} ... \geq s_{em} \).

**Proof.** Because all monotonicity violations are eliminated in Algorithm 1, the non-increasing relationship between subsequent critical intervals can be easily determined.

More importantly, if EMLPEDF can be successfully applied for a job set, then the feasibility of the result DVFS schedule is guaranteed. This is summarized in the following theorem.

**Theorem 3.3.7.** EMLPEDF can guarantee that all jobs can meet their deadlines as long as the following two constraints are satisfied: (1) no more than \( K \) faults occur; (2) \( \forall i \in [1, m] \), where \( m \) is the total number of iterations, we have \( s_{ei} \leq 1 \).
Proof. In EMLPEDF, a critical interval $I_i$ is exclusively reserved for executing jobs and their recovery copies in the interval. For any higher priority job (e.g. $J_h$) with possible execution overlapping with $I_i$, it is forced to finish before the $I_i$ in EMLPEDF. Similarly, for any lower priority job (e.g. $J_l$) with possible execution overlapping with $I_i$, the interval $I_i$ is excluded for its execution by adjusting its arrival time and deadline in EMLPEDF. Therefore, to prove the theorem, we only need to prove that if we set the processor speed to be $s_{ei}$, i.e. the intensity of $I_i$, throughout $I_i$, then the schedulability of all jobs in $I_i$ is guaranteed in the worst case (i.e. against K faults), as long as $s_{ei} \leq 1$.

We prove this by contradiction. Let $J_c = (r_c, c_c, d_c) \in \mathcal{J}(I_i)$ miss its deadline when processor speed is set to $s_{ei}$. Then we must be able to find a time $t \leq r_c$, such that for interval $I' = [t, d_c]$, we have $\frac{W(I')}{{s_{ei}}} + W_{ft}(I') > L(I')$. Since $s' = \frac{W(I')}{L(I') - W_{ft}(I')} > s_{ei}$ and $I' \subseteq I_i$. This violates the assumption that $I_i$ is a critical interval.

Since all jobs are associated with a critical interval in EMLPEDF and all jobs within a critical interval are schedulable when the corresponding speed is applied, we prove the theorem.

\[ \square \]

While EMLPEDF can guarantee the feasibility of a real-time job set under maximum K faults, and can also achieve better energy saving performance than MLPEDF, each critical interval needs to reserve computing resource separately for timely recovery when faults happen. It is desirable that different critical intervals can share the reserved resources and conceivably the energy saving performance can be further improved. We develop a new algorithm for this purpose, which is introduced next.
3.4 Fault-tolerant speed schedule with shared recovery slacks

This section presents an improved approach to the development of energy efficient fault tolerant schedule for a given job set $J$. We call this algorithm LPSSR. Specifically, LPSSR improves upon EMLPEDF by allowing different critical intervals to share reserved computing resources. We also execute recovery under $s_{\text{max}}$ in LPSSR and focus on determining the speed schedule $S$ for regular jobs. Before we introduce the algorithm in details, we first use an example to motivate our research.

Consider a simple job set with two jobs specified in Figure 3.3. Note that, we set the overheads of fault detection to 0 for easy presentation. The speed schedule by EMLPEDF is shown in Figure 3.3(a). Note that in Figure 3.3(a), interval $R_1$ (i.e. interval $[4, 7]$) and interval $R_2$ (i.e. interval $[10, 13]$) are the recovery blocks used for fault recovery. However, since $K = 1$, at most one of the recovery blocks can be used. If the fault occurs during $J_1$’s execution, $R_1$ will be used for recovery. In that case, $R_2$ will never be used since no fault will happen during $J_2$’s execution. Same problem occurs if the fault affects $J_2$’s execution.
A better fault tolerant schedule is shown in Figure 3.3(b). Note that, when the fault affects \( J_1 \), the interval \([7, 10]\) can serve as the reserved block to run the backup of \( J_1 \), and \( J_2 \) can be executed at interval \([10, 13]\). If the fault affects \( J_2 \), since there is no fault during \( J_1 \)’s execution, \( J_2 \) can be executed at interval \([7, 10]\), and later recovered at interval \([10, 13]\) if necessary. For either case, the system is always feasible. By sharing the recovering slacks, the speed of \( J_1 \) is reduced to \( 3/7 \). Using the same system parameters as in the previous example, the energy consumption of the new schedule is more than 30% lower than that by EMLPEDF. The example clearly shows that significant energy savings can be obtained without compromising the system feasibility if the reserved computing resource can be shared. The problem is how to judiciously share the reserved resource to maximize the energy saving performance. In what follows, we develop an approach to explore the shared slacks to improve the energy efficiency.

When removing a critical interval in EMLPEDF, its reserved slacks can only be shared by jobs that have potential execution overlaps with it. To ease our presentation, we classify these jobs into the following categories as defined below.

**Definition 3.4.1.** For a given interval \( I = [t_s, t_f] \) a job \( J_i \) is referred to as **deadline overlapping** with \( I \) if \( a_i \notin [t_s, t_f] \) and \( d_i \in [t_s, t_f] \), and **arrival overlapping** with \( I \) if \( a_i \in [t_s, t_f] \) and \( d_i \notin [t_s, t_f] \), and **fully overlapping** with \( I \) if \( I \subseteq [a_i, d_i] \).

Specifically, for interval \( I \), we denote all deadline overlapping jobs, arrival overlapping jobs, and fully overlapping jobs as \( J_i^{do} \) and \( J_i^{ao} \), and \( J_i^{fo} \), respectively.

In EMLPEDF, when a critical interval is identified, it is removed with all jobs inside it to make sure that the interval is exclusively used for running jobs and their backups that are completely located within the interval. Also, the arrival times and deadlines of the others are updated to the boundary of the interval such that their executions will never interfere with jobs in the critical interval. In LPSSR, we allow a
job to share the reserved slacks in the critical interval by “extending” its deadline or arrival time “into” the critical interval. We discuss each category of jobs separately as follows. Let $I^* = [t_s, t_f]$ be a critical interval with length $L(I^*)$, and intensity $s_e(I^*)$, which is calculated the same way (i.e. equation (3.6)) as that in EMLPEDF. Let $R_{\text{max}}(I^*) = W_r(I^*)$, $R_{\text{min}}(I^*) = K \times \min\{R_j + TO_j | J_j \in J(I^*)\}$ be the upper and lower bound of the reserved slacks. Also, let $J_i$ be a job with execution interval (i.e. $[a_i, d_i]$) partially or fully overlapped with $I^*$, the overlap length is represented as $L(I_i^{\text{op}})$. Additionally, the maximum amount of reserved slack shared by a job $J_i$ is denoted by $RS(J_i)$. Consider the following three cases:

- $J_i \in J_i^{\text{do}}$: To share the reserved slack, the deadline of $J_i$ will be extended into interval $I^*$. Specifically, instead of $t_s$, $d_i$ is set to $t_s + RS(J_i)$ where $RS(J_i) = \min(K \times (R_i + TO_i), K \times R_{\text{min}}(I^*), L(I_i^{\text{op}})).$

- $J_i \in J_i^{\text{ao}}$: In this case, the new arrival time of $J_i$ will be extended into interval $I^*$ in order to share the reserved slack. To share the slacks, after removing the critical interval $I^*$ (only subinterval $[t_s, t_f - RS(J_i)]$ is effectively removed, where $RS(J_i) = \min(K \times (R_i + TO_i), K \times R_{\text{min}}(I^*), L(I_i^{\text{op}})))$, we set $J_i$’s deadline as $d_i = d_i - L(I^*) + RS(J_i)$, and update $a_i$ to $t_s$.

- $J_i \in J_i^{\text{fo}}$: In this case, all the reserved slacks in $I^*$ can be potentially used by $J_i$. To share the slack, after removing the critical interval $I^*$, we set $J_i$’s deadline as $d_i = d_i - L(I^*) + RS(J_i)$, where $RS(J_i) = \min(R_{\text{max}}(I^*), K \times (R_i + TO_i))$.

Accordingly, we formulate a new algorithm (i.e. LPSSR), as shown in Algorithm 2. Without loss of generality, we ignore the overheads of fault detections. The work flow of Algorithm 2 is similar to EMLPEDF, i.e. iteratively identifying
Algorithm 2 LPSSR algorithm

Require:
1) Job set: \( \mathcal{J} = \{J_1, J_2, \ldots J_n\} \);
2) Number of faults: \( K \)

1: \( s_i = s_{\text{max}} \), for \( i = 1, 2, \ldots, n \);
2: \( p = 1 \) (critical interval index)
3: while \( \mathcal{J} \neq \emptyset \) do
4: Identify the critical interval \( I_p = [t_s, t_f] \) and its intensity \( s_{e,p} \) based on equation (3.6);
5: if \( s_{e,p} < s_{\text{min}} \) then
6: \( s_i = s_{\text{min}}, \forall i \in \mathcal{J} \);
7: break;
8: end if
9: if \( s_{e,p} > s_{e,p-1} \) AND \( p > 1 \) then
10: Restore the timing information from the previous iteration;
11: Merge the interval \( I_p \) with \( I_{p-1} \);
12: \( p -= \) Roll back the critical interval index
13: end if
14: \( L(I_p) = t_f - t_s \);
15: for all \( J_i \in \mathcal{J} \) do
16: Backup timing information of \( J_i \);
17: \( RS(J_i) = \min(K \times (R_i + TO_i), K \times R_{\text{min}}(I_p), L(I_p^{\text{op}})); \) // \( R_{\text{min}}(I_p) \) is the minimum recovery time for jobs in \( \mathcal{J} \)
18: if \( J_i \in J_{I_p}^{\text{do}} \) then
19: \( d_i \leftarrow \min\{d_i, t_s + RS(J_i)\} \);
20: else if \( J_i \in J_{I_p}^{\text{do}^o} \) then
21: \( d_i \leftarrow d_i - (L(I_p) - RS(J_i)) \)
22: \( a_i \leftarrow t_s \);
23: else if \( J_i \in J_{I_p}^{\text{fo}} \) then
24: \( RS(J_i) = \min(K \times (R_i + TO_i), K \times R_{\text{max}}(I_p)); \)
25: \( d_i \leftarrow d_i - (L(I_p) - RS(J_i)) \);
26: else
27: \( a_i \leftarrow a_i - L(I_p) \);
28: \( d_i \leftarrow d_i - L(I_p) \);
29: end if
30: for all \( J_q[a_q, d_q] \subseteq I_p \) do
31: \( s_q = s_{e,p} \);
32: \( \mathcal{J} \leftarrow \mathcal{J} - J_p(I_p) \);
33: end for
34: end for
35: \( p ++ \);
36: end while
37: return \{s_1, s_2, \ldots, \}
critical intervals, removing the critical interval and the jobs inside the critical interval, and then updating the timing parameters for the rest of the jobs, until the job queue becomes empty. Different from EMLPEDF, we apply our sharing technique when updating the timing parameters and eliminate monotonicity violation whenever it occurs. In Algorithm 2, line 4 identifies \( p_{th} \) critical interval for the current real-time job set. Lines 5 to 8 are simply the application of Theorem 3.3.5. Lines 9 to 13 roll back to the previous iteration and merge the current critical interval with the previous one once monotonicity violation is found. Lines 16 to 29 backup and update the timing parameters of each remaining jobs according to the sharing technique discussed above. At last, lines 30 to 33 remove all jobs inside the critical interval.

The main computation complexity per iteration comes from identifying the critical interval, which is \( O(n^2) \), where \( n \) is the number of jobs. The outer loop can at most repeat \( n \) times. Therefore, the complexity of Algorithm 2 is \( O(n^3) \). In what follows, we first use an example to illustrate the procedures of LPSSR. We then prove that the algorithm can guarantee the schedulability of all jobs under \( K \) faults.

Consider a system with 5 jobs whose timing information is given in Figure 3.4(a). We assume that \( K = 1 \). We use \( \uparrow \) and \( \downarrow \) to denote a job’s arrival time and deadline, respectively. The fault-detection overheads are considered negligible in this example. For each step, the critical interval is identified with intensity function in equation (3.6) and is shown as \( | \leftrightarrow | \). For the first iteration in Figure 3.4(a), the critical interval is identified as \([5,10] \) with intensity \( s_e([5,10]) = \frac{c_1+c_2}{10-5-R_2} = 1 \). When we remove interval \([5,10] \), \( J_1 \) and \( J_2 \) are removed and speed 1 is assigned to both jobs, and then we need to update the timing information of the remaining jobs.
Note that $J_3$ is a fully overlapping job with respect to the critical interval, and all the slacks that reserved in interval $[5,10]$ can be used by $J_3$. Therefore, $RS(J_3) = \min(R_{\text{max}}[5,10], R_3) = \min(2, 3) = 2$. Consequently, we have $d_3 = d_3 - L([0,5]) + RS(J_3) = 17$. For $J_4$, it is deadline overlapping with the critical interval and thus $RS(J_4) = \min(R_4, R_{\text{min}}([5,10]), L_{i}^{\text{op}}) = \min(2, 1, 2) = 1$. As a result, $d_4$ is set to 6, i.e. the boundary of the critical interval(5) plus the slacks that can be shared by $J_4$.

For $J_5$, which is a arrival overlapping job with respect to the critical interval, the slacks that be shared by $J_5$ is $RS(J_5) = \min(R_5, R_{\text{min}}([5,10]), L_{i}^{\text{op}}) = \min(2, 1, 2) = 1$ and its arrival and deadline are set to 5 and 12, respectively. The resulting job set is illustrated in Figure 3.4(b).

Based on the new job set, we identify the critical interval as $[0,6]$ with intensity 2/3. After the assign speed 2/3 to $J_4$ and remove the critical interval and repeat the same procedures as discussed in the previous iteration, we have a consequent job set as shown in Figure 3.4(c). Finally, the last critical interval is $[1,14]$ with intensity 1/2 and $J_3$ and $J_5$ are removed after being allocated a speed 1/2. The LPSSR algorithm
Figure 3.5: (a) $d'_i$ is deadline to be assigned after the removal of critical interval, which is $t_s + RS(J_i)$, $t_i$ is the finishing time of $J_i$ or its recoveries. (b) $t^*$ is the completion time of all the jobs and recoveries in $\mathcal{J}(I^*)$, $a'_i$ is extended into $I^*$ by $RS(J_i)$.

terminates and we have the resulting speed schedule $S = \{1, 1, 1/2, 2/3, 1/2\}$. The final schedule is shown in Figure 3.4(d), and it can be verified that no matter when the failure occurs, there is no deadline miss with this schedule.

Moreover, the feasibility of the schedule output from Algorithm 2 is guaranteed, which is formulated in Theorem 3.4.2.

**Theorem 3.4.2.** Given a real-time job set $\mathcal{J}$ and a constant $K$, all the jobs in $\mathcal{J}$ can meet their deadlines if they are executed based on the processor speeds determined by Algorithm 2 and no more than $K$ faults occur.

*Proof.* The proof of Theorem 3.4.2 is similar to that of Theorem 3.3.7. Let $I^* = [t_s, t_f]$ be the critical interval and $s_e(I^*)$ be its speed. We consider the three types of jobs separately.

**Case 1:** let $J_i \in J_{I^*}^{do}$ and $d'_i$ denote the deadline after the removal of the critical interval $I^*$, i.e., $d'_i = t_s + RS(J_i)$. If $J_i$ and its recovery workload finishes at $t_s$ or earlier, it has no impact to the execution for jobs in $\mathcal{J}(I^*)$. Hence all jobs in $\mathcal{J}(I^*)$ are schedulable under K faults in the worst case. If $J_i$ and its recovery workload finishes at $d'_i$, this means that all $K$ faults must occur before $d'_i$. Otherwise, one more fault occurs at $d'_i$ will cause $J_i$ to miss deadline. As a result, there will be no faults occurring in interval $I^*$. Since $d'_i - t_s = RS(J_i) \leq K \times R_{\min}(I^*)$, this implies that the slack time occupied by $J_i$ is smaller than the minimum amount of reserved slack.
in interval $I^*$ that can be exploited by every job to execute the recovery workload. Therefore, all jobs in $\mathcal{J}(I^*)$ must be schedulable. The question now becomes what if $J_i$ and its recoveries finishes at $t_i$, where $t_s < t_i < t_s + RS(J_i)$, refer to Figure 3.5-(a).

We consider the following two cases.

- **Case 1-a:** $R_i + TO_i > R_{\text{min}}(I^*)$.

  Then there are at most $K'$ faults, where $K' = \lfloor (d'_i - t_i)/(R_i + TO_i) \rfloor$ left after $t > t_i$. Otherwise, if more than $K'$ faults occurring at (or after) $t_i$ will cause $J_i$ to miss its deadline. In other words, there must be $K - K'$ faults occurred before $t_i$. Note that $J_i$ consumes a slack of $t_i - t_s$ from $I^*$. In the meantime, each job at least has an additional slack of $(K - K') \times R_{\text{min}}(I^*)$ to spare. Since $K \times R_{\text{min}}(I^*) \geq d'_i - t_s = RS(J_i)$, we have

  $$(K - K') \times R_{\text{min}}(I^*) \geq (K - \lfloor (d'_i - t_i)/(R_i + TO_i) \rfloor) \times R_{\text{min}}(I^*)$$

  $$\geq (K - (d'_i - t_i)/(R_i + TO_i))R_{\text{min}}(I^*)$$

  $$\geq d'_i - t_s - (d'_i - t_i)/R_{\text{min}}(I^*) \times R_{\text{min}}(I^*)$$

  $$= t_i - t_s.$$

  Therefore, all jobs in $\mathcal{J}(I^*)$ can be schedulable.

- **Case 1-b:** $R_i + TO_i < R_{\text{min}}(I^*)$.

  Then there are at least $K'$ faults, where $K' = \lceil (t_i - t_s)/(R_i + TO_i) \rceil$ before $t_i$. Otherwise, assume that there are $K' - 1$ faults before $t_i$, then there can be $K - K' + 1$ faults after(or at) $t_i$, we have $(K - K' + 1)(R_i + TO_i) > (K - (t_i - t_s)/(R_i + TO_i))(R_i + TO_i) \geq RS(J_i) - (t_i - t_s) = d'_i - t_i$, which causes $J_i$ to miss its deadline according to Theorem 3.3.2. Since $K'$ faults have already occurred before $t_i$, this implies that each job in $\mathcal{J}(I^*)$ at least has an
additional slack of $K' \times R_{\min}(I^*)$ to spare. Since

$$K' \times R_{\min}(I^*) = \left\lceil \frac{(t_i - t_s)/(R_i + TO_i)}{R_{\min}(I^*)} \right\rceil \times R_{\min}(I^*) \geq \frac{(t_i - t_s)/(R_i + TO_i)}{R_{\min}(I^*)} \geq t_i - t_s,$$

all jobs in $\mathcal{J}(I^*)$ are schedulable.

From the above discussions, we can then conclude that $d'_i$ is a valid deadline for any $J_i \in \mathcal{J}_{do}^i$.

**Case 2**: let $J_i \in \mathcal{J}_{ao}^i$ and $a'_i = t_s$ and $d'_i$ the updated deadline, i.e. $d'_i = d_i - L(I^*) + RS(J_i)$. Note that $J_i$ has lower priority than all the jobs in $\mathcal{J}(I^*)$. Therefore, we only need to show the changes made to the arrival time and deadline of $J_i$ will not compromise the resource savings to guarantee the schedulability of $J_i$.

If all the jobs in $\mathcal{J}(I^*)$ and their recoveries finish at or before $t = t_f - RS(J_i)$, then $J_i$ will not experience any interference from jobs in $\mathcal{J}(I^*)$ and its feasibility will not be affected. Now the question becomes what if all jobs in $\mathcal{J}(I^*)$ and their recoveries, if any, finish at $t^*$, where $t_f - RS(J_i) < t^* \leq t_f$, see Figure 3.5-(b).

We consider the following two cases.

- **Case 2-a**: $R_i + TO_i \geq R_{\min}(I^*)$. Then there are at least $K'$ faults, where $K' = \left\lceil \frac{(t^* + RS(J_i) - t_f)}{R_{\min}(I^*)} \right\rceil$ before $t^*$. Otherwise, similar to the proof of Case 1-b, more than $K - K'$ faults occurring at $t = t^*$ will cause at least one job in $\mathcal{J}(I^*)$ to miss its deadline. In the meantime, this implies that $J_i$ at least has an additional slack of $K' \times (R_i + TO_i)$ to spare. We have

$$K' \times (R_i + TO_i) \geq \left\lceil \frac{(t^* + RS(J_i) - t_f)}{R_{\min}(I^*)} \right\rceil \times (R_i + TO_i) \geq t^* + RS(J_i) - t_f.$$
This ensures that $J_i$ has reserved enough resource for fault recovery.

- Case 2-b: $(R_i + TO_i) < R_{\text{min}}(I^*)$. Then there are at most $K'$ faults, where $K' = \left\lfloor (t_f - t^*) / R_{\text{min}}(I^*) \right\rfloor$ that may occur after $t^*$. Otherwise, one more fault at $t_f$ will cause some job(s) in $J(I^*)$ to miss deadline(s). In other words, there must be at least $K - K'$ faults that occurred before $t^*$. A portion of the shared slacks with the amount of $t^* + RS(J_i) - t_f$ is used by the jobs(recoveries) in $J(I^*)$. However, job $J_i$ reclaims an additional slack of $(K - K') \times (R_i + TO_i)$ to spare. Since $K \times (R_i + TO_i) \geq RS(J_i)$, we have

$$(K - K') \times R_i \geq (K - \lfloor (t_f - t^*) / R_{\text{min}} \rfloor) \times (R_i + TO_i) \geq (K - (t_f - t^*) / (R_i + TO_i)) (R_i + TO_i) \geq RS(J_i) - (t'_f - t^*) / (R_i + TO_i) \times (R_i + TO_i) = t^* + RS(J_i) - t_f.$$

Therefore, $J_i$ also reserves enough resource.

**Case 3**: let $J_i \in J_{I^*}$. Similarly we want to prove that the change of deadline for $J_i$ will not compromise the resource savings to guarantee its schedulability with the possible of maximum $K$ faults. Since there are $K \times R_{\text{max}}(I^*)$ slacks reserved in $I^*$, it just requires additional slacks of $\max(0, R \times (R_i + TO_i) - K \times R_{\text{max}}(I^*))$ for $J_i$, with the sharing mechanism.

We consider two cases below.

- Case 3-a: $(R_i + TO_i) > R_{\text{max}}(I^*)$. In this case, additional slacks of $K \times (R_i + TO_i) - K \times R_{\text{max}}(I^*)$ is reserved for $J_i$. Assume that $K'$ faults occurred during the critical interval $I^*$. $J_i$ can immediately claim the unused reserved slacks of $(K - K') R_{\text{max}}(I^*)$ in $I^*$ to spare. Since there will be at most $K - K'$ faults
striking \( J_i \) and we have the remaining reserved resources for \( J_i \) as

\[
(K - K')R_{\text{max}}(I^*) + (K \times (R_i + TO_i) - K \times R_{\text{max}}(I^*)) \\
= K \times (R_i + TO_i) - K'R_{\text{max}}(I^*) \\
\geq (K - K')(R_i + TO_i).
\]

This ensures that \( J_i \) has reserved enough resources for fault recovery.

- Case 3-b: \( (R_i + TO_i) \leq R_{\text{max}}(I^*) \). Then there is no additional slacks needed for \( J_i \). Assume that there are \( K' \) faults in \( I^* \). This implies \( J_i \) can reclaim \( (K - K')R_{\text{max}}(I^*) \) from the critical interval \( I^* \) to spare. In addition, there will be at most \( K - K' \) faults affecting \( J_i \). Since \( (K - K')R_{\text{max}}(I^*) \geq (K - K')(R_i + TO_i) \), \( J_i \) has enough resources for its execution and recovery.

Since all jobs are associated with a critical interval in LPSSR and all jobs within a critical interval are schedulable when the corresponding speed is applied and the feasibility of the remaining jobs is not affected after the removal of a critical interval, we prove the theorem.

\[\Box\]

Algorithm 2 allows reserved slacks to be shared by different critical intervals and thus can achieve better energy efficiency. By far, both EMLPEDF and LPSSR assume that speeds can be continuously varied between \([s_{\text{min}}, s_{\text{max}}]\). In the next section, we extend our LPSSR algorithm to systems with only a limited number of frequencies.

### 3.5 Other considerations of the proposed methods

In this section, we relax our assumptions about system and fault model and explicitly address some practical issues in modern processors.
3.5.1 Dealing with the limitations of practical processors

Up to now, we assume that the processor speed can be varied continuously. However, current commercial variable voltage processors only have a finite number of speeds [122],[111]. In addition, it takes time for a processor to change its running modes. These factors must be taken into consideration to provide a practical, valid and efficient voltage schedule.

One intuitive way to deal with discrete frequency levels is to round up the required frequency to the next available level. Unfortunately, this can be extremely pessimistic and energy inefficient, especially for processors with only a few frequencies available. In fact, we can adopt the similar approach as in the work [92] to deal with both the problem of discrete levels of working frequencies and non-zero timing overhead. As shown in [92], non-zero timing overhead can cause monotonicity violation similar to the scenario when we insert recovery blocks for fault tolerance. Therefore, the transition overhead can be efficiently handled by adding it to the reserved blocks. For discrete frequency levels, we can take this factor into consideration when constructing critical intervals. Specifically, when a critical interval is found according to Algorithm 2, its speed needs to be raised to the next level available. Once a higher than necessary speed is used, idle slacks will be generated in the critical interval. Then we reduce the idle slacks by identifying the latest finishing time of the critical interval.

Given the jobs in the interval and a higher speed than required, we can find the latest finishing time of the workload including recoveries under the worst case as follows. Let $I^* = [t_s, t_f]$ be the critical interval and $s_h$ be its speed. In addition, the set of jobs in $I^*$ is denoted by $J(I^*)$ and $J_{hp}(i)$ is the set of jobs of priority higher than that of job $J_i$. Therefore, the latest finishing time $LFT(I^*)$ is obtained by
equation (3.7),
\[
LFT(I^*) = \max_{\forall J_i \in J(I^*)} \left\{ \frac{c_i}{s_h} + \sum_{\forall J_j \in J_{hp}(i) \cap d_j > a_i} \frac{c_j}{s_h} + K \times Re(i) + a_i \right\} \tag{3.7}
\]
where the first part denotes the execution requirement from \(J_i\) itself and the second and third part represent the interference from the higher priority jobs and the worst case recovery time, i.e. \(Re(i) = \max\{R_p + TO_p | J_p \in \{J_i\} \cup J_{hp}(i)\}\) that \(J_i\) can suffer, respectively. Note that not all the workload from higher priority jobs are considered because only those with deadlines after the arrival of \(J_i\), i.e. \(a_i\) may delay the execution of \(J_i\). Therefore, the actual critical interval to be removed is \([t_s, \min(t_f, LFT(I^*))]\).

To update our LPSSR to deal with discrete frequency levels, we only need to calculate the latest finishing time and update the ending point of the critical interval before line 14. Similarly, this technique can be incorporated into MLPEDF and EMLPEDF as well.

### 3.5.2 System reliability and imperfect fault coverage

Our proposed approach enhances the system reliability by ensuring the K-fault-tolerance capability of the system through advanced backup policies. Let the system reliability be defined in 3.5.1.

**Definition 3.5.1.** The reliability of the system, denoted as \(R_{sys}\), is the probability that the system functions correctly during an operational cycle (its length is represented by \(L_{cyc}\)) of the system.

Let \(Pr(q, L_{cyc})\) denote the probability that exactly \(q\) faults occur during \(L_{cyc}\) and \(\rho\) denote the fault coverage of the given fault detection method, i.e. \(0 < \rho \leq 1\). To ensure the system to function correctly, two conditions have to be met: 1) no more
than $K$ faults occur during $L_{cyc}$; 2) all failures are appropriately detected. As the event of fault occurrence is independent of the process of fault detection, the system reliability $R_{sys}$ can be calculated in equation (3.8),

$$R_{sys} = \sum_{q=1}^{K} Pr(q, L_{cyc}) \cdot Pr_{det}(q),$$  

(3.8)

where $Pr_{det}(q) = \rho^q$, i.e. the probability that $q$ faults are detected. If the failure distribution is modeled as a Possion process with a failure rate $\lambda$ as in [136, 134, 133], then the reliability function is shown in equation (3.9),

$$R_{sys} = \sum_{q=1}^{K} \frac{(\lambda L_{cyc})^q \cdot e^{-\lambda L_{cyc}}}{q!} \cdot \rho^q$$  

(3.9)

As can be seen from both equation (3.8) and (3.9), the larger the number of faults, i.e. $K$ that the system can tolerate, the higher the system reliability. Note that, this reliability model is not limited to any particular failure distribution, as long as $Pr(q, L_{cyc})$ is well defined, it can be readily applied. Given a reliability goal and the length of an operational cycle of the system, a corresponding $K$ can be determined under any given fault detection technique.

From equation 3.9, the fault coverage factor can play an important role in system reliability. To study the tradeoffs between different fault coverage techniques is an interesting research problem and will be our future work.

### 3.6 Simulation results

In this section, we compare the performance of four algorithms: NPM, MLPEDF, EMLPEDF, and LPSSR. NPM represents the speed schedule with no power management involved, i.e. all jobs or recoveries are executed under $s_{max}$ and is used as a reference schedule. MLPEDF and EMPLDF are fault tolerant algorithms
discussed in Section 3.3 and LPSSR is the algorithm presented in Section 3.4. All energy consumptions plotted were normalized to NPM.

We assumed that $\alpha = 2, C_{ef} = 1, P_{ind} = 0.05$, and $s_{min}$ was set to 0.25. We tested our algorithm with job sets randomly generated as follows: for each job, the arrival time $a_i$ is uniformly distributed in the interval $[0s,100s]$ while its relative deadline $rd_i$ is in $[50s,100s]$. Therefore, the absolute deadline was calculated as $d_i = a_i + rd_i$. In addition, the worst case execution time $c_i$ was less than $rd_i$ and also randomly generated. For each job, the timing and energy overhead of fault detection is set to 10% of its worst case execution time and its energy consumption, respectively. The choices of $K$ were based on the characteristics of the task sets and typical fault arrival rates. As indicated in [130], the typical fault arrival rate in safety-critical real-time systems is in the range of $10^{-10}$ to $10^{-5}$/hour. However, for systems that operate in harsh environments, the fault arrival rate can be much higher, in the range of $10^{-2}$ to $10^{2}$/hour. Only the job sets running at $s_{max}$ that are feasible under $K$ faults are of interest to us.

Two sets of simulations were conducted to study the performance of our algorithm in terms of energy savings under continuously varied speeds and discrete speed levels, respectively.

### 3.6.1 System with continuous speeds

First, we studied how energy saving performance changes with the number of jobs. We set the fault rate to be $10^{-5}$ and varied the number of jobs from 10 to 50. For simulations with the same number of jobs, we generated at least 1000 different test cases. With our settings, the number of faults in our job set is no more than 1. Therefore, we set $K = 1$. For each job set, we collected the energy consumption
Figure 3.6: Energy savings with different numbers of jobs, $K = 1$

of the speed schedule by each of the four approaches. The result is illustrated in Figure 3.6.

From Figure 3.6, we can see that the energy consumption of LPSSR, EMLPEDF and MLPEDF increases as the job set becomes larger. This is reasonable since the workload is increasing while the slacks that can be used for DVFS are diminishing. LPSSR always dominates the other three algorithms because, by sharing reserved slacks, LPSSR reserves fewer resources for fault recovery and uses more for slowing down the execution of jobs. When the workload is very low, i.e., only 10 jobs, the energy savings achieved by all three algorithms are almost the same, this is due to the fact that most of the test cases are feasible under constant speed $s_{\text{min}}$. When the workload is high enough, most of the slacks are used for fault recovery and no room is left for DVFS. Moreover, if the number of jobs is increased to a certain point, no fault-tolerant speed schedule can be found. In average, additional 13% and 10% energy saving can be achieved by LPSSR when comparing with MLPEDF and EMLPEDF, respectively.

In our second set of simulations, we wanted to investigate how the number of faults affects the performance of our algorithm. In this simulation, the number of
jobs is fixed to 15 and the fault rates to be tolerated varies from $10^{-2}$ to $10^2/h$, i.e. $K$ changes from 1 to 5. Again, no less than 1000 different test cases were generated for simulations with the same fault numbers. The average results are shown in Figure 3.7.

From Figure 3.7 we can see that the energy consumptions by MLPEDF and EMLPEDF increase rapidly as the increase of the number of faults. The energy consumption by LPSSR, on the other hand, grows but less dramatically. From Figure 3.7, the energy consumption difference is around 6% between tolerating 1 fault and 5 faults under LPSSR. This is due to the fact that the recovery slacks are shared to the maximum extent by employing the sharing mechanism in LPSSR. On the contrary, MLPEDF(EMLPEDF) is affected significantly by the increasing number of faults in the system and more than 40%(33%) additional energy is consumed when fault occurrences increase from 1 to 5.
3.6.2 System with discrete speed levels

In this section, we also evaluate the four algorithms using two different sets of simulations. The technique discussed in Section 3.5.1 is used to deal with discrete speed levels.

We adopt PentiumM processor with 8 frequency levels (1.00, 0.86, 0.76, 0.67, 0.57, 0.47, 0.38, 0.28) as our target system as used in [88]. Two simulations under the same configuration as those in Section 3.6.1 are performed and their results are shown in Figure 3.8 and Figure 3.9, respectively. Again, four algorithms with limited number of speeds are evaluated, which are NPM, D-MLPEDF, D-EMLPEDF and
D-LPSSR, respectively. To better illustrate the performance of our algorithm under discrete speed levels, we compare it with that of continuous speeds, which is denoted by C-LPSSR.

The advantages of our algorithm D-LPSSR over the other two in terms of energy savings are manifested in Figure 3.8, and the additional energy savings only drops around 3% compared with continuous varied speeds. In average, the difference between D-LPSSR and C-LPSSR is only 5%.

Moreover, for the second simulation, algorithm LPSSR performs even better as shown in Figure 3.9. This is due to the fact that it extensively explores the slacks that can be shared among different critical intervals and significantly reduce the amount of recoveries. Therefore, increasing the number of faults has little impact on the resulting speed schedule. Comparing with C-LPSSR, only 3% more energy is consumed for tolerating 1 to 5 faults.

3.6.3 Real-life periodic task sets

In this section, we verify the proposed algorithms using three real-life periodic task sets, which are a CNC task set, an inertial navigation system (INS) task set, and a generic aviation platform (GAP) task set, respectively. The specifications of these task sets can be found in [130] and omitted here due to space limitation. Based on our simulations, no task set can tolerate more than 2 faults. Therefore, only the results of $K = 1, 2$ are recorded and are normalized to NPM. Processors with continuous frequencies and discrete frequency levels are considered, separately.

As shown in Table 3.2, all three algorithms can achieve energy savings compared with NPM while maintaining the feasibility of the task sets, where A1, A2 and A3 stand for MLPEDF, EMLPEDF and LPSSR, respectively. The two algorithms, i.e.
Table 3.2: Energy-performance comparison for CNC, INS, and GAP

<table>
<thead>
<tr>
<th>Task Set</th>
<th>Continuous frequencies</th>
<th>PentiumM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K</td>
<td>A1 (%)</td>
</tr>
<tr>
<td>CNC</td>
<td>1</td>
<td>69.9</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>86.4</td>
</tr>
<tr>
<td>INS</td>
<td>1</td>
<td>96.3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>NF</td>
</tr>
<tr>
<td>GAP</td>
<td>1</td>
<td>91.5</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>100</td>
</tr>
</tbody>
</table>

EMLPEDF and LPSSR have similar performance when tolerating 1 fault, because the shared slacks are negligible considering a relatively small execution time to period ratio. For all three algorithms, we noticed a consequent increase in energy consumption when \( K \) increases. This increase mostly comes from the first iteration of the algorithm, the intensity of the first critical interval is much higher for a larger \( K \), especially for a task set with large utilization where slacks are already scarce. However, when \( K = 2 \), LPSSR stills attains another 8.5%(12%) energy reduction compared with EMLPEDF (MLPEDF), which is a strong demonstration of the benefits from slack-sharing. Under a processor with a limited number of frequencies, i.e. PentiumM in Section 3.6.2, the performance of our algorithms is slightly degraded as expected.

3.6.4 Further validation of LPSSR

To our best knowledge, there is no other existing works in the literature addressing the exactly same problem. However, to demonstrate the efficacy of our LPSSR, we compared LPSSR against the method fault-tolerant uniform checkpointing with DVFS (FTUniChK) from the work [90] that studied the fault-tolerant energy reduction for periodic task sets scheduled under EDF on a single processor. FTUniChK first identified the the checkpointing interval and then derived a constant speed.
to execute the entire task set, but it is only applicable when no more than one fault can occur, i.e. $K = 1$. Note that, our LPSSR exploits the slacks that can be shared among different jobs and acts on top of any checkpointing scheme. Therefore, we directly adopted the uniform checkpointing scheme from [90] before employing LPSSR.

The simulation parameters were set as follows. We had $\alpha = 2$, $C_{ef} = 1$, $P_{ind} = 0.05$, and $s_{\text{min}}$ was set to 0.25. Each task set consisted of 10 periodic tasks, whose periods were uniformly generated in the range of [5s 50s]. The checkpointing overhead of each task was set to 5% of its worst case execution time under $s_{\text{max}}$. The total utilization of the task set was varied from 0.2 to 0.95 with a step of 0.05. For each utilization value, we generated 1000 different task sets according to UU-NISORT in [17], and the average energy consumption of one LCM was reported. We again normalized the energy consumption with respect to that of NPM.

According to Figure 3.10, our LPSSR consistently outperforms FTUniChK. When the processor is light-loaded, both methods use close-to-minimum speed to execute the task set, therefore the energy performance is close. However, as the utilization increase, LPSSR can reduce the amount of slacks reserved for fault-tolerance and use more for energy reduction compared to FTUniChK. For instance, when the utilization is 0.8, LPSSR achieves around 10% more energy savings.
Through extensive simulations, we have shown that the three proposed algorithms can save a significant amount of energy comparing with NPM. Specifically, our LPSSR algorithm is more energy efficient by reserving the least amount of slacks.

3.7 Summary

In this chapter, we investigate the problem of minimizing energy consumption when scheduling a set of real-time jobs in presence of up to K transient faults under EDF policy. We explore the reserved slacks in the system and maximize its utility by providing a slack sharing mechanism. Under the notion of shared recovery slacks, we propose an algorithm that reduces the energy consumption and maintains feasibility under the worst case, i.e. up to K faults occur during one operational cycle of the system. We then extend our algorithm to systems with discrete speed levels to provide practical and energy efficient solutions. Theoretical validation of our approach is provided and the simulation results have shown that our approach consistently results in lower energy consumption compared with other algorithms.
CHAPTER 4
ENERGY MINIMIZATION FOR FAULT TOLERANT REAL-TIME APPLICATIONS ON MULTI-CORE PLATFORMS USING CHECKPOINTING

In the previous chapter, we study the problem of fault-tolerant real-time scheduling for EDF-scheduled real-time tasks on a single-core platform. As more and more real-time systems are adopting multi-core architecture as the underlying structure, it is imperative that we develop energy-efficient fault-tolerant scheduling on multi-core platforms. Thereby, in this chapter, we study the energy minimization problem for real-time applications on multi-core platforms while tolerating $K$ transient faults using checkpointing.

A key to solve this problem is to make the judicious tradeoffs between the number of checkpoints for each task and the amount of reserved resources for fault recovery. In this chapter, we first study the problem on how to identify the appropriate numbers of checkpoints for tasks on a single core to minimize the worst case response time. Based on the results, we then develop an efficient method to optimize the energy consumption for a real-time application while ensuring that $K$ transient faults can be tolerated.

The rest of the chapter is organized as follows. We first review the related works in Section 4.1. Section 4.2 introduces the system models and notations used throughout this chapter. Section 4.3 presents our method to minimize the worse case latency for real-time tasks on a single-core processor. We then present our energy efficient fault-tolerant algorithm in section 4.4. The effectiveness and efficiency of our algorithms are evaluated in Section 4.5. Finally, section 4.6 summarizes the chapter.
4.1 Related works

A plethora of techniques has been presented in the literature on real-time scheduling with both fault tolerance and energy minimization requirements. For example, Zhang et al. [130] introduced a static combination of checkpointing and DVFS scheme for fixed-priority tasks for tolerating K transient faults while minimizing energy consumption. This approach was extended by Wei et al. [124] to explore run-time slacks for further reducing energy consumption. Zhao et al. [134] considered the negative effects of DVFS on transient fault rate and proposed a task-level reliability model. They developed algorithms to determine DVFS schedules and resource-reservation schemes to minimize energy consumption while meeting task-level reliability requirements. All these approaches are restricted to single-core platforms.

As more and more transistors are integrated to the same chip, and due to problems such as the power/thermal issues and limitations in instruction level parallelism [7], multi-core platforms are becoming mainstream. As a result, most of the research efforts are turned to multi-core platforms.

Pop et al. [97] presented a constraint logic programming method to design low-power fault-tolerant hard real-time applications on distributed heterogeneous platforms. They assumed that the task allocation is fixed and known a priori, and an entire task needs to be re-executed when a transient fault occurs. Qi et al. [101] derived a reliability-aware global scheduling scheme aiming at reducing the system energy consumption for a set of frame-based tasks running on a homogeneous multi-core platform. They assumed that different tasks can share the same reserved sources to recover when faults happen. Again, the entire task has to be re-executed in case of faults, which can greatly affect the energy efficiency of the system. Pop
et al. [96] proposed a more comprehensive approach to the synthesis of fault tolerant schedule for applications on heterogeneous distributed systems. They used the combination of checkpointing and active replication to deal with the fault tolerance problem. A meta-heuristic (Tabu search) is constructed to decide the fault-tolerance policy, the placement of checkpoints and the mapping of tasks to processing cores, but energy consumption is not considered in their approach.

We are interested in the problem of minimizing energy consumption while tolerating up to $K$ transient faults with checkpointing scheme for a real-time system running on a homogeneous multi-core platform. In the following, we introduce some important preliminaries on our research and explain the notations used throughout this chapter.

### 4.2 Preliminaries

In this section, we present the background pertinent to our research. Specifically, we introduce the models and notations that are critical to our research.

#### 4.2.1 Application model

The real-time applications considered in this chapter consist of $n$ independent tasks, denoted as $\Gamma = \{\tau_1, \tau_2, \ldots, \tau_n\}$. All tasks in $\Gamma$ have the same deadline $D$, but with different execution requirements. We denote the execution time of $\tau_i$ as $c_i$. The utilization of task $\tau_i$ is represented as $u_i = \frac{c_i}{D}$. The system utilization $U$ is therefore calculated as $U_{total} = \sum_{i=1}^{n} \frac{c_i}{D}$.
4.2.2 Fault model and checkpointing

In this chapter, we only consider transient faults that can be tolerated by backward rollback recoveries. We assume that the system needs to tolerate $K$ faults, and the faults can happen on any of the processing cores and at any time, even in a burst manner. Run-time faults are countered by rolling back to the latest checkpoints and re-executing the corrupted segments. Checkpointing is considered to be self fault-tolerant.

The timing and energy overhead of inserting one checkpoint to task $\tau_i$ (saving the fault-free state) are denoted by $o_i$ and $e_{o_i}$, respectively. In addition, we use $r_i$ ($e_{r_i}$) to denote the time (energy) it takes to retrieve the information needed to rollback to the latest checkpoint when a fault happens during the execution of $\tau_i$. Fault detection is performed at each checkpoint to ensure the correctness of the saved state. The timing and energy overhead for such an operation are represented as $q_i$ and $e_{q_i}$, respectively. Assuming $m_i$ checkpoints inserted into $\tau_i$, fault detections will be performed for total $(m_i + 1)$ times (including one fault detection at the end of $\tau_i$’s execution). Therefore, the fault-free execution time of $\tau_i$ with $m_i$ number of checkpoints, denoted as $c'_i(m_i)$, can be specified as shown in equation (4.1a). The recovery time of $\tau_i$ with a single failure, denoted as $R_i(m_i)$, is shown in equation (4.1b).

$$c'_i(m_i) = c_i + m_i(o_i + q_i) + q_i \quad (4.1a)$$

$$R_i(m_i) = r_i + \frac{c_i}{m_i + 1} + q_i \quad (4.1b)$$

4.2.3 Platform and energy model

We consider a homogeneous multi-core platform $\Psi$ with $m$ cores, i.e. $\Psi = \{\psi_1, ..., \psi_m\}$. We assume all the cores are identical in terms of processing frequency and power.
characteristics. For the ease of presentation, we assume the speed/frequency of a core can be changed continuously in \([f_{\text{min}}, f_{\text{max}}]\) with \(0 \leq f_{\text{min}} \leq f_{\text{max}} = 1\). As discussed later in this chapter, this constraint can be easily relaxed to accommodate the fact that most practical processors support a set of discrete levels of frequencies.

Our system-level power model is similar to that in [88] by distinguishing the dynamic and leakage power components. Specifically, the overall power consumption \(P\) can be formulated as

\[
P = P_{\text{leak}} + P_{\text{dyn}} = P_{\text{leak}} + C_{\text{ef}} f^\alpha \tag{4.2}
\]

where \(P_{\text{leak}}\) is the constant leakage power and can be only eliminated by turning down the processing core. \(C_{\text{ef}}\) is the effective switching capacitance. \(\alpha\) is a constant usually larger than 1. \(P_{\text{dyn}}\) is the dynamic power consumed when the device changes logic states. Hence, the energy consumption of a task \(\tau_i\) with \(m_i\) checkpoints running under the frequency \(f_i\) can be expressed as:

\[
E_i(f_i) = (P_{\text{leak}} + C_{\text{ef}} f_i^\alpha) \cdot \frac{c_i}{f_i} + m_i(e_{\text{oi}} + o_{\text{pi}} P_{\text{leak}}) + (m_i + 1)(e_{\text{qi}} + q_{\text{pi}} P_{\text{leak}}), \tag{4.3}
\]

which includes the energy consumption incurred by executing task \(\tau_i\) and the energy overheads caused by checkpointing and fault detections. Similar to [130], we consider checkpointing, fault detections and checkpoint retrievals are frequency independent, but leakage power is still consumed during their operations. As \(E_i(f_i)\) is a convex function, the minimum system energy is achieved when \(f_i\) is as small as possible, provided it is larger than so-called \textit{critical frequency} \((f_c = \sqrt{\frac{P_{\text{leak}}}{(\alpha - 1) C_{\text{ef}}}})\) [88].

We use \(\Gamma_j\) to represent the set of tasks assigned to the core \(\psi_j\). The energy consumption of core \(\psi_j\) can be calculated using equation (4.4).

\[
E(\Gamma_j) = \sum_{\tau_i \in \Gamma_j} E_i(f_i). \tag{4.4}
\]

The total energy consumption of the system is thus \(E(\Gamma) = \sum_{j=1}^{m} E(\Gamma_j)\).
4.3 Optimal checkpointing scheme for minimizing the worst case latency on a single core

Our goal is to develop a method that can minimize the energy consumption while ensuring the $K$-fault tolerance using checkpointing. A key to solve this problem is to make judicious decisions on inserting checkpoints to each task. As shown in the previous section, increasing the numbers of checkpoints for real-time tasks incurs larger checkpointing overhead which may compromise the feasibility and/or energy efficiency of real-time systems. On the other hand, however, increasing the checkpoint numbers decreases the needs of larger resource reservation for fault recovery, which can be in favor of both system feasibility and energy efficiency. As a result, the number of checkpoints (or the checkpointing interval) must be carefully chosen to balance the checkpointing overhead with the fault recovery cost.

As a closely related work, Zhang et al. [130] showed that the optimal number of checkpoints to minimize the worst case latency of a single task $\tau_i$, denoted as $m^*_i$, can be calculated as

$$m^*_i = \begin{cases} \left\lceil \sqrt{\frac{K \times c_i}{o_i + q_i}} - 1 \right\rceil & \text{if } c_i > \frac{(m^-_i + 1)(m^-_i + 2)(o_i + q_i)}{K} \\ \left\lfloor \sqrt{\frac{K \times c_i}{o_i + q_i}} - 1 \right\rfloor & \text{if } c_i \leq \frac{(m^-_i + 1)(m^-_i + 2)(o_i + q_i)}{K} \end{cases}$$

where $m^-_i = \left\lfloor \sqrt{\frac{K \times c_i}{o_i + q_i}} - 1 \right\rfloor$. However, when considering multiple tasks that share recovery resources on a single-core processor, the individual optimal checkpointing configuration does not necessarily lead to the global optimal result. Pop et al. [96] resorted to meta-heuristic (i.e. Tabu search) to search for the global optimal solution. It is desirable that a more efficient and effective method can be developed to identify the optimal global checkpointing settings, especially during the design space exploration process.
Assuming all tasks on the same core share the same recovery resources, to tolerate \( K \) faults, we must reserve enough CPU time, i.e. \( K \times SR \), to re-execute the corresponding program segments, where \( SR = \max_{i=1,\ldots,n} \{ R_i(m_i) \} \), \( m_i \) is the number of checkpoints for \( \tau_i \), and \( R_i(m_i) \) is defined in equation (4.1b). We call \( SR \) as the shared recovery block. Considering the task set \( \Gamma = \{ \tau_1, \tau_2, \ldots, \tau_n \} \) is allocated to the same core, the worst case latency of task set \( \Gamma \) with shared recovery block of \( SR \), denoted as \( L(\Gamma, SR) \), can be formulated in equation (4.5)

\[
L(\Gamma, SR) = \sum_{i=1}^{n} c_i + \sum_{i=1}^{n} (m_i * o_i + m_i * q_i + q_i) + K * SR. \tag{4.5}
\]

To find the optimal checkpointing scheme that minimize the worst case latency, i.e. \( L(\Gamma, SR) \), we have the following theorem.

**Theorem 4.3.1.** If \( \{m_1, m_2, \ldots, m_n\} \) is the optimal checkpointing configuration to minimize \( L(\Gamma, SR) \), then we have \( \forall i, m_i \leq m_i^* \), where \( m_i^* \) is the optimal number of checkpoints to run a task \( \tau_i \) individually.

**Proof.** We prove this theorem by contradiction.

Let \( \{m_1, m_2, \ldots, m_n\} \) be the optimal checkpointing configuration but \( \exists i \in [1, n], m_i > m_i^* \). Let \( \{m_1, m_2, \ldots, m_i^*, \ldots m_n\} \) be another configuration that distinguishes the former one only by the number of checkpoints for task \( \tau_i \). \( SR \) and \( SR' \) denote the sizes of the shared recovery blocks under two configurations, respectively. \( \delta \) represents the difference between the two worst case latencies, i.e. \( \delta = L(\Gamma, SR) - L(\Gamma, SR') \). Then, we have \( \delta = m_i(o_i + q_i) + K \times SR - (m_i^*(o_i + q_i) + K \times SR') \) according to equation (4.5).

Note that \( SR \) can be potentially increased after reducing \( m_i \) to \( m_i^* \), we discuss the two possible scenarios separately in the following.
• **Case 1:** $R_i(m^*_i) \leq SR$. In this case, reducing $m_i$ to $m^*_i$ does not change the size of the shared recovery block, i.e. $SR' = SR$. Because $m_i > m^*_i$, we know $\delta > 0$.

• **Case 2:** $R_i(m^*_i) > SR$. This means that the share recovery block is increased due to the decrease in the checkpointing number of task $\tau_i$ and $SR' = R_i(m^*_i)$. Since $SR \geq R_i(m_i)$, if we replace $SR (SR')$ with $R_i(m_i) (R_i(m^*_i))$, respectively, we have

$$\delta \geq m_i(a_i + q_i) + K \cdot R_i(m_i) - (m^*_i(a_i + q_i) + K \cdot R_i(m^*_i)).$$

(4.6)

Note that the right hand side of equation (4.6) represents the difference of two worst case latencies when running $\tau_i$ individually using two different checkpointing schemes. Since $m^*_i$ is the optimal checkpoint solution, we must have $\delta > 0$.

For both cases, we have $\delta > 0$. This contradicts our assumption that $M$ is optimal. □

Theorem 4.3.1 helps to prune the search space for the checkpointing configurations. However, a brute-force method based on Theorem 4.3.1 still has a very high computational complexity, i.e. $\prod_{i=1}^{n} m^*_i$, which can be computationally prohibitive for large task sets with a considerable amount of possible values of $m^*_i$. In what follows, we introduce a novel approach to further prune the search space.

Since $SR = \max_{i=1,...,n} \{R_i(m_i)\}$, from equation (4.1b), for a given $SR$, we have

$$m_i = \left\lceil \frac{c_i}{SR - (r_i + q_i)} - 1 \right\rceil.$$ 

(4.7)

Therefore, equation (4.5) can be transformed to

$$L(\Gamma, SR) = \sum_{i=1}^{n} (c_i + q_i) + \sum_{i=1}^{n} \left[ \frac{c_i}{SR - (r_i + q_i)} - 1 \right](a_i + q_i)$$

$$+ K \cdot SR$$

(4.8)
Therefore, to search for the optimal checkpointing configurations, we only need to search the optimal value of $SR$ that can optimize $L(\Gamma, SR)$. To achieve this purpose, we first introduce the following lemma.

**Lemma 4.3.2.** If $M = \{m_1, m_2, \ldots, m_n\}$ is the optimal checkpointing configuration for task set $\Gamma = \{\tau_1, \tau_2, \ldots, \tau_n\}$, then the size of the shared recovery block $SR$ under configuration $M$ is no less than $\max_{i=1,\ldots,n} \{R_i(m_i^*)\}$.

**Proof.** The proof of Lemma 4.3.2 is similar to that of Theorem 4.3.1. We also prove it by contradiction. The configuration $M$ is assumed to be optimal but the resulting $SR < \max_{i=1,\ldots,n} \{R_i(m_i^*)\}$. Let task $\tau_k$ have the longest recovery time, i.e. $R_k(m_k^*) = \max_{i=1,\ldots,n} \{R_i(m_i^*)\}$. According to equation (4.7), the number checkpoint of $\tau_k$ is calculated as $m_k = \lceil \frac{c_k}{SR - (r_k + q_k)} - 1 \rceil > \lceil \frac{c_k}{R_k(m_k^*) - (r_k + q_k)} - 1 \rceil = \lceil m_k^* \rceil$. This contradicts Theorem 4.3.1. $\square$

From Lemma 4.3.2, we can immediately set up a lower bound for $SR$ as

$$SR \geq \max_{i=1,\ldots,n} \left\{ \frac{c_i}{m_i^* + 1} \right\}. \quad (4.9)$$

Moreover, based on the properties of ceiling(floor) functions and equation (4.8), we can set an upper bound and a lower bound as follows:

$$L_{\text{upper}}(T, SR) = \sum_{i=1}^{n} (c_i + q_i) + \sum_{i=1}^{n} \frac{c_i}{SR - \phi_{\text{max}}}(o_i + q_i) + K \cdot SR \quad (4.10a)$$

$$L_{\text{lower}}(T, SR) = \sum_{i=1}^{n} (c_i - o_i) + \sum_{i=1}^{n} \frac{c_i}{SR - \phi_{\text{min}}}(o_i + q_i) + K \cdot SR \quad (4.10b)$$

where $\phi_{\text{max}} = \max_{i=1,2,\ldots,n} (r_i + q_i)$ and $\phi_{\text{min}} = \min_{i=1,2,\ldots,n} (r_i + q_i)$.

Note that the two curves defined in equation (4.10a) and (4.10b) constrain the optimal $SR$ as shown in Figure 4.1. Moreover, from equation (4.10a), we can readily calculate the minimum upper bound by setting

$$\frac{\partial L_{\text{upper}}(\Gamma, SR)}{\partial SR} = 0. \quad (4.11)$$
As can be seen from Figure 4.1, the optimal SR can only be located in the shaded range between \([low, high]\), beyond which \(L\) is always greater than \(L_1\), which is the solution of equation (4.11). The exact values of \(low\) and \(high\) can be calculated accordingly by solving the following equation

\[
L_{lower}(\Gamma, SR) = L_1. \tag{4.12}
\]

Algorithm 3

\begin{algorithm}
\begin{algorithmic}[1]
\STATE obtain \(m_i^*\), for \(i = 1, 2, ..., n\) according to [96]
\STATE \(L_{min} = \text{INF}\);
\STATE \(\mathcal{S} = \{SR_{i,k}|SR_{i,k} = R_i(k), i = 1, ..., n; k = 1, ..., m_i^*\}\);
\STATE Prune \(\mathcal{S}\) based on equation (4.9) and solutions of equation (4.12);
\FOR {\(i = 1; i \leq \text{sizeof}(\mathcal{S}); i++\)}
\STATE calculate \(L(\Gamma, \mathcal{S}(i))\) according to equation (4.8);
\IF {\(L(\Gamma, \mathcal{S}(i)) < L_{min}\)}
\STATE \(L_{min} = L(\Gamma, \mathcal{S}(i))\);
\STATE \(SR_{opt} = \mathcal{S}(i)\);
\ENDIF
\ENDFOR
\STATE \(m_i = \lceil \frac{c_i}{SR_{opt} - (r_i + q_i)} - 1 \rceil \forall i = 1, ..., n\);
\STATE return \(L_{min}, SR_{opt}, M = m_i, i = 1, ..., n\)
\end{algorithmic}
\end{algorithm}

As such, equation (4.9) and solutions of equation (4.12) can be effectively used for pruning the solution space for the optimal checkpoint configurations. We summarize
the procedures in Algorithm 3. It is not difficult to see that the complexity of Algorithm 3 is linear to the possible values of $SR$. In section 4.5, we use experimental results to test the efficiency of our approach.

### 4.4 Energy-aware fault-tolerant task allocation

With our analysis results and algorithm to search for the optimal checkpointing scheme on a single-core processor, we are now ready to present our algorithm to minimize the overall energy consumption while tolerating $K$ transient faults on multi-core platforms.

Without fault tolerance requirement, one intuitive method is to spread the workload among multi-core platforms as even as possible [4]. When fault tolerance requirements are taken into consideration, however, extra care must be taken since both resource reservation and DVFS compete for system slack time. Aggressively packing as many tasks as possible into one core helps to reduce the resource reservation since the reserved resource can be shared by all tasks in the same core. However, with too much workload stacked in one core, it becomes difficult for a core to scale down the processing speed. On the contrary, spreading tasks around helps to balance the workload among different cores and thus effectively reduces the processing speed. The problem is that potentially more resources need to be reserved since tasks allocated to different cores cannot share the same reserved resources. Moreover, as indicated in our analysis results before, different sets of tasks may lead to totally different optimal checkpointing results, i.e. resource-reservation schemes.

It is well known that the multi-objective task allocation problem is a NP-hard problem in the strong sense [4]. Therefore, we focus our effort on developing an effective heuristic solution for this problem. Our task allocation scheme for energy
Algorithm 4 EATA(Γ, Ψ, K)
1: obtain $m_i^*$, for $i = 1, 2, ..., n$ according to [96]
2: $E_{total} = 0$
3: $Γ_j = NULL$, for $j = 1, 2, ..., m$
4: for $i = 1; i \leq n; i + +$ do
5: $ΔE = \infty$
6: assigned = 0;
7: $M_{new} = NULL$
8: for $j = 1; j \leq m; j + +$ do
9: \{$L_{temp}, SR_{temp}, M_{temp}\} = OPT\_CHK(Γ_j \cup \{τ_i\}, K)$;
10: $E_{temp} = E(Γ_i \cup \{τ_i\})$
11: if $L_{temp} \leq D$ and $E_{temp} < ΔE$ then
12: assigned = j;
13: $ΔE = E_{temp}, M_{new} = M_{temp}$
14: end if
15: end for
16: if assigned == 0 then
17: return “not feasible”;
18: else
19: $Γ_{assigned} ← Γ_{assigned} \cup \{τ_i\}$;
20: $M = M_{new}$;
21: $E_{total} ← E_{total} + ΔE$;
22: end if
23: end for
24: return \{$Γ_1, ..., Γ_m\}, E_{total}, M$
minimization with $K$ fault tolerance guarantee is developed based on the algorithm $OPT_{CHK}$. Specifically, when allocating a new task $\tau_i$, we assign $\tau_i$ to the core that leads to the minimum energy consumption increase. Note that, when assigning $\tau_i$ to a core (e.g. $\psi_j$), the optimal checkpoint configurations can be obtained using algorithm $OPT_{CHK}$. We assume that the re-execution of a faulty task is always performed at the highest speed and the checkpointing overhead is independent to the core’s running mode. Then the core speed for $\psi_j$, i.e. $f_j$, can be determined by

$$
 f_j = \max\left( \frac{\sum_{\tau_i \in \Gamma_j} c_i}{D - \sum_{\tau_i \in \Gamma_j} c'_i(m_i) - K \max_{\tau_i \in \Gamma_j} R_i(m_i)}, f_c \right) \quad (4.13)
$$

where $f_c$ is the critical speed, $c'_s(*)$ and $R_s(*)$ are obtained through equations (4.1a) and (4.1b), respectively. Also, the energy consumption of core $\psi_j$, i.e $E(\Gamma_j)$, can be calculated according to equation (4.4). Note that even though we assume the frequency of a core can be continuously varied, we can still adopt the traditional approach [70] to deal with the scenario when only a set of discrete levels of frequencies are available. Specifically, if the desired constant frequency, i.e. $f_i$, is not available, we identify two available neighboring frequencies of $f_i$ to run the task set $\Gamma_j$ on $\psi_j$.

The overall algorithm is described in Algorithm 4. It is not difficult to see that the overall complexity of Algorithm 4 is $O(n \times m \times |S|)$, where $|S|$ is the worst case possible values of the shared reservation block on a core.

### 4.5 Experimental results

In this section, we study the effectiveness and efficiency of our proposed algorithms. To our best knowledge, there is no existing approach targeting the exact same problem. As a result, to study the energy saving performance of $EATA$, we compared it with two well-known fault-oblivious approaches, i.e. Best-Fit(BF) and Worst-
Fit(WF). Especially, WF is a commonly used energy optimization heuristic and has been shown to be quite effective in the absence of processor faults due to its load-balancing characteristic [4]. To maintain the feasibility under the $K$ faults for both BF and WF, the reserved resource on each core was considered as part of the workload, and different tasks can share the reserved resource. BF(WF) allocates a task to a feasible core with the least(most) remaining capacity. Individual optimal number of checkpoints was inserted to each task under these two heuristics. We then evaluate how many speedups that $EATA$ can achieve with the techniques proposed in Section 4.3 to prune the search space of $OPT_{CHK}$. To evaluate the energy saving performance, we set up the simulation platforms as follows. For a fixed number ($m$) of cores, we varied the average utilization, i.e. $\frac{U_{total}}{m}$ from 0.1(light load) to 1 (heavy load). The utilization of each task $\tau_i$ was uniformly distributed in the range [0.01, 0.6]. The deadline of the application, i.e. $D$, was set to 100. The fault detection, checkpointing and state retrieval overhead was identically set to 0.5, 1 and 1 respectively for each task. The corresponding energy overhead was set to 0.05, 0.1 and 0.1. In addition, we set $P_{\text{leak}} = 0.1$, $C_{ef} = 1$ and $\alpha = 3$ and we assumed the existence of four normalized frequency levels given by \{0.4, 0.6, 0.8, 1.0\}.

Due to page limits, we only show three sets of experimental results with different numbers of tasks, cores and total transient faults. Figure 4.2 shows the energy consumption for 20 tasks and 4-core processors with $K=1$. Each point in the figure was averaged over 1000 test cases. As we can see, the energy consumption increases when the system workload becomes heavier for all three techniques, but our approach $EATA$ always outperforms the other two. For instance, when the core average utilization is 0.55, 12%(46%) energy saving is achieved by $EATA$ over WF(BF). In average, our algorithm reduces energy consumption by 11% (59%) compared to WF (BF).
The energy savings are more substantial in Figure 4.3, with 8-core processors and 40 tasks to tolerate maximum 2 faults, with over 16% and 62% energy savings in average compared to WF and BF, respectively.

Similar results are observed for the case of 16-core processors and 80 tasks with at most 4 faults as shown in Figure 4.4, where 19% and 65% energy savings are achieved over WF and BF respectively. In general, we can see that our approach can achieve better energy savings for test cases with higher system utilizations, larger numbers of tasks and cores. This is due to the fact that our approach tries to find the best combination of task allocation, checkpointing scheme and speed assignment at each
step. High energy savings are achieved by reserving as less resources as possible and leaving more slacks for DVFS.

Next, we evaluated the benefits of our approach proposed in Section 4.3. The complexity of EATA heavily depends on that of \( OPT_{CHK} \). Therefore, the computational efficiency of \( OPT_{CHK} \) is critical to the success of EATA. To study the computational efficiency of \( EATA \) brought by the speedup techniques for \( OPT_{CHK} \), we set the average utilization, i.e. \( \frac{U_{\text{total}}}{m} \) to be 0.8. The utilization of each task was randomly generated to be uniformly distributed in \([0.01, 0.06]\). The deadline, i.e. \( D \) was set to 100. The timing overhead of checkpointing, fault detection and state retrieval were considered as 1% of the average task execution time. We varied the numbers of tasks and cores and recorded the results in Figure 4.5. In each step, we
increase the number of tasks by 100 and the number of cores by 4. As we can see, as the system size grows, the time consumed by both simulations increase. However, our approach proposed in section 4.3 can easily achieve a speed up of at least 10X. As the number of tasks and cores increases, the efficiency of the two speed-up technique becomes more prominent and make the algorithm EATA efficiently scalable.

4.6 Summary

As IC technology continues its evolution into the deep sub-micron domain, the exponentially increased energy consumption and the deteriorated reliability have become serious concerns in computer system design. In this chapter, we study the energy minimization problem for a real-time application on a multi-core platform that can tolerate $K$ transient faults using the checkpointing method. We first develop an efficient method to determine the checkpointing scheme that can minimize the worst case response time for a task set that shares the reserved resources for fault recovery on a single-core processor. We then present a task assignment algorithm to minimize the overall energy while guaranteeing the fault-tolerance capability. Our experimental results also demonstrate the effectiveness and efficiency of our proposed approach.
CHAPTER 5
ENERGY MINIMIZATION FOR FAULT-TOLERANT SCHEDULING
OF PERIODIC FIXED-PRIORITY APPLICATION ON
MULTI-CORE PLATFORMS

Despite the fact that the techniques proposed in the previous chapter can achieve
significant energy savings while enabling the system to tolerate transient faults. It
can only be applied to frame-based tasks, i.e. all tasks share the same deadline.
In this chapter, we study the problem of energy minimization for scheduling gen-
eral periodic fixed-priority applications on multi-core platforms with fault-tolerance
requirements. Specifically, We first introduce an efficient method to determine the
checkpointing scheme that guarantees the schedulability of an application under the
worst-case scenario, i.e. up to K faults occur, on a single-core processor. Based on
this method, we then present a task allocation scheme aiming at minimizing energy
consumption while ensuring the fault-tolerance requirement of the system.

The rest of this chapter is organized as follows. Existing works that are related to
our research problem are discussed in Section 5.1. Section 5.2 introduces the system
models and notations used throughout this chapter. We introduce our efficient
algorithm for obtaining a feasible checkpointing solution for a given task set on
a single-core processor in Section 5.3. We then present our energy efficient fault-
tolerant task-allocation algorithm in section 5.4. The effectiveness and efficiency
of our algorithms are evaluated in Section 5.5. Finally, section 5.6 summarizes the
chapter.

5.1 Related works

When dealing with both energy conservation and fault tolerance, one big challenge is
how to balance the resource usage between the two, since energy conservation strate-
gies need additional resources for lowering down system speed, and fault tolerance strategies need additional resources for fault detection and recovery.

There are also several papers published that are closely related to our research. Pop et al. [97] presented a constraint logic programming method to develop fault-tolerant DVFS schedules for real-time tasks with precedence constraints on distributed heterogeneous platforms. The task allocation is assumed to be known a priori. Fault tolerance is achieved by reserving passive backup(s) for a task on the same core and activating it in case of failure. With the slacks mostly being occupied by reserved recoveries, the space for DVFS is severely limited. Haque et al. [60] proposed a stand-sparing technique for fixed-priority applications on a dual-core platform. Active replication with delayed starting time is employed for the purpose of maintaining task reliability and reducing energy consumption. Again, an entire task needs to be re-executed in presence of a failure and active replication can consume extra energy even under fault-free scenario. Han et al [56] proposed an optimal checkpointing scheme for minimize the worst case response time of an application on a single-core processor and developed a task allocation scheme for energy minimization. However, this approach is limited to frame-based task sets, hence it does not apply to a much more complicated fixed-priority periodic task model.

In this chapter, we study the problem of minimizing the energy consumption for periodic fixed-priority hard real-time systems running on homogeneous multi-core platforms while ensuring that the systems can tolerate up to $K$ transient faults. We adopt the widely used DVFS and checkpointing as the energy management method and the fault-tolerance policy, respectively. We focus our efforts on fixed-priority scheduling due to its simpler implementation and better practicability [39]
compared with dynamic priority-based scheduling. In what follows, we introduce some preliminaries that are essential to our research.

5.2 Preliminaries

In this section, we introduce the pertinent background of our research problem and present the system models and notations.

5.2.1 Application model

The real-time application considered in this chapter consists of \( n \) independent sporadic tasks, denoted as \( \Gamma = \{ \tau_1, \tau_2, ..., \tau_n \} \). Each task is characterized by a tuple \((C_i, D_i, T_i)\). \( C_i \) denotes the worst-case execution time of a task \( \tau_i \), whereas \( D_i \) and \( T_i \) represent its deadline and minimum inter-arrival time (period), respectively. Each task can generate an infinite number of instances or jobs, we use these two terms interchangeably in this chapter. The utilization of task \( \tau_i \) is represented as \( u_i = \frac{C_i}{T_i} \). The system utilization \( U \) is therefore calculated as \( U_{total} = \sum_{i=1}^{n} \frac{C_i}{T_i} \).

5.2.2 Fault model and checkpointing

In this chapter, we assume that there are at most \( K \) transient faults within one least common multiple (LCM) of all the task periods in \( \Gamma \) but we do not make any assumptions regarding the fault pattern. In other words, the transient faults can strike any task instance at any time, and multiple faults may affect the same task instance. Once a fault is detected, the task instance being affected rolls back to the last saved checkpoint and re-executes the faulty segment. We consider the checkpoint to be self fault-tolerant.
We assume all the jobs of the same task have the identical number of checkpoints. Inserting one checkpoint to an instance of task $\tau_i$ refers to the operation of saving its current state and condition to memory, with its the timing and energy overhead denoted as $o_i$ and $eo_i$, respectively. Before inserting a checkpoint, a fault detection is always performed to ensure the sanity of the to-be-saved state. We use $q_i$ and $eq_i$ to denote the timing and energy overhead for such an operation. Moreover, once a fault is detected during the execution of an instance of task $\tau_i$, it needs to rollback to the latest checkpoint, i.e. to retrieve the latest-saved correct information. The time and energy overhead of this operation are represented by $r_i$ and $er_i$, respectively.

The fault-free execution time of an instance of task $\tau_i$ is a function of the number of checkpoints, and is formulated in equation (5.1a). Note that, with $m_i$ checkpoints, the fault detections are performed $m_i + 1$ times including the one at the end of the job’s execution. The recovery time of $\tau_i$ with $m_i$ checkpoints under a single failure includes three parts, namely the time to rollback to the latest checkpoint, the time to re-execute the faulty segment and the time to perform a fault detection operation at the end. We denote it as $F_i(m_i)$ and formulate it in equation (5.1b).

$$C_i(m_i) = C_i + m_i o_i + (m_i + 1) q_i \quad (5.1a)$$

$$F_i(m_i) = r_i + \frac{C_i}{m_i + 1} + q_i \quad (5.1b)$$

Since a lower priority task $\tau_i$ is subject to the workload interference (including recoveries) from higher priorities tasks, the worst case recovery time for $\tau_i$ is the longest recovery time among all tasks with higher priority and $\tau_i$ itself. Specifically, we denote it as

$$MR_i = \max(F_1, F_2, ..., F_i). \quad (5.2)$$

Regarding $\tau_i$’s schedulability, adding more checkpoints to its higher priorities tasks increases the interference caused by fault-free workloads, which may under-
mine $\tau'_i$'s schedulability. However, it may decrease the recovery time needed for $\tau_i$, i.e. $MR_i$, which is in favor of $\tau'_i$'s schedulability. Therefore, to determine the appropriate number of checkpoints for scheduling real-time tasks under the fault tolerance constraint is not a trivial task.

5.2.3 Platform and energy model

We assume that there are a total number of $\phi$ cores on a homogeneous multi-core platform $\Psi$, i.e. $\Psi = \{\psi_1, ..., \psi_\phi\}$ and there exist a set of $L$-level discrete speeds/frequencies for each core, which is denoted as $FR = \{f_1, f_2, ..., f_L\}$. Without loss of generality, we assume $0 \leq f_L \leq f_{L-1} \leq ... \leq f_1 = 1$.

We adopt the power model in [56, 133] by considering the frequency-independent and frequency-dependent power components. Specifically, the overall power consumption $P$ can be formulated as

$$P = P_{\text{ind}} + P_{\text{dep}} = P_{\text{ind}} + C_{ef} f^\alpha,$$  \hspace{1cm} (5.3)

where $P_{\text{ind}}$ is the frequency-independent power, including the power consumed by off-chip devices such as main memory and external devices and constant leakage power. $C_{ef}$ is the effective switching capacitance. $\alpha$ is a constant usually no smaller than 2. $P_{\text{dyn}}$ is the dynamic power consumed by switching transistor state. As a result, the fault-free energy consumption of a job from task $\tau_i$ with $m_i$ checkpoints executed under speed $f_i$ is calculated as:

$$E_i(f_i) = (P_{\text{ind}} + C_{ef} f_i^\alpha) \cdot \frac{C_i}{f_i} + m_i(eo_i + o_i P_{\text{ind}}) + (m_i + 1)(eq_i + q_i P_{\text{ind}}),$$ \hspace{1cm} (5.4)

where the first part is the energy consumed by executing the job (the scaled execution time of task $\tau_i$ under frequency $f_i$ is $\frac{C_i}{f_i}$), and the second and the third part
represent the energy overhead from checkpointing and fault detections, respectively. Similar to [130, 56], we assume that checkpointing, fault detections and checkpoint retrievals are not affected by processing frequency. Note that, during those operations, the frequency-independent power is still consumed. As \( E_i(f_i) \) is a convex function, one intuition to save energy is to lower the operating frequency as much as possible, provided it is larger than so-called critical frequency \( f_c = \sqrt{ \frac{P_{\text{core}}}{(a-1)C_{\text{ef}}}} \) [88].

\( \Gamma_j \) is used to denote the set of tasks assigned to the core \( \psi_j \). As we only study the energy consumption within one LCM of the task periods, the energy consumption of core \( \psi_j \) is formulated in equation (5.5).

\[
E(\Gamma_j) = \sum_{\tau_i \in \Gamma_j} \frac{\text{LCM}}{T_i} E_i(f_i). \tag{5.5}
\]

The total energy consumption of the system is thus \( E(\Gamma) = \sum_{j=1}^{\phi} E(\Gamma_j) \).

### 5.3 Feasible checkpointing configuration for fixed-priority tasks on a single-core processor

Our goal is to minimize the energy consumption while being able to tolerate, in the worst case, \( K \) faults when scheduling a fixed-priority task set on a multi-core platform. One key to this problem is to choose an appropriate number of checkpoints for each task. Adding more checkpoints to tasks may reduce the recovery overheads, which is in favor of system schedulability. However, excessive checkpointing overheads may outweigh the benefits of decreasing recovery overheads, which might undermine the schedulability of the system. Therefore, to determine the number of checkpoints for each task is not a trivial problem and must be carefully studied.

As a closely related work, Zhang et al. [130] showed that the optimal number of checkpoints to minimize the worst case latency of a single task \( \tau_i \), denoted as \( m_i^* \),
can be calculated as

\[
m_i^* = \begin{cases} 
\left\lceil \sqrt{\frac{K+c_i}{o_i+q_i}} - 1 \right\rceil & \text{if } c_i > \frac{(m_i^-+1)(m_i^-+2)(o_i+q_i)}{K} \\
\left\lfloor \sqrt{\frac{K+c_i}{o_i+q_i}} - 1 \right\rfloor & \text{if } c_i \leq \frac{(m_i^-+1)(m_i^-+2)(o_i+q_i)}{K}
\end{cases}
\]

where \( m_i^- = \left\lfloor \sqrt{\frac{K+c_i}{o_i+q_i}} - 1 \right\rfloor \). However, when considering multiple fixed-priority tasks on a single-core processor, the individual optimal checkpointing configuration does not necessarily lead to a feasible checkpointing configuration for a task set.

To this end, Zhang et al. [130] proposed a recursive approach for identifying a feasible checkpointing scheme for a given fixed-priority task set on a single-core processor. Specifically, the recursive algorithm, i.e. \((ZCP(p,q))\), takes two parameters \( p \) and \( q \) as inputs, where \( p \) and \( q \) are the indexes for the first and last task in the sub-task set with checkpoint numbers to be determined. The algorithm works as follows:

1. Initially, let \( m_i = 0 \) and obtain \( m_i^* \) for \( 1 \leq i \leq n \). Set \( p = 1, q = n \).

2. \( ZCP(p,q) \): Starting from the first task \( \tau_p \), evaluates the schedulability of each task in decreasing order of task priorities, and finishes successfully if all tasks are determined schedulable.

3. If task \( \tau_j, j \in [p,q] \) is not schedulable, the task \( \tau_h, h \in [1,j] \) with the longest recovery is found and one more checkpoint is added to it, i.e. \( m_h = m_h + 1 \) to reduce its recovery time, i.e. \( F_h = F_h(m_h) \). Since the addition of checkpoints to \( \tau_h \) affects the schedulability of the tasks from \( \tau_h \) to \( \tau_j \), we need to set \( p = h, q = j \) and recursively call \( ZCP(p,q) \).

4. \( ZCP(p,q) \) terminates and reports that the task set is unschedulable if, for each task \( \tau_i, i \in [1,p] \), the number of checkpoints is larger than \( m_i^* \), i.e. the optimal value for a single task.
This approach works well only for small task sets and/or tasks with small optimal checkpoint numbers. Otherwise, it can be extremely time consuming. Note that, a task $\tau_i$ is considered unschedulable only when the checkpoint numbers of all tasks in \{\tau_1, \tau_2, ..., \tau_i\} exceed their individual optimal numbers. In addition, each time when a checkpoint is added to a task $\tau_i$, the schedulability of task $\tau_i$ along with all the lower-priority tasks has to be re-evaluated. These two factors contribute the most to the excessive running time of ZCP and make it extremely computational expensive for design space explorations for our multi-core energy-efficient fault-tolerant real-time scheduling problem, which is NP-hard in nature.

It is therefore desirable that a more efficient and effective method can be developed to rapidly determine the checkpointing configuration for tasks on a single core. In what follows, we introduce several theorems, and based on which, we develop a much more efficient algorithm.

**Theorem 5.3.1.** Given a checkpointing configuration $M = \{m_1, ..., m_p, ..., m_n\}$, assume that there exists a task $\tau_p$ with $m_p > m_p^*$. Let $M' = \{m_1, ..., m_p^*, ..., m_n\}$. Then if the task set $\Gamma$ is unschedulable under $M'$, it must also be unschedulable under $M$.

**Proof.** Reducing the number of checkpoints of $\tau_p$ does not affect the schedulability of the tasks with higher priorities than $\tau_p$. We only need to consider each task \(\tau_i, i \in [p, n]\). To ease our proof, we use $W_i(t)$ and $W'_i(t)$ to denote the total workload demand before $t$ for task $\tau_i$ under the checkpointing scheme $M$ and $M'$, respectively.

Since $\tau_i$ is schedulable under $M$, then there must exist at least one time instance $t \in [0, D_i]$ such that

\[
W_i(t) = \sum_{j=1}^{i} \left\lfloor \frac{t}{T_j} \right\rfloor C_j(m_j) + K \times MR_i \leq t. \tag{5.6}
\]
Let $MR'_i$ denote the longest recovery overhead affecting $\tau_i$ under $M'$. Since the number of checkpoints in $M$ is no smaller than that in $M'$, according to equation (5.1b) and (5.2), it is clear that $MR'_i \geq MR_i$. We consider two cases separately.

**Case 1:** $MR'_i = MR_i$. In this case, we have

$$W'_i(t) = \sum_{j=1,j\neq p}^{i} \left[ \frac{t}{T_j} \right] C_j(m_j) + \left[ \frac{t}{T_p} \right] C_p(m^*_p) + K \times MR'_i$$

$$< W_i(t) \leq t,$$  \hspace{1cm} (5.7)

as a result, $\tau_i$ must be schedulable.

**Case 2:** $MR'_i > MR_i$. In this case, reducing $m_p$ to $m^*_p$ leads to an increase in fault recovery overhead for $\tau_i$. In other words, $\tau_p$ become the task with the longest recovery, i.e. $MR'_i = F_p(m^*_p)$. Let $\kappa_i = \alpha_i + q_i, \forall i$. Additionally, we know that

$$MR_i \geq F_p(m_p)$$

and $m_p\kappa_p + K \times F_p(m_p) \geq m^*_p\kappa_p + K \times F_p(m^*_p)$ because $m^*_p$ is the optimal number of checkpoints for $\tau_p$ when considered individually. Consequently, let $\delta = W_i(t) - W'_i(t)$, we have

$$\delta = \left[ \frac{t}{T_p} \right] (m_p\kappa_p - m^*_p\kappa_p)$$

$$+ K \times MR_i - K \times MR'_i$$

$$\geq m_p\kappa_p - m^*_p\kappa_p + K \times MR_i - K \times F_p(m_p)$$

$$\geq m_p\kappa_p + K \times F_p(m_p) - (m^*_p\kappa_p + K \times F_p(m^*_p))$$

$$\geq 0;$$

Thus, $W'_i(t) \leq W_i(t) \leq t$ and $\tau_i$ must be schedulable. \hfill \square

Theorem 5.3.1 implies that, if the task set is not schedulable when the number of checkpoints of any task has already exceeded its individual optimal number, this
task set is deemed to be unschedulable. As a result, there is no need to increase the numbers of checkpoints for other tasks until all of them exceed their individual optimal numbers, as in ZCP algorithm stated above. With larger task sets and larger optimal checkpoint numbers for each tasks, Theorem 1 can improve the computational efficiency tremendously.

In addition, changing the number of checkpoints of a higher priority task also changes its preemption impacts to the low priority tasks and thus results in time-consuming schedulability checking operations. The following theorem helps to greatly reduce the computational cost for schedulability checking.

**Theorem 5.3.2.** Let $\tau_q$ be the unschedulable task with the highest priority under the checkpointing configuration $M = \{m_1, ..., m_q, ..., m_n\}$. Assume that $\tau_q$ becomes schedulable under a new configuration $M' = \{m'_1, ..., m'_q, ..., m'_n\}$, $\forall i, m'_i \geq m_i$ when gradually adding checkpoints to tasks with the largest recovery cost. Then, for any higher priority task $\tau_i$, where $i \in [1, q)$, if it is schedulable under $M$ then it must be schedulable under the new configuration $M'$.

**Proof.** If checkpoints are increased only for tasks with priorities lower than $\tau_i$, i.e. $\forall j, j \in [1, i], m_j = m'_j$, then $\tau_i$’s schedulability is not affected.

Now consider the case where there are checkpoints added to tasks with priorities higher than $\tau_i$. Let the checkpoint configuration before increasing the checkpoints of $\tau_i$ and any task with higher priorities than $\tau_i$ be $\tilde{M} = \{\tilde{m}_1, \tilde{m}_2, ..., \tilde{m}_n\}$. We have $m_j = \tilde{m}_j, j = 1, ..., i$ and $m_j \leq \tilde{m}_j \leq m'_j, j = i + 1, ..., q$, and $\tilde{MR}_i = \tilde{MR}_q$, where $\tilde{MR}_i$ and $\tilde{MR}_q$ are the longest recovery overhead under the checkpointing scheme $\tilde{M}$ for $\tau_i$ and $\tau_q$, respectively. Note that $\tau_q$ is not schedulable under $\tilde{M}$ but schedulable under $M'$.

For ease of our proof, we let $W'_*(t)$ and $\tilde{W}'_*(t)$ denote the total workloads before $t$ for task $\tau_*$ under the scheme $M'$ and $\tilde{M}$, respectively.
We prove this theorem by contradiction. We assume that \( \tau_i \) is schedulable under \( M \) but not schedulable under \( M' \). Let \( MR'_i \) be the longest recovery overhead for \( \tau_i \) under \( M' \). Then, with \( t_1 \in [0, D_i] \) we have

\[
W'_i(t_1) = \sum_{j=1}^{i} \left\lfloor \frac{t_1}{T_j} \right\rfloor C_j(m'_j) + K \times MR'_i > t_1. \tag{5.8}
\]

Since \( \tau_i \) is schedulable under \( \tilde{M} \) and without loss of generality, we let

\[
W_\tilde{i}(t_1) = \sum_{j=1}^{i} \left\lfloor \frac{t_1}{T_j} \right\rfloor C_j(\tilde{m}_j) + K \times \tilde{M}R_i \leq t_1. \tag{5.9}
\]

Subtracting equation (5.9) from equation (5.8) and letting \( H(t_1) = W'_i(t_1) - W_\tilde{i}(t_1) \) and \( \kappa_i = o_i + q_i, \forall i \), we obtain the following result

\[
H_i(t_1) = \sum_{j=1}^{i} \left\lfloor \frac{t_1}{T_j} \right\rfloor (m'_j - \tilde{m}_j)\kappa_j + K \times MR'_i - K \times \tilde{M}R_i > 0 \tag{5.10}
\]

Similarly, because \( \tau_q \) is schedulable under \( M' \), we know

\[
W'_q(t_2) = \sum_{j=1}^{q} \left\lfloor \frac{t_2}{T_j} \right\rfloor C_j(m'_j) + K \times MR'_q \leq t_2, \tag{5.11}
\]

where \( t_2 \) is an time instance in \([0, D_q]\) and \( MR'_q \) denotes the longest recovery for \( \tau_q \) under \( M' \).

In what follows, we consider two cases regarding \( t_2 \).

**Case 1:** \( t_2 \leq D_i \). In this case, it can be seen that \( W'_i(t_2) \leq W'_q(t_2) \leq t_2 \), since \( i < q \) and \( MR'_i \leq MR'_q \). Therefore, \( \tau_i \) must be schedulable under \( M' \), which is contradictory to our assumption.

**Case 2:** \( t_2 > D_i \). As a result, we have \( t_2 > t_1 \). Furthermore, since \( \tau_q \) is not schedulable under the scheme \( \tilde{M} \), we have the following condition,

\[
\sum_{j=1}^{q} \left\lfloor \frac{t_2}{T_j} \right\rfloor C_j(\tilde{m}_j) + K \times \tilde{M}R_q > t_2. \tag{5.12}
\]
Subtracting equation (5.12) from equation (5.11), we have

\[ H_q(t_2) = \sum_{j=1}^{q} \left\lceil \frac{t_2}{T_j} \right\rceil (m'_j - \bar{m}_j) \kappa_j + K \times MR'_q - K \times \bar{M}R_q \leq 0 \]  

(5.13)

Since \( i < q \), \( MR'_i \leq MR'_q \) and \( \bar{M}R_i = \bar{M}R_q \), the following contradiction can be readily derived,

\[ 0 < H_i(t_1) \leq H_q(t_2) \leq 0. \]  

(5.14)

Thus far, this theorem is proved. \( \square \)

According to Theorem 2, for the first task \( \tau_q \) that misses its deadline under a checkpoint scheme, if we are able to incrementally add checkpoints to its higher-priority tasks or itself to make it schedulable, all tasks with priorities higher than \( \tau_q \) are guaranteed to be schedulable. This theorem can eliminate the computational efforts for re-evaluating the schedulability of higher priority tasks when inserting the checkpoints to them. Based on Theorem 5.3.1 and 5.3.2, we formulate an efficient and effective algorithm for finding a feasible checkpointing configuration for fixed-priority tasks on a single core, as shown in Algorithm 5.

ECHK evaluates the schedulability of each task from the highest priority to the lowest. If an unschedulable task \( \tau_i \) is encountered, ECHK searches for the checkpointing configuration to make \( \tau_i \) schedulable by repeatedly adding checkpoints to a higher priority task or \( \tau_i \) that currently contributes the most to \( \tau'_i \)'s recovery, an termination condition is set according to Theorem 5.3.1. If an feasible checkpointing configuration is found, then the schedulability of all the tasks with higher priorities than \( \tau_i \) is guaranteed based on Theorem 5.3.2.

Algorithm 5 greatly simplifies the process of searching for a feasible checkpointing combination for a given task set on a single core. The complexity of ZCP is \( O(\prod_{i=1}^{n} m_i^* \cdot nT) \), where \( T \) is the longest time for evaluating the schedulability of a
Algorithm 5 ECHK(Γ, K)

Require:
1) Task set : Γ = {τ1, τ2, ..., τn};
2) Number of faults: K
1: flag = “task set schedulable”
2: obtain $m^*_i$, for $i = 1, 2, ..., n$ according to [96]
3: ∀$i$, $i = 1, 2, ..., n$, initialize $m_i$ to 0;
4: for ($i = 1; i < n + 1; i++$) do
5: while $τ_i$ is not feasible do
6: $F_h = \max(F_1, ..., F_i)$;
7: $m_h = m_h + 1$;
8: if $m_h > m^*_h$ then
9: flag = “task set unschedulable”
10: return flag
11: end if
12: end while
13: end for
14: return flag, $M = \{m_1, m_2, ..., m_n\}$

task using exact response time analysis, whereas our ECHK has a complexity of at most $O(\sum_{i=1}^{n} m^*_i \cdot nT)$. Moreover, given that our algorithm can determine a task set to be unschedulable as soon as the number of checkpoints of any task exceeds its individual optimal value, ECHK is much more efficient in practice.

5.4 Energy-aware task allocation

Based on our algorithm ECHK that guarantees the single-core fault tolerance, we now present an algorithm determining the task allocation and the corresponding DVFS schedule on multi-core platforms to minimize the overall energy consumption.

Without the fault tolerance requirement, one intuitive method is to balance the workload among multi-core platforms as much as possible [4] such that each core can run at a relatively low speed. When we take fault tolerance into account, however, extra care must be taken since both recovery reservation and energy management
compete for system resources. The amount of reserved resources heavily depends on the feasible checkpointing scheme that can be obtained for a given task set. Balancing the workload does not necessarily lead to a favorable checkpointing scheme, since the system utilization itself does not provide any information regarding the fault-tolerant schedulability of a task set. On the other hand, packing as many tasks as possible into one core helps to reduce the number of cores to be utilized, but leaves less space for slowing down the processing core.

In what follows, we focus our effort on developing an effective heuristic for jointly determining the task allocation, checkpointing configuration and DVFS schedule for fixed-priority task sets scheduled on multi-core platforms, as it is a NP-Hard problem in strong sense [96].

Our task allocation scheme for energy minimization with $K$-fault tolerance capability is developed based on the algorithm $ECHK$. The overall algorithm is described in Algorithm 6. Specifically, when allocating a new task $\tau_i$, we tentatively assign $\tau_i$ to each core and determine whether a feasible checkpointing can be obtained. For each feasible candidate core $\psi_j$, we search for the lowest constant speed that can guarantee the schedulability of all the tasks assigned to it according to Algorithm 7. As excessive frequency switching can cause significant overhead, we use a constant speed for each core. Then, $\tau_i$ is allocated to the core with the lowest possible speed among all the feasible candidates.

In Algorithm 7, we reduce the speed of a core one level at a time until the lowest speed that yields a feasible checkpointing scheme is reached. Therefore, the complexity of our algorithm greatly hinges on that of $ECHK$. We assume that the re-execution of a faulty task is always performed at the highest speed, given the probability of failure is low. The checkpointing overhead is considered independent of the core’s running mode.
Algorithm 6 TACHK(Γ, Ψ, K)

1: Γ\textsubscript{j} = NULL, for \( j = 1, 2, ..., \phi \);
2: for \( i = 1; i \leq n; i + + \) do
3: \hspace{1em} feasible\textsubscript{speed}\textsubscript{i} = \( f_{max} \);
4: \hspace{1em} assigned = 0;
5: \hspace{1em} for \( j = 1; j \leq \phi; j + + \) do
6: \hspace{2em} \{flag, M\textsubscript{temp}\} = ECHK(Γ\textsubscript{j} \cup \tau\textsubscript{i}, K);
7: \hspace{2em} if (!flag) then
8: \hspace{3em} continue;
9: \hspace{2em} end if
10: \hspace{2em} speed\textsubscript{temp} = determine_core_speed(Γ\textsubscript{j} \cup \tau\textsubscript{i}, K);
11: \hspace{2em} if speed\textsubscript{temp} < feasible\textsubscript{speed} then
12: \hspace{3em} assigned = j; feasible\textsubscript{speed}\textsubscript{i} = speed\textsubscript{temp};
13: \hspace{2em} end if
14: \hspace{1em} end for
15: if assigned == 0 then
16: \hspace{1em} return “not schedulable”;
17: \hspace{1em} else
18: \hspace{2em} Γ\textsubscript{assigned} ← Γ\textsubscript{assigned} \cup \{\tau\textsubscript{i}\};
19: \hspace{1em} end if
20: end for
21: calculate the energy consumption \( E_{total} \) according to equation (5.4) and (5.5);
22: return \( \{\Gamma_1, ..., \Gamma_\phi\}, E_{total} \)

Algorithm 7 determine_core_speed(Γ, K)

1: lowest\textsubscript{feasible\_speed} = \( f_{max} \);
2: sort the available discrete speeds of the cores, i.e. \( FR \) in decreasing order;
3: for \( i = 1; i \leq |FR|; i + + \) do
4: \hspace{1em} Γ\textsubscript{temp}; temporary task set resulting from Γ scaled by frequency \( FR[i] \);
5: \hspace{1em} flag = ECHK(Γ\textsubscript{temp}, K);
6: \hspace{1em} if (!flag) then
7: \hspace{2em} break;
8: \hspace{1em} else
9: \hspace{2em} lowest\textsubscript{feasible\_speed} = FR[i];
10: \hspace{1em} end if
11: end for
12: return lowest\textsubscript{feasible\_speed}
It is not difficult to see that the overall complexity of Algorithm 7 is \( O(nL \sum_{i=1}^{n} m_i^* \cdot T) \), where \( L \) is the number of available processor frequencies and \( T \) is the longest time for evaluating the schedulability of a task using exact response time analysis. Furthermore, the complexity of Algorithm 6 is \( O(n^2 \cdot \phi \cdot L \sum_{i=1}^{n} m_i^* \cdot T) \).

### 5.5 Experimental results

In this section, we use simulations to verify the effectiveness and efficiency of our proposed algorithms.

#### 5.5.1 Timing complexity evaluation

Firstly, we evaluate the timing complexity of our algorithm \( ECHK \) against the method proposed in [130], i.e. ZCP, on a single-core platform.

We set the system utilization to be 0.8. Note that, we fixed the system utilization to a high value such that the task set generated was not schedulable under faults without checkpointing. The period of each task was randomly selected in the range \([10,1000]\). The rest of the task parameters were generated according to UUNIFAST in [17]. In our experiments, ZCP can easily fail even with a small number of task when the execution ratio, i.e. \( \frac{C_{\text{max}}}{C_{\text{min}}} \) is very large (e.g. \( > 100 \)), where \( C_{\text{max}} \) and \( C_{\text{min}} \) are the longest and shortest execution time in the task set, respectively. This is due to the fact that it may keep adding checkpoints to the task with a number of checkpoints already larger than its optimal value and thus incurs unnecessary recursions. Therefore, we first modified the ZCP according to Theorem 5.3.1. The running times of ECHK and ZCP greatly rely on the following three factors: the number of tasks, checkpointing overhead and the number of faults. We conducted
experiments regarding each factor and recorded the results as shown in the following figures. The result of each test case is the average from over 1000 task sets.

In Figure 5.1, we set $K = 2$ and the checkpointing overhead of each task $\tau_i$ as 3% of its worst case execution time, i.e. $C_i$. The number of tasks was varied from 20 to 320 with a step of 50. As can be seen from the figure, our approach ECHK significantly outperforms the method ZCP. ECHK can achieve a speedup with the maximum of 38X and 20X in average.

Next we evaluated the impact of increasing $K$ on running time of ECHK and ZCP, respectively. The number of tasks was set to 200 and the checkpointing overhead of each task $\tau_i$ was fixed at 3% of its worst case execution time, i.e. $C_i$. As expected,
our ECHK performs much better in terms of timing complexity. In this case, ECHK can achieve a maximum speedup of 37X and an average speedup of 30X.

Finally, we studied the effects of increasing checkpointing overhead. The checkpointing overhead was varied from 1% to 11% of the worst case execution of each task, and the numbers of faults and tasks were set to 2 and 200, respectively. As shown in Figure 5.3, when the checkpointing overhead increases, the individual optimal number of checkpoints for each task decreases, hence the search space becomes smaller. While running time of both algorithms decrease, our algorithm can achieve a speedup of 16X in average.

In conclusion, our algorithm ECHK is significantly more efficient than ZCP and more scalable in terms of task numbers, the number of faults and checkpoint overhead.

### 5.5.2 Energy performance evaluation

Next, we evaluated the effectiveness of our algorithm TACHK.

To our best knowledge, there is no existing approach that solves the exact same problem. Therefore, we evaluated our algorithm against two widely used fault-
oblivious approaches, i.e. Best-Fit (BF) and Worst-Fit (WF). In particular, WF is well-known for its effectiveness in fault-oblivious energy reduction as it balances the workload among different cores [4].

To make BF and WF fault-tolerant, we propose a two-step approach. The first step is to identify a feasible task allocation solution. Similar to our approach TACHK, we tentatively allocate the current task to each core. We use ECHK to check if a core is a feasible candidate. BF (WF) allocates a task to a feasible core with the least (most) remaining capacity, i.e. the spare utilization. After obtaining a feasible allocation solution, Algorithm 7 is used to find the lowest constant speed for each core and then the total energy consumption is calculated. The energy consumptions of TACHK and WF are normalized with respect to that of BF.

To evaluate the energy saving performance, we set up the simulation platform as follows. For a fixed number (\(\phi\)) of cores, we varied the average utilization, i.e. \(\frac{\bar{U}_{\text{total}}}{\phi}\) from 0.2 (light load) to 0.8 (heavy load). The period of each task \(\tau_i\) was uniformly distributed in the range [10, 1000]. The rest of task parameters were generated according to UUNIFAST [17]. The fault detection, checkpointing and state retrieval overhead were identically set to 1%, 3% and 3% respectively for each task. The corresponding energy overheads were set to 1%, 3% and 3% of the dynamic energy under \(f_{\text{max}}\) for each task. In addition, we set \(P_{\text{ind}} = 0.1\), \(C_{ef} = 1\) and \(\alpha = 3\) [56] and we assumed the existence of the normalized frequency in the range of [0.2, 1] with a step of 0.05.

We present three sets of experimental results with various numbers of tasks, cores and total transient faults. Each value reported in the figure is averaged over 1000 test cases. Figure 5.4 shows the energy consumption for a 4-core processor with 40 tasks and \(K=2\). We can see the energy consumption increases for all three techniques as the system workload becomes heavier, but our approach TACHK always outperforms
Figure 5.4: 40 tasks on 4-core processors, K = 2

Figure 5.5: 80 tasks on 8-core processors, K = 5
the other two. For instance, when the processor average utilization is 0.65, 12%(34%) energy saving is achieved by TACHK over WF (BF). Our algorithm achieves a energy reduction of 7.5% (38.4%) in average when comparing with WF (BF). The energy savings are more substantial in Figure 5.5, on a 8-core processor with 80 tasks that can tolerate 5 faults.

TACHK in average saves 10% and 46% energy over WF and BF, respectively. Similarly, for the case of a 16-core system with 160 tasks that can tolerate at most 10 faults as shown in Figure 5.6, 13% and 59% energy savings are achieved over WF and BF, respectively. In general, we can see that our approach becomes more effective when system utilizations and/or the number of tasks/cores become larger. The reason is that at each step, our approach TACHK tries to determine the best combination of task allocation, checkpointing configuration and speed assignment.

5.6 Summary

With relentless technology scaling and mass integration of transistors into a single chip, the exponentially increased power consumption and the severely degraded reliability have become first-class design issues in modern computing systems. In
this chapter, we study the energy minimization problem for hard real-time fixed-priority systems running on multi-core platforms that can tolerate up to $K$ transient faults. We propose a solution to this problem by jointly considering the task allocation, checkpoint configuration and speed assignment. We first develop an efficient method to judiciously determine the checkpointing scheme that can guarantee the schedulability of a task set on a single-core processor. From our theoretical analysis and simulation results, we can see that this algorithm is much more efficient than the state-of-art technique. We then present an algorithm that comprehensively takes the task allocation, checkpointing scheme and speed assignment into account for designing systems with high energy-efficiency and fault-tolerance requirements. Its efficiency and effectiveness are clearly validated by extensive simulation results.
CHAPTER 6
ENHANCED FIXED-PRIORITY FAULT-TOLERANT SCHEDULING
OF HARD REAL-TIME TASKS ON MULTI-CORE PLATFORMS

In the previous two chapters, we have developed real-time scheduling algorithms to minimize energy consumption for real-time tasks—from frame-based tasks to more general fixed-priority tasks—on multi-core platforms. Specifically, we have developed algorithms to judiciously set up the checkpoints for each task and the heuristics to partition real-time tasks to different processing cores accordingly. When we group and allocate real-time tasks to different cores, we simply employ the standard bin-packing heuristics such as such as First-fit (FF), Best-fit (FF), Worst-fit (WF), which does not take real-time tasks characteristics into considerations. Existing work [43, 73] has clearly shown that, by appropriately incorporating real-time task characteristics such as periods into task partitioning phase, the performance of real-time scheduling on multi-core platforms can be greatly improved. Therefore, we intend to study the problem on how to take task specifications into considerations when scheduling real-time tasks with fault-tolerance constraints on multi-core platforms.

The rest of the chapter is organized as follows. Section 6.1 discusses the related works in the literature. Section 6.2 introduces the preliminaries and notations used throughout this chapter. Section 6.3 studies the schedulability of rate-monotonic fault-tolerant tasks. Two partitioning techniques are presented in Section 6.5. In Section 6.6, we extend our partitioning algorithm to incorporate the checkpointing feature to further enhance system schedulability. Simulation studies are conducted in Section 6.7. Finally, we summarize our chapter in Section 6.8.
6.1 Related work

Searching for the optimal task partitioning is essentially a design space exploration problem. The key to the success of a partitioned algorithm is to efficiently and accurately evaluate a design alternative, i.e. a task allocation. A task allocation is considered to be feasible if the timing constraints of all tasks can be guaranteed under the influence of faults. To determine if such condition can be met, a number of fault-tolerant schedulability analysis techniques are proposed.

Pandya et al. [95] developed an utilization bound of 0.5 for hard real-time tasks scheduled under RMS policy on single-core platforms when at most one failure can occur. It is an efficient condition to test the schedulability of tasks under the influence of a failure. However, 0.5 is far from being a tight bound of the system utilization and the constraint that the system can only experience one failure is too stringent. Burns et al. [25] extended the traditional Worst Case Response Time Analysis (WCRT) for fixed-priority tasks to incorporate run-time faults. A necessary and sufficient schedulability test was derived. However, they considered failure as a special sporadic task that each failure is separated by a minimum inter-arrival time. This assumption severely limits the applicability of this approach. Zhang et al. [130] relaxed the constraints regarding the fault pattern and proposed an exact timing analysis based on the WCRT for fixed-priority tasks subject to a maximum number of faults. Despite of the accuracy of the exact timing analysis, it is computationally prohibitive and is not suitable for design space explorations. These aforementioned approaches are either too computationally expensive or too pessimistic, and are unsuitable for design space explorations.

Task partitioning is well-known as a NP-complete problem [40]. Therefore, developing effective and efficient heuristics to achieve sub-optimal results is reasonable
and practical. A plethora of papers have been published on partitioned multi-core scheduling of fixed-priority periodic tasks.

Andersson et al. [6] showed that the maximum utilization a fixed-priority multi-core scheduling can achieve on each core is no more than 50%. AlEnawy et al. [4] studied the schedulability and energy performance for periodic tasks scheduled on a homogeneous multiprocessor platform with different allocation methods, e.g. Best-Fit, Worst-Fit and First-Fit and speed assignments. They concluded that the overall performance of Best-Fit dominates the other well-known heuristics in terms of schedulability. Task partitioning under multiple resource constraints was studied in [32] and efficient heuristics were proposed to improve system schedulability considering resource assignment. Fan [43] et al. exploited the fact that harmonic tasks (tasks that have periods being integer multiples of each other) can achieve higher system utilization and developed a metric to quantify how harmonic a task set is. Based on this metric, they proposed a partition approach by grouping the most harmonic tasks together and showed that it can significantly outperform traditional bin-packing approaches. Unfortunately, these approaches are fault-oblivious.

There are only a few papers which are closely related to our research. Pop et al. [96] investigated the problem of guaranteeing the schedulability and reliability of tasks with precedence constraints on a heterogeneous multi-core platform. They used the combination of checkpointing and active replication to deal with the fault tolerance problem. A meta-heuristic approach, i.e. Tabu search was adopted to search for the best task allocation and fault-tolerance policy for each task. However, this approach is computational inhibitive and it is not scalable with increasing number of tasks and cores. Guo et al. [49] developed a standby-sparing technique to tolerate faults by replicating task schedules on spare cores. This approach requires extra processing cores and the aim is to save energy rather than to improve system
schedulability. Our research focuses on improving the system feasibility by judi-
ciously partitioning tasks, and later in this chapter, we discuss how this approach
can be integrated into our approach for tasks with multiple checkpoints.

In what follows, we first introduce some preliminaries crucial to this chapter and
use an example to motivate our research. Then we formulate our research problem
formally.

6.2 Preliminaries

In this section, we introduce some basic concepts and notations used throughout
this paper.

6.2.1 Application and system model

The application under investigation is modeled as a periodic task set \( \Gamma \) with \( n \) tasks,
i.e. \( \Gamma = \{\tau_1, \tau_2, ..., \tau_n\} \). Each task \( \tau_i \) is associated with a tuple \((C_i, D_i, T_i)\) where
\( C_i, D_i \) and \( T_i \) denote the worst case execution time, relative deadline and minimum
inter-arrival time (period) of \( \tau_i \), respectively. We consider implicit-deadline tasks,
i.e. \( D = T \) in this paper. Each task can release an infinite number of jobs. We
assume that \( \Gamma \) is sorted by non-decreasing period order, i.e. for \( \forall \tau_i, \tau_j \in \Gamma, T_i \leq T_j \)
if \( i < j \). We use \( u_i = \frac{C_i}{T_i} \) to denote the utilization of task \( \tau_i \). The total utilization of
task set \( \Gamma \) is represented by

\[
U(\Gamma) = \sum_{\tau_i \in \Gamma} \frac{C_i}{T_i}.
\] (6.1)
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We consider a multi-core platform that consists of $M$ homogenous preemptive cores, i.e. $\mathcal{P} = \{P_1, P_2, \ldots, P_M\}$. The system average utilization is denoted as

$$U_{\text{avg}} = \frac{U(\Gamma)}{M} \quad (6.2)$$

Partitioned scheduling is adopted in this paper and the tasks assigned to each core are scheduled according to RMS. We let $\Gamma_{P_j}$ denote the set of tasks assigned to core $P_j$.

### 6.2.2 Fault-tolerance/reliability requirement

In this paper, we focus our efforts on tolerating transient/soft errors that do not cause permanent damage to a processing core. Transient/soft errors are the predominant type of failures in modern computing systems [30]. In particular, we consider that the system is subject to a maximum of $K$ faults during one operation cycle of the system (its length is the least common multiple (LCM) of all task periods and is denoted by $L$). We adopt this $K$-fault model for the following three reasons: 1) it is a widely accepted fault model and well studied in the literature [124, 57, 54, 130]; 2) it is more general in a sense that it does not assume any particular fault pattern; 3) it can be readily translated to the statistical reliability requirement, as explained in [57].

To deal with the fault, we first consider the option to re-execute the entire task once a fault is detected at the end of the execution. Then the worst case recovery time for $\tau_i$ under a single failure is denoted as

$$F_i = \max_{j=1,\ldots,i} C_j. \quad (6.3)$$

The max() function is used since a lower priority job of task $\tau_i$ can be preempted by job(s) from any higher priority task $\tau_j, j \in [1, i - 1]$. Therefore, the worst-case
Table 6.1: Example I: a task set with five real-time periodic tasks arranged in
decreasing priority on a 2-core processor with $K=1$

<table>
<thead>
<tr>
<th>$\tau_i$</th>
<th>$C_i$</th>
<th>$T_i$</th>
<th>$u_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.5</td>
<td>10</td>
<td>0.35</td>
</tr>
<tr>
<td>2</td>
<td>3.1</td>
<td>10</td>
<td>0.31</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>19</td>
<td>0.32</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>19</td>
<td>0.16</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>19</td>
<td>0.21</td>
</tr>
</tbody>
</table>

delay it may suffer due to a failure is the longest re-execution of a job among all
higher-priority tasks and $\tau_i$ itself.

6.2.3 Problem formulation

With the system models defined above, we formally formulate our research problem
as follows.

Problem 6.2.1. Given a task set $\Gamma$ scheduled under RMS on a multi-core platform
$\mathcal{P}$, develop efficient and effective task partitioning methods such that all tasks in $\Gamma$
can meet their deadlines when no more than $K$ faults occur.

6.2.4 Motivation example

Problem 6.2.1 is a traditional NP-complete problem even without the fault-tolerance
requirements. To understand the unique challenges of Problem 6.2.1, we first present
a motivate example.

Consider a 2-core platform and a task set consists of 5 tasks, the task parameters
are shown in Table 6.1. Assume that in order to satisfy the reliability requirement
of the task set, the task set needs to tolerate 1 fault in the worst case scenario. It
is a well-known fact that, when real-time tasks are scheduled according to RMS,
Figure 6.1: Task partition based on HAPS. Task $\tau_2$ misses deadline under the worst case.

Figure 6.2: An alternative partition, all tasks are schedulable under the worst case.
allocating the harmonic tasks to the same processor can achieve the maximum utilization of 1. As shown in [43], algorithm HAPS takes advantage of this fact and, by grouping harmonic tasks together, it can significantly improve the system schedulability. Note that the sub task set \( \{\tau_3, \tau_4, \tau_5\} \) and \( \{\tau_1, \tau_2\} \) are perfect harmonic. Therefore, one intuitive approach is to assign \( \{\tau_3, \tau_4, \tau_5\} \) to one core and \( \{\tau_1, \tau_2\} \) to a different core, as shown in Figure 6.1.

As shown in Figure 6.1(a), processing core 1 is fully utilized when the worst case, i.e. a fault strikes \( \tau_3 \), occurs. Still, all tasks can meet their deadlines. However, as shown in Figure 6.1(b), if a fault strikes \( \tau_1, \tau_2 \) will miss its deadline.

An alternative partition is to assign tasks \( \tau_1 \) and \( \tau_3 \) to core-2 and the rest to core-1. As shown in Figure 6.2, even though \( \tau_1 \) and \( \tau_3 \) are not entirely harmonic, neither are \( \tau_2, \tau_4 \) and \( \tau_5 \), it can be readily verified that with this partition, all tasks can meet their deadlines under the worst case as shown in Figure 6.2.

The above motivation example implies that, while harmonic task sets can achieve high system utilization, making partition decisions without considering fault-tolerance requirements may undermine the schedulability of a system. In what follows, we first conduct the feasibility analysis for real-time tasks with fault-tolerance requirements and see how we can enhance the real-time system schedulability by partitioning tasks appropriately.

### 6.3 Fault-tolerant schedulability analysis for fixed-priority task sets

While it is a common sense that harmonic task sets can better utilize processor resource, as indicated in our motivation example above, grouping harmonic tasks together does not necessarily always lead to the best solution when fault-tolerance
requirement is considered. To uncover the fundamental reason for this problem, we start with the feasibility analysis for tasks with fault-tolerance requirements since the key to a successful partitioning algorithm is to evaluate a partition result effectively in an efficient manner. One advantage of partitioning algorithms over global algorithms is that well-established single-core scheduling methods (e.g. RMS) can be readily adopted in partitioned settings. In what follows, we first introduce an existing method with pseudo-polynomial running timing for determining the schedulability of RMS-scheduled real-time tasks under the influence of transient faults. Then, we present a much more efficient schedulability test by exploiting the implicit harmonic relations between task periods.

For a task set $\Gamma$ with $K$-fault-tolerance requirement, its feasibility can be determined using the traditional exact worst case timing analysis. Specifically, the following theorem is established in [124] for this purpose.

**Theorem 6.3.1.** A task $\tau_i \in \Gamma$ is schedulable if and only if there exists a scheduling point $t \in [0, T_i]$, such that

$$C_i + \sum_{j=1}^{i-1} \left\lceil \frac{t}{T_j} \right\rceil \cdot C_j + K \cdot F_i \leq t,$$

where $t$ is defined in the set $\{t_x | t_x = n \cdot T_j, n \in [1, \left\lfloor \frac{T_i}{T_j} \right\rfloor], j \in [1, i]\}$. Therefore, a task set $\Gamma$ is schedulable if $\forall \tau_i, \tau_i \in \Gamma$ is schedulable.

Note that, while the exact worst case response time analysis in Theorem 6.3.1 helps to identify the exact schedulability of a given real-time task set, it does not provide any guidance, except for being applied in traditional heuristics such as bin-packing methods, on which tasks should be grouped together and assigned to the same core to improve the system schedulability. In addition, since the complexity of this test is pseudo-polynomial, it is not suitable for design space explorations when designing large and complex systems.
As a harmonic task set is schedulable if its total utilization is no more than 1 [53], the computational complexity for schedulability checking is greatly reduced. Similarly, for a harmonic task set with K-fault-tolerance requirement, the feasibility condition can also be greatly simplified as shown in the following lemma and theorem.

Lemma 6.3.2. Given a harmonic task set $\Gamma$, a task $\tau_i$ is schedulable with no more than $K$ fault occurrences if and only if the following condition is met,

$$C_i + \sum_{j=1}^{i-1} \left\lceil \frac{T_i}{T_j} \right\rceil \cdot C_j + K \cdot F_i \leq T_i \quad (6.5)$$

Proof. We prove this lemma in two steps.

**Sufficient condition:** if equation (6.5) is met, then $\tau_i$ must be schedulable according to Theorem 6.3.1.

**Necessary condition:** if task $\tau_i$ is schedulable, there must exist a scheduling point $t$ such that equation (6.4) is satisfied. Furthermore, according to the definition of scheduling points, $t$ must be some arrival time(s) of higher priority task(s). As a result, $T_i$ must be some integer multiple of $t$, we denote it by $T_i = a \cdot t$ where $a$ is an arbitrary integer. Moreover, $T_i$ can be divided by any period $T_j, j \in [1, i]$. Therefore, we have the following property,

$$C_i + \sum_{j=1}^{i-1} \left\lceil \frac{T_i}{T_j} \right\rceil \cdot C_j + K \cdot F_i = C_i + \sum_{j=1}^{i-1} \frac{T_i}{T_j} \cdot C_j + K \cdot F_i$$

$$\leq a \cdot C_i + a \cdot \sum_{j=1}^{i-1} \left\lceil \frac{t}{T_j} \right\rceil \cdot C_j + a \cdot K \cdot F_i$$

$$\leq a \cdot t = T_i.$$

In other words, if task $\tau_i$ is feasible, then equation (6.5) must be met. Thus far, this lemma is proved. \qed
Theorem 6.3.3. A harmonic task set $\Gamma$ is schedulable with no more than $K$ fault occurrences if and only if the following condition holds,

$$\max_{i=1,\ldots,n} (U_{\text{eff},i} + UF_i) \leq 1 \quad (6.6)$$

where $U_{\text{eff},i} = \sum_{j=1}^{i} u_j$ and $UF_i = K \cdot \frac{F_i}{T_i}$ denotes the effective utilization and the recovery utilization of task $\tau_i$, respectively.

The proof of this Theorem 6.3.3 can be readily obtained from Lemma 6.3.2 and is therefore omitted. Thus far, we develop an efficient and effective schedulability tests for harmonic task sets. However, it is a very stringent constraint for tasks to be strictly harmonic. Therefore, we relax this constraint and extend our method to more general task sets in this section. For a given task set $\Gamma$, a corresponding transformed harmonic task set $\Gamma'_i$ is defined as follows.

Definition 6.3.4. Given a task set $\Gamma = \{\tau_1, \ldots, \tau_i, \ldots, \tau_n\}$ where $\tau_i = (C_i, T_i)$ is the base task, then

$$\Gamma'_i = \{\tau'_{1,i}, \ldots, \tau_i, \ldots, \tau'_{n,i}\} \quad (6.7)$$

is a transformed harmonic task set with $\tau'_{j,i} = (C'_{j,i}, T'_{j,i}), \forall j \neq i$ where $C'_{j,i} = C_j$ and $T'_{j,i}$ is the largest possible period that is less than $T_j$ and can form a harmonic relationship with all the other task periods. For two arbitrary tasks, i.e. $\tau'_{j,i}$ and $\tau'_{k,i}$ and $j < k$, the period $T'_{j,i}$ divides $T'_{k,i}$ (denoted as $T'_{j,i} \mid T'_{k,i}$). The utilization of task $\tau'_{j,i}$ is denoted as $u'_{j,i} = \frac{C'_{j,i}}{T'_{j,i}}$.

In this paper, we adopt the DCT algorithm [53] to construct harmonic task sets from an arbitrary task set $\Gamma$. Note that our algorithms proposed in this paper are not restricted to any transformation method. To make this paper self-contained, we reiterate the steps of the DCT algorithm as below,

- sort task set $\Gamma$ with non-decreasing period;
• using each \( \tau_i \in \Gamma \), transform \( \Gamma \) to \( \Gamma_i' \)

\[
T_{j,i}' = \begin{cases} 
T_{j+1,i}/(\lceil T_{j+1,i}/T_j \rceil), & \text{if } j < i \\
T_j, & \text{if } j = i \\
T_{j-1,i} \cdot \lfloor T_j/T_{j-1,i} \rfloor, & \text{if } j > i 
\end{cases} \quad (6.8)
\]

Under DCT, task execution times and task orderings remain the same, but task periods become smaller. Therefore we can determine the schedulability of task set \( \Gamma \) from that of its transformed harmonic task sets, which is formulated in the theorem below.

**Theorem 6.3.5.** Given a task set \( \Gamma \) with \( n \) tasks and its transformed harmonic task set through DCT, i.e. \( \Gamma_i', 1 \leq i \leq n \), if there exists \( i \), such that \( \Gamma_i' \) is schedulable with the maximum of \( K \) fault-occurrences, then \( \Gamma \) is also schedulable with the maximum of \( K \) fault-occurrences.

Theorem 3 can be readily proved noting that periods for tasks in the transformed task set is no larger than that in the original task set. A straightforward implementation of Theorem 6.3.3 has a computational complexity of \( O(n) \). Therefore, the computational complexity to check the schedulability based on Theorem 6.3.5 is \( O(n^2) \), which is usually much smaller than that of Theorem 6.3.1.

### 6.4 Compatibility index and its properties

The feasibility analysis results presented above clearly reveal the reason why allocating harmonic tasks to the same core can in fact lead to inferior solutions. Note that, from equation (6.6), the schedulability of a harmonic task set with fault-tolerance requirement depends not only on the task set utilization itself but also recovery utilization as well. Therefore, to partition tasks with fault-tolerance requirements, we
need to consider not only if tasks are harmonic but also if they are “compatible”.

To this end, we design a new metric to quantify the compatibility of tasks to be allocated to the same processing core.

**Definition 6.4.1.** Given an arbitrary task set \( \Gamma \) and its transformed harmonic task set \( \Gamma_i' \) as defined in Definition 6.3.4, then the compatibility index of task \( \tau_j \), \( \tau_j \in \Gamma \) measured under configuration \( \Gamma_i' \) is defined as

\[
COMP(\tau_j, \Gamma_i') = \Delta H_{j,i} + \Delta EF_{j,i},
\]

where \( \Delta H_{j,i} = u'_{j,i} - u_j \) and \( \Delta EF_{j,i} = K \cdot \frac{F_j - C_j}{T_{j,i}} \) denote the harmonic distance of task \( \tau_j \) to its counterpart in \( \Gamma_i' \) and the extra recovery utilization task \( \tau_j \) has to endure considering all the higher-priority tasks in \( \Gamma \).

In what follows, we study the impacts of each factor exclusively. A harmonic distance \( \Delta H_{j,i} \) [43] quantifies how much utilization of a task \( \tau_j \) needs to be increased in order to transform a task set \( \Gamma \) to a harmonic task set \( \Gamma_i' \). In other words, it measures how harmonic the task \( \tau_j \) is with respect to all the remaining tasks in \( \Gamma \). The less the harmonic distance for each task is, the better the system schedulability is. We formally formulate this property in the following theorem.

**Theorem 6.4.2.** Consider a task set \( \Gamma \) and its two transformed harmonic task set \( \Gamma_p' \) and \( \Gamma_q' \) (using \( \tau_p \) and \( \tau_q \) as base tasks, respectively), where \( \Delta EF_{i,p} = \Delta EF_{i,q} \) and \( \Delta H_{i,p} \leq \Delta H_{i,q} \), for \( \forall \tau_i \). The task set \( \Gamma_p' \) must be schedulable if \( \Gamma_q' \) is schedulable.

**Proof.** If the task set \( \Gamma_q' \) is schedulable, then for each task \( \tau_{i,q}' \in \Gamma_q' \), the following condition must be satisfied according to Theorem 6.3.3,

\[
\frac{C_i}{T_{i,q}'} + \sum_{j=1}^{i-1} \frac{C_j}{T_{j,q}'} + K \cdot \frac{F_i}{T_{i,q}'} \leq 1. \tag{6.10}
\]
Since $\Delta EF_{i,p} = \Delta EF_{i,q}$ and $\Delta H_{i,p} \leq \Delta H_{i,q}, \forall \tau_i$, we have
\[ u'_{i,p} \leq u'_{i,q} \iff T'_{i,p} \geq T'_{i,q}. \tag{6.11} \]

Then equation (6.10) can also be satisfied with a larger period $T'_{i,p}$, which means that task set $\Gamma'_p$ is schedulable. \(\square\)

The extra recovery utilization represents the extra recovery overheads that task $\tau_j$ needs to tolerate when it is subject to preemptions from all higher-priority tasks in $\Gamma$. A task is more likely to be schedulable when there is less extra recovery overhead. Therefore, with less extra recovery overhead for each task, the system can potentially achieve better schedulability. We summarize this property in Theorem 6.4.3.

**Theorem 6.4.3.** Given two harmonic task sets $\Gamma_1$ and $\Gamma_2$ with identical number of tasks, let $\tau_{j,1}$ and $\tau_{j,2}$ be their $j$th task in $\Gamma_1$ and $\Gamma_2$, respectively. Assume that $\forall j$, $u_{j,1} = u_{j,2}$ and $\Delta EF_{j,1} \leq \Delta EF_{j,2}$. If $\Gamma_2$ is schedulable, then $\Gamma_1$ must also be schedulable.

**Proof.** If the task set $\Gamma_2$ is schedulable, then for each task $\tau_{j,2} \in \Gamma_2$, the following condition must be satisfied according to Theorem 6.3.3,
\[ u_{j,2} + \sum_{i=1}^{j-1} u_{i,2} + K \cdot \frac{F_{j,2}}{T_{j,2}} \leq 1. \tag{6.12} \]
Since $u_{j,1} = u_{j,2}$, and $\Delta EF_{j,1} \leq \Delta EF_{j,2}$, we have
\[
\Delta EF_{j,1} - \Delta EF_{j,2} = K \cdot \frac{F_{j,1} - C_{j,1}}{T_{j,1}} - K \cdot \frac{F_{j,2} - C_{j,2}}{T_{j,2}}
- K \cdot \frac{F_{j,1}}{T_{j,1}} - K \cdot \frac{F_{j,2}}{T_{j,2}} - K \cdot (u_{j,1} - u_{j,2})
- K \cdot \frac{F_{j,1}}{T_{j,1}} - K \cdot \frac{F_{j,2}}{T_{j,2}} \leq 0.
\]
Therefore, for each task $\tau_{j,1} \in \Gamma_1$, the following condition is met,

$$u_{j,1} + \sum_{i=1}^{j-1} u_{i,1} + K \cdot \frac{F_{j,1}}{T_{j,1}} \leq 1. \quad (6.13)$$

In other words, $\Gamma_1$ is schedulable. Thus far, this theorem is proved. □

The above two theorems show that both of the factors in compatibility index, i.e. harmonic distance and extra recovery utilization, can play significant roles in reflecting the schedulability of a task set. We consider both factors equally important, and we define the compatibility index of a task set as follows.

**Definition 6.4.4.** The **compatibility index** of a task set $\Gamma$ consisting of $n$ tasks is defined as

$$\text{COMPTS}(\Gamma) = \min_{i=1,...,n} \sum_{j=1}^{n} \text{COMP}(\tau_j, \Gamma'_i), \quad (6.14)$$

where $\text{COMP}(\tau_j, \Gamma'_i)$ is formulated in Definition 6.4.1. The less the value $\text{COMPTS}(\Gamma)$ is, the more compatible $\Gamma$ is.

This metric measures not only the harmonicity of a task set but also the fault-compatibility among all tasks. Let us use the example in Section 6.2.4 to illustrate the efficacy of this metric. We have $\text{COMPTS}(\{\tau_1, \tau_2\}) = 0.04$ where $\text{COMPTS}(\{\tau_1, \tau_3\}) = 0.018$. Then $\tau_1$ and $\tau_3$ are deemed to be more compatible, though their periods are not strictly harmonic.

### 6.5 Fault-tolerant task partitioning

In light of Section 6.4, task sets with lower “compatibility index” (more compatible) are more likely to be schedulable under the influence of transient faults.

We are now ready to present our multi-core partition algorithm “Compatibility Aware Task Partition (CATP)” in Algorithm 8.
Algorithm 8 CATP(Γ, P, K)

Require:
Γ - task set with n tasks, P - multi-core platform with m cores, K - number of faults.

1: sort tasks in non-increasing utilization order;
2: for i = 1 to n do
3:  p_index = 0; c_min = +∞;
4:  for j = 1 to M do
5:  if τ_i can be assigned to P_j then
6:    if COMPTS(τ_i, Γ_P_j) < c_min then p_index = j
7:  end if
8: end for
9: if core_index == 0 then return “FAILURE”;
10: else τ_i → P_p_index;
11: end for
12: return “SUCCESS” and partition results;

The task set Γ is first arranged in non-increasing utilization fashion (Line 1). The algorithm allocates one task at a time. Within each step, it tentatively assigns the current task to each core and measures how compatible the task is with the existing tasks on the core (Lines 3-8). If the current task can not be allocated to any of the cores, the algorithm reports that a feasible allocation can not be found (Line 9). Otherwise, the task is assigned to the core with the minimum compatibility value (Line 10). The partition result is returned if all tasks can be successfully allocated.

Algorithm 8 is simple yet effective. It is a greedy approach as it intends to find the best candidate core in each step when assigning a task. However, the limitation of assigning task one at a time comes at the ignorance of the fact that a task to be assigned in later stage may not be packed with the most compatible tasks due to schedulability constraints.

Let us revisit Example 1. By running Algorithm CATP, a feasible partition can be found with tasks τ_1, τ_4, τ_5 assigned to core-1 and tasks τ_2 and τ_3 to core-2. If we add another task τ_6 with parameters C_6 = 2.6 and T_6 = 19, it can be verified that
can not be allocated to neither of the core, which results in a FAILURE. With a
careful examination, we can see that the most compatible tasks are $\tau_1$ and $\tau_3$ with
a $\text{COMPTS}([\tau_1, \tau_3]) = 0.018$, if we first group these two tasks together and assign
them to core-1, the rest of the tasks with a $\text{COMPTS}([\tau_2, \tau_4, \tau_5, \tau_6]) = 0.053$ to
core-2, all tasks are schedulable under the worst case.

Next, we present our “Group-wise Compatibility Aware Task Partition (G-CATP)” method in Algorithm 9.

\begin{algorithm}
\caption{G-CATP($\Gamma, K$)}
\begin{algorithmic}
\REQUIRE $\Gamma$ - task set with n tasks, $\mathcal{P}$ - multi-core platform with m cores, $K$ - number of
faults.
\STATE 1: sort tasks in non-decreasing period order;
\WHILE {isNOTempty($\Gamma$) AND isNOTempty($\mathcal{P}$)}
\STATE 2: $\Gamma_{opt} = \emptyset$;
\FOR {i = 1 to $|\Gamma|$}
\STATE 3: Transform $\Gamma$ into $\Gamma'_i$ with base task $\tau_i$;
\STATE 4: Find a subset $\Gamma'_{\text{sub}}$ from task set $\Gamma'_i$ (corresponding to $\Gamma_{\text{sub}}$ from $\Gamma$) such
that
\begin{enumerate}
\item $\Gamma'_{\text{sub}}$ is schedulable;
\item $U(\Gamma'_{\text{sub}})$ is maximized;
\item $\text{COMPTS}(\Gamma'_{\text{sub}})$ is minimized.
\end{enumerate}
\IF {$U(\Gamma_{\text{sub}}) > U(\Gamma_{opt})$}
\STATE 5: $\Gamma_{opt} = \Gamma_{\text{sub}}$;
\ELSE $\Gamma = \Gamma - \Gamma_{opt}$; $\Gamma_{opt} \rightarrow$ an empty core;
\ENDIF
\ENDFOR
\IF {isNOTempty($\Gamma$)}
\STATE 6: return “FAILURE”; \;\ELSE \return “SUCCESS” and partition results\ENDIF
\end{algorithmic}
\end{algorithm}

Different from Algorithm 8, in each step, Algorithm 9 assigns a group of tasks
together to a core. Under each harmonic transformation, determining the most
compatible subset of tasks while simultaneously guaranteeing all three conditions at
Line 6 is not a trivial task. A brute-force exhaustive search is apparently computa-
tionally inhibitive and impractical. Therefore, we use the heuristic as follows. With
a given base task $\tau_i$, we first assign $\tau'_i$ to $\Gamma'_{sub}$. Then, we scan all the remaining tasks in $\Gamma'_i$ and find the task that results in the minimum increase of $COMPTS(\Gamma'_{sub})$ if it is assigned to $\Gamma'_{sub}$. We repeat the process until no more tasks can be added to $\Gamma'_{sub}$. After a group of tasks with the largest total original utilization (utilizations before harmonic transformation) are determined (Lines 3-8), they will be assigned to the first available core and removed from $\Gamma$ (Line 10). The algorithm reports “SUCCESS” if all tasks can be assigned but otherwise report “FAILURE”.

Next, we extend our partitioning algorithms to incorporate the checkpointing feature to further enhance system schedulability.

6.6 Task set with checkpointing

Till now, we assume that an entire job is re-executed once a fault is detected. As shown in [55], checkpointing with roll-back recovery is a very efficient technique to reduce recovery overhead and improve system schedulability. To our best knowledge, there is no work that targets on improving system schedulability for fixed-priority tasks on multi-core platforms based on exploring the combination of task partitioning and checkpointing. Different task partitions can result in different checkpointing configurations. Moreover, without the knowledge of task partitioning, a predefined checkpointing scheme will most likely lead to poor schedulability performances. Therefore, it is not a trivial problem to search for the best combination of checkpointing and task allocation. In what follows, we endeavor to develop efficient and effective heuristics with the joint consideration of checkpointing and task allocation in order to maximize system schedulability. Specifically, we extend our partitioning algorithms, i.e. CATP and G-CATP, to incorporate the checkpointing scheme. We first introduce some basics on checkpointing for ease of presentation.
Under checkpoint scheme, instead of rolling back to the beginning of the execution of a job, the last saved checkpoint is retrieved and the job is executed thereafter. For a task \( \tau_i \) with \( m_i \) number of checkpoints, the length of a re-execution segment is \( \frac{C_i}{m_i+1} \). Therefore, the worst case recovery time for a job of \( \tau_i \) is modified to

\[
F_i = \max_{j=1,\ldots,i} \left( \frac{C_i}{m_i+1} \right).
\] (6.15)

Additionally, as inserting checkpoints incurs overhead, the worst case execution time of \( \tau_i \) with \( m_i \) checkpoints (its overhead is denoted by \( o_i \)) is denoted as

\[
C_i(m_i) = C_i + m_i \cdot o_i.
\] (6.16)

With the new execution time and recovery for each task \( \tau_j \in \Gamma \), the two factors, i.e. harmonic distance and extra recovery overhead, in the compatibility index defined in Definition 6.4.1 are modified accordingly to

\[
\Delta H_{j,i} = \frac{C_j(m_j)}{T_{j,i}'} - \frac{C_j(m_j)}{T_{j,i}},
\] (6.17)

and

\[
\Delta EF_{j,i} = K \cdot \frac{F_j}{m_j+1} \frac{C_j}{T_{j,i}'},
\] (6.18)
respectively.

To find a feasible checkpoint scheme for a set of fixed-priority tasks, we adopt the method ECHK in Chapter 4.6. ECHK iteratively inserts checkpoints to the task which has a higher or equal priority than the first unschedulable task and the largest recovery overhead. The algorithm ECHK returns either the checkpointing configuration if a feasible one can be found or a failure status indicating that the task set is unschedulable.

Then, algorithm CATP can be directly extended to integrate the checkpointing scheme. Tasks are assigned one at a time, and a task-to-core mapping is considered
feasible only when there exists a feasible checkpointing configuration for the task set (including the to-be-assigned task) on that core. Given a checkpointing scheme, the corresponding updated task-set compatibility index can be readily obtained. Among all the feasible cores (mappings), the one with the least task-set compatibility index is selected. This process is repeated until all tasks are assigned or no core can accommodate any more tasks. We denote this algorithm as CATP-CHK. CATP-CHK essentially utilizes “compatibility index” to evaluate the fitness of task allocation and checkpointing, as “compatibility index” has been shown to be very effective in reflecting system schedulability.

Similarly, we modify algorithm G-CATP to incorporate the checkpointing scheme. Different from CATP, G-CATP tries to find the most compatible group of tasks with the largest total utilization in each step. However, this problem with the integration of checkpointing becomes more complicated, as different checkpointing configurations can lead to large variations of the “compatibility index” of a task set. Therefore, developing efficient and effective heuristics to solve this problem is practical. Following the same procedures in Algorithm 9, we search the most compatible group of tasks under each harmonic transformation, and the group is initialized with only the base task, i.e. the task used for harmonic transformation. The rationale of choosing the base task as the first task in the group is that the group will have the least amount of task-set “compatibility index”, i.e. 0, at the beginning. Then, we add tasks to the group one at a time. A task can be combined into the group only when ECHK returns a feasible checkpointing configuration. Among all the tasks that can be assigned to the group, the task which leads to the minimum increase of “compatibility index” is selected. This process repeats until no more tasks can be added to the group without jeopardizing its schedulability. We denote this algorithm as G-CATP-CHK.
In the following section, we use extensive simulations to demonstrate the effectiveness of our proposed algorithms.

### 6.7 Simulation results

In this section, we use simulations to evaluate the performance of our proposed partition algorithms. Specifically, we first study the impacts of different parameters, i.e. the number of tasks and cores, system average utilization, and the maximum number of faults on system schedulability. Then, we investigate the effectiveness of incorporating checkpointing scheme to improve system schedulability.

As explained in [40], a widely adopted metric to evaluate a partition algorithm is the **acceptance ratio**. First, a number of synthetic task sets are generated, and the acceptance ratio is calculated as the number of successfully partitioned task sets divided by the total number of task sets as shown in equation (6.19).

\[
\text{acceptance ratio} = \frac{\text{The number of schedulable task sets}}{\text{The total number of tasks sets}}, \quad (6.19)
\]

Four algorithms are evaluated in this section, namely, G-CATP, CATP, HAPS and Best-Fit Decreasing (BFD). The first two are proposed and explained in Section 6.5. The details of the algorithm HAPS is elaborated in [43], where the algorithm uses the harmonic distance (equation (9,14) without considering the term *extra recovery utilization*) as the guideline when tasks are partitioned. HAPS has been shown to be quite effective in improving system utilization for fault-oblivious systems. BFD orders the tasks in a non-increasing utilization fashion and assigns a task to the core with the minimum remaining utilization.

The experimental setup is listed in details as follows. Task sets were generated according to the algorithm UUniFast in [17]. UUniFast is an algorithm designed for single-core platform. In order to generate a task set with a total utilization,
i.e. \( U_{\text{total}} \) larger than 1, we need to execute this algorithm \( M \) times with the target utilization of \( \frac{U_{\text{total}}}{M} \) during each run. We discarded the test cases where an individual task utilization exceeds \( \frac{1}{K+1} \) since a task with a larger utilization than this can not even be scheduled by itself under the worst case scenario, i.e. \( K \) faults occur. The period of each task \( \tau_i \), i.e. \( T_i \) was randomly generated in the range of \([10, 1000]\), and its execution time \( C_i \) was calculated as \( u_i \cdot T_i \).

### 6.7.1 Experiment 1, acceptance ratio vs. system average utilization.

In this set of experiments, we study the relationships between system average utilization and acceptance ratio. We fixed the the number of tasks and varied the system average utilization in the range \([0.5, 1]\) with a step of 0.05. We considered a 4-core platform with 32 real-time tasks. A maximum number of 2 faults was assumed in order to satisfy the system reliability constraint. For each utilization value, we generated 1000 task sets and the acceptance ratio was recorded in Figure 6.3. As we can see, the acceptance ratios for all four algorithms drop as the system average utilization increases. This is reasonable since task sets with high utilisations are difficult to be scheduled, especially when fault-tolerance is considered. BFD has
the worst performance since it does not take the characteristics of tasks (e.g. harmonicity or compatibility) into consideration. With a system utilization of 0.5, BFD can only achieve an acceptance ratio less than 20%. In the remaining experiments, we excluded BFD for comparison unless otherwise specified. Both of our proposed algorithms outperforms HAPS, due to the fact that our algorithms utilize a more accurate metric to capture how compatible tasks are during the partition process. In general, CATP has a better performance than HAPS. For example, with a system average utilization of 0.55, CATP has an acceptance ratio of 80% while HAPS only achieves 52%, which is an approximate 60% improvements. $G - CATP$ has the best performance as it tries to search for the most compatible group of tasks in each step. For instance, when the system average utilization is 0.65, $G - CATP$ still achieves an acceptance ratio of 41%, while $CATP$ and $HAPS$ only have an acceptance ratio less than 20%. In average, CATP obtains a 24% improvement over HAPS, and $G - CATP$ manages to get a further 40% enhancement over CATP.

Next, we evaluated these algorithms on a 8-core platform with 64 tasks. Additionally, a maximum of 2 faults was assumed and the system average utilization was varied in the range $[0.5, 1]$ with a step of 0.05. The superiority of our proposed algorithms over HAPS is illustrated in Figure 6.4, 1000 task sets were generated for each point on the $x – axis$. 
As the number of cores and tasks increase, all three algorithms exhibit higher acceptance ratio. This is because with a higher number of tasks, each task is likely to be associated with a smaller utilization given a fixed system average utilization and they are easier to be scheduled. CATP still exhibits significant improvement over HAPS. When the system average utilization is 0.6, HAPS has an acceptance ratio of 30%, while CATP achieves twice the value, i.e. 60%. G-CATP still has the dominated performance among all three algorithms. In average, CATP attains a 48% improvement in performance over HAPS whereas G-CATP further enhances CATP by an approximate 45%. Both our algorithms tend to have better performances for systems with more tasks and cores, since they aggressively find the most compatible tasks in each step.

6.7.2 Experiment 2, acceptance ratio vs. the number of faults.

In this section, we investigate the relationships between acceptance ratio and the number of faults that a system needs to tolerate. We fixed the system average utilization as 0.5 with a 4-core platform consisting of 32 tasks. We varied the
number of faults from 1 to 4, i.e. $K \in [1, 4]$. The result is shown in Figure 6.5, 1000 task sets were generated for each configuration.

As the number of fault increases, the acceptance ratio decreases dramatically for all three algorithms. However, both of our algorithms, i.e. CATP and G-CATP outperform the algorithm HAPS. When $K = 2$, HAPS has an acceptance ratio of 70% while CATP and G-CATP can achieve 92% and 95%, respectively. Our G-CATP algorithm still exhibits the best performance, it manages to achieve 40% acceptance ratio while CATP and HAPS only have an acceptance ratio less than 20% when $K = 3$.

The experimental results clearly demonstrate the effectiveness of our proposed algorithms in terms of improving system schedulability under failures. By grouping compatible tasks and assigning them to the same core, we significantly enhance system utilization and leave more space for the remaining tasks.

6.7.3 Experiment 3, acceptance ratio vs. checkpointing

In this section, we study the effects of checkpointing on system schedulability. Since there is no existing work in the literature that solves the exact same problem, we
first extend the BFD to incorporate the checkpointing feature. The tasks are sorted in non-increasing order of utilization, the algorithm allocates one task at a time and use algorithm ECHK [55] to search for a feasible checkpointing scheme for this task and tasks on each candidate core. Among all feasible cores (a core is considered feasible if there exists a feasible checkpointing configuration among the tasks on the core and the task to be allocated), the task is assigned to the core with the least remaining utilization. BFD reports “FAILURE” is a task can not be assigned. We denote this algorithm as BFD-CHK. The performances of BFD-CHK and our two algorithm CATP-CHK and G-CATP-CHK were evaluated.

We considered 32 tasks on a 4-core platform. The maximum number of faults, i.e. K, was set to 2 and the checkpointing overhead was assumed to be 5% of the worst case execution time for each task. System average utilization was varied from 0.5 to 1 with a step of 0.05. 1000 task sets were generated for each test case and the acceptance ratios were plot in Figure 6.6.

Compared with Figure 6.3, the acceptance ratios are increased significantly. For instance, CATP-CHK and G-CATP-CHK and can still achieve 60% and 70% acceptance ratios under a relatively high system average utilization of 0.8 (zero under CATP and G-CATP), respectively. This is due to the fact that checkpointing can considerably reduce the recovery overhead of each task and enhance the system schedulability under faults. As can be seen, our algorithms substantially outperform BFD-CHK. With a utilization of 0.5, CATP-CHK and G-CATP-CHK both achieve an acceptance ratio of 100% whereas BFD-CHK only achieves 40%. Among all three algorithms, G-CATP-CHK still exhibits the best performance since it always tries to search for the most compatible tasks in each step. When system average utilization is 0.85, G-CATP-CHK has an acceptance ratio about 40%, while that of CATP-CHK is less than 10%. Once again, the simulation results demonstrate that
compatibility index is an accurate metric to quantify how “compatible” a task set is and can guide task partitioning correctly.

6.8 Summary and future directions

As the computing paradigm shifts toward multi-core platforms, the need for effective and efficient multi-core scheduling is ever-growing. Also, facing the unprecedented reliability challenges brought forth by relentless transistor miniaturizations and mass integrations of transistors into a single chip, traditional multi-core scheduling without explicitly considering system reliability is becoming obsolete. In this paper, we first present an efficient test to evaluate the schedulability of tasks scheduled according to rate-monotonic method under faults. Then, we develop a novel metric to quantify the “compatibility” among tasks, which is a direct indication of system schedulability. In light of this metric, we develop two partitioning approaches CATP and G-CATP. While algorithm CATP assigns one task at a time to the most compatible core, G-CATP searches for the most compatible group of tasks in each step and assigns them to one core. We further extend our algorithms to incorporate the checkpointing scheme to further improve system utilization. Simulation results have shown that our proposed algorithms can achieve substantial improvements over other related approaches.

Adopting the concept of “compatibility index” for various fault-tolerant real-time task models and studying the corresponding partitioning problem on multi-core platforms are very interesting research directions. For example, when considering constrained-deadline tasks \((D_i \leq T_i, \forall i)\) instead of implicit-deadline tasks \((D_i = T_i, \forall i)\), RMS is not optimal anymore. What’s worse, the harmonic distance and the extra recovery utilization that are defined solely based task execution times
and periods may become inaccurate to quantify how “compatible” a set of task is. Adding the third dimension, i.e. deadline, to “compatibility index” and judiciously make partitioning decisions are not trivial problems and require careful investigation.

Another interesting direction is to extend the approaches in this paper to heterogeneous multi-core platforms. Different from homogenous multi-core platform, the execution profile for each task may vary widely from core to core. To improve task set schedulability, one intuitive approach is to assign “heavy tasks” to fast cores. However, a task may take less execution time on one core but is more compatible with the tasks on the other core. How to make tradeoffs between execution speed and compatibility is worth careful studying.
CHAPTER 7

CONCLUSIONS AND FUTURE WORK

In this chapter, we first summarize our contributions presented in this dissertation. We then discuss the possible directions for our future research work.

7.1 Summary

Nowadays, real-time computing systems are prevalent in our daily lives. They are growing rapidly in both scale and complexity thanks to the advancements of IC technology, in particular, the transistor scaling and mass integration. However, these progresses have brought unprecedented challenges for designing real-time systems that are subject to a variety of constraints, e.g. timing, power, and reliability. In this dissertation, we focused our efforts on developing efficient and effective techniques for hard real-time systems with the purpose of providing deterministic guarantees to timing constraints under transient faults while optimizing other design metrics such as power consumption and the number of cores required for a feasible schedule.

Specifically, we started by studying the combinatorial problem of energy efficiency and fault tolerance for EDF-scheduled real-time tasks on a single-core platform. Since both energy management (i.e. DVFS) and fault recovery require system slacks, the challenge lies in how to judiciously make tradeoffs between these two factors, such that the deadlines of all real-time tasks can be met while the system energy consumption can be minimized. In this regard, we presented three algorithms, namely MLPEDF, EMLPEDF, and LPSSR. The first two algorithms were extensions of a popular fault-oblivious DVFS scheduling. LPSSR further improves the former two approaches by exploiting shared recovery reservations. By sharing the reserved resources between different tasks/jobs instead of reserving a backup for each job, system resources can be efficiently utilized and DVFS can be utilized
more aggressively without jeopardizing system schedulability. The simulations results have demonstrated the efficacy of our proposed methods when compared to other related works.

Next, we ventured into the field of multi-core scheduling with multiple design constraints as there is strong evidence showing that multi-core architectures are becoming mainstream in modern computing systems. We first investigated the problem of scheduling frame-based tasks, i.e. all tasks share the same deadline, on homogenous multi-core platforms with the joint consideration of energy minimization and fault tolerance. We adopted checkpointing as our fault-recovery mechanism as it is known to be very effective in reducing fault-recovery overheads. We first developed a checkpointing scheme that is efficient and optimal in terms of minimizing the overall schedule length, i.e. $OPT_{CHK}$, for a set of tasks scheduled on the same core. Then, based on this technique, we proposed an efficient task-allocation method, i.e. EATA, that tries to find the best combination of task allocation, checkpointing scheme, and speed assignment at each step. The efficiency of $OPT_{CHK}$ in reducing the computational complexity of searching for the optimal number of checkpoints for multiple tasks and the effectiveness of EATA in energy reductions have been demonstrated using extensive simulation results, respectively.

Furthermore, we relaxed the deadline constraints in the previous problem and studied the fault-tolerant scheduling of general fixed-priority tasks on multi-core platforms with the consideration of energy minimization. Similarly, checkpointing and DVFS were adopted as the fault-recovery and energy-management technique, respectively. Different from the previous problem, it is extremely difficult, if not impossible, to find the optimal checkpointing numbers for fixed-priority tasks with arbitrary deadlines. Instead, we proposed an algorithm, i.e. ECHK, to efficiently identify a feasible checkpointing configuration for a set of fixed-priority tasks sched-
uled on the same core. Based on this technique, we proposed a task-partitioning technique where, in each step, a task is assigned to the core with the most favorable checkpointing configuration and the lowest feasible processing speed. Again, the significant improvements of all these proposed methods over existing related approaches were validated using extensive simulations.

Finally, we investigated the problem of maximizing system schedulability under the influence of transient faults through partitioning RMS-scheduled real-time tasks on multi-core platforms. Motivated by the fact that harmonic task sets (task periods are integer multiples of each other) can result in higher system utilization [43], we explored the implicit relations between tasks and derived a metric named “compatibility index” to quantify how “compatible” a task set is. We theoretically proved that this metric can help determine the system schedulability effectively. Therefore, by grouping tasks with lower compatibility index (more compatible), the system is more likely to be schedulable. Specifically, we proposed two partitioning techniques, namely CATP and G-CATP. In CATP, tasks are allocated one at a time to the core with the lowest compatibility index whereas G-CATP first identifies a group of most compatible tasks and assigns them together to one core. Then, we further extended these two methods to incorporate the checkpointing feature. According to the simulation results, CATP and G-CAPT can significantly outperform the existing methods, such as traditional bin-packing, i.e. BF, WF and FF and a harmonic-aware technique [43].

7.2 Future work

In this dissertation, we primarily focus on developing reactive methods for fault tolerance. In other words, we put an emphasis on how to deal with run-time faults
when they occur. Recently, another line of research has thrived to address the system reliability from a different perspective, i.e. prolonging system lifetime. It is becoming evidently important for systems that operate in a harsh or remote environment. For instance, for a real-time safety-critical system, such as avionic controls in space crafts with the requirement of at least 25 years of service life, maximizing system lifetime reliability is of paramount importance as meeting other restrictions, e.g. real-time constraints. It is a well-known fact that system lifetime reliability is highly influenced by temperature, a $10 - 15^\circ C$ difference in temperature can result in a $2 - 3 \times$ difference in the lifespan of a device [120, 113]. Unfortunately, aggressive scaling in semiconductor technology and increasing of transistor counts result in high power density and hence high temperature, which in turn pose unprecedented challenges on system lifetime reliability [93, 51].

We are interested in extending our research to address the problem of how to develop real-time scheduling algorithms to maximize the system lifetime while guaranteeing timing constraints and optimizing other performance metrics, e.g. energy consumption and throughput. In what follows, we present some preliminary results of our research on studying the impacts of real-time scheduling on system lifetime reliability.

### 7.2.1 Lifetime and fault model

In this section, we introduce three major metrics for evaluating system lifetime reliability [104] and discuss their relationships.
Reliability function

First, we will introduce several definitions and notations for ease of presentation.

Definition 7.2.1. The observed time to failure (TTF) is a value of the random variable $\theta$ which represents the lifetime of the device, and its probability density function (PDF) is denoted as $f_\theta(t)$. Consequently, its cumulative distribution function (CDF) is $F_\theta(t) = P(\theta \leq t)$ and termed as unreliability at time $t$, which represents the probability of failure in the interval $[0, t]$. Therefore, the reliability function is

$$R_\theta(t) = P(\theta > t) = \int_t^\infty f_\theta(x)dx = 1 - F_\theta(t), \tag{7.1}$$

where reliability denotes the probability of no failures in the interval $[0, t]$ or equivalently, the probability of failure after $t$.

Note that we implicitly assume that random variable $\theta$ is continuous, which is true most of the time. For simplicity, we use $f(t)$, $F(t)$ and $R(t)$ to represent the PDF of the random variable $\theta$, unreliability, and reliability at time $t$, respectively. Once we have the knowledge of the distribution of the random variable $\theta$, we can calculate the reliability at any time $t$.

Failure rate

At times, specifying the distribution function of $\theta$ directly from the information that is available proves difficult. The conditional density function $h(t)$ which is referred to as the hazard function or failure rate is useful in these situations.

Definition 7.2.2. Given an interval $[t, t + dt]$, the conditional failure rate during this interval is defined as the conditional probability of failure in the interval (given that there is no failure before $t$) divided by the length of the interval. It is formally
defined by the following equation [75]:

$$P(t < \theta < t + dt | \theta > t) = \frac{R(t) - R(t + dt)}{R(t) dt}.$$  \hspace{1cm} (7.2)

**Definition 7.2.3.** The instantaneous failure rate at $t$ is the limit of the equation (7.2) as $dt \to 0$. That is,

$$h(t) = \lim_{dt \to 0} \frac{R(t) - R(t + dt)}{R(t) dt} = \frac{-R'(t)}{R(t)} = \frac{-d(ln R(t))}{dt}. \hspace{1cm} (7.3)$$

Based on the above equation, with some simple mathematical manipulations, we have

$$R(t) = \exp(- \int_0^t h(x) dx) \hspace{1cm} (7.4)$$

Furthermore, since $f(t) = -\frac{dR(t)}{dt}$, we know $h(t) = \frac{f(t)}{R(t)}$. Therefore, with the knowledge of any one of the three functions($h(t)$, $f(t)$ and $R(t)$), we can directly derive the others.

**Mean time to failure (MTTF)**

MTTF is widely used as an indicator of the system life span.

**Definition 7.2.4.** The MTTF is the expected time to failure for a component or system.

Mathematically, it is formulated as:

$$MTTF = E(\theta) = \int_0^\infty tf(t) dt = \int_0^\infty t\left(-\frac{dR(t)}{dt}\right) dt$$

$$= -tR(t)|_0^\infty + \int_0^\infty R(t) dt = \int_0^\infty R(t) dt,$$

if $\lim_{t \to \infty} tR(t) = 0$, which is true for a distribution whose mean exists [75]. Moreover, for many of the popular probability density functions, it is not necessary to perform the integration since their means are already known.
Failure models

In what follows, we explain in details the four wear-out failure mechanisms that are related to system reliability and are presently dominant in integrated circuits.

**Electromigration** refers to the transfer of metal as a result of the gradual movement of ions in the conducting path caused by the momentum transfer between conducting electrons and diffusing metal atoms. The MTTF due to EM is given by the following equation [72]:

\[
MTTF_{EM} = \frac{A_{EM}}{J^n} e^{-\frac{E_{aEM}}{\kappa T}},
\]

where \( A_{EM} \) and \( n \) are empirically determined constant. \( J \) is the current density in interconnect, and \( E_{aEM} \) is the activation energy for electromigration. \( \kappa \) is Boltzmann’s constant, and \( T \) is the absolute temperature in Kelvin.

**Time Dependent Dielectric Breakdown** is a wear-out mechanism of gate oxide (or dielectric). It causes permanent failure when a conductive path forms in the dielectric. This effect is strongly influenced by temperature and is becoming worse with the advent of thin and ultra-thin gate oxides [1]. The model for the MTTF due to TDDB is defined as [72]:

\[
MTTF_{TDDB} = A_{TDDB} \left( \frac{1}{V} \right)^{(a-bT)} e^{\left( \frac{X+Y+ZT}{\kappa T} \right)},
\]

where \( a, b, X, Y \) and \( Z \) are fitting parameters. \( A_{TDDB} \) is a empirically determined constant, and \( V \) is the supply voltage. Again, \( \kappa \) and \( T \) are the Boltzmann’s constant and temperature respectively.

**Stress Migration**, much like EM, refers to the migration of metal atoms in the interconnect. It is caused by mechanical stress due to different thermal expansion rates of different materials in the device. The MTTF resulting from SM is given by the following equation [72]:

\[
MTTF_{SM} = A_{SM} |T_0 - T|^{-n} e^{-\frac{E_{aSM}}{\kappa T}},
\]
where $A_{SM}$ is an empirically determined constant, and $T_0$ is the metal deposition temperature (stress free temperature) during fabrication. $T$ is the operating temperature, and $n$ and $E_{aSM}$ are material dependent constants. $\kappa$ is Boltzmann’s constant.

**Thermal Cycling** is caused by mismatched coefficients of thermal expansions for metallic and dielectric materials. It can result in inelastic deformations that eventually create cracks, fractures, and other related failures. The number of cycles to failure $N_{TC}$ can be calculated using a Coffin-Mason equation [35]:

$$N_{TC} = A_{TC}(\delta T - T_{th})^{-b} e^{\frac{E_{a_{TC}}}{\kappa T_{max}}} ,$$  \hspace{1cm} (7.8)

where $A_{TC}$ is an empirically determined constant and $\delta T$ is the thermal cycle amplitude. $T_{th}$ is the temperature at which inelastic deformation begins. $E_{a_{TC}}$ and $b$ are material related constants. $T_{max}$ denotes the maximum temperature during a thermal cycle. Unlike the other three mechanisms, TC not only depends on temporal temperature but temperature variances, which make it even harder to study analytically.

Note that, given a set of operating parameters (in particular, operating temperature $T$ and supply voltage $V$, etc.), the instantaneous MTTFs due to each failure mechanism can be immediately obtained.

### 7.2.2 Preliminary results

In this section, we provide some of our research’s preliminary results. Figure 7.1 presents the overview of our simulation framework. Basically, this simulation platform consists of two major parts, 1) temperature modeling, 2) reliability modeling.

For temperature modeling, given a system architecture specification with a group of industrial benchmarks, timing simulators can gather the information of the uti-
lization trace on each core. With the utilization of each core and the specific DVFS scheme to be employed, power simulators, such as Wattch [22], can approximate the power consumption of each component in the system. Note that, for extensive simulations, synthetic task sets are randomly generated most of the time. On the other hand, we can use an analytic power modeling to directly derive the information regarding power consumption [121]. Then, after obtaining the power trace, we are able to get the corresponding thermal profiles either by using simulators like HotSpot [67] or by adopting analytic methods in [119, 121]. These methods are very accurate and much faster than HotSpot simulations. Therefore, in our simulations, we exclusively use analytic temperature calculation methods.

For reliability modeling, we first model components with respect to each failure mechanism given a selected distribution model (e.g. Exponential [113], Lognormal, and Weibull [126] etc.). Run-time temperature variations are then incorporated.
to obtain the distribution parameters [126, 65]. Consequently, we can complete the system reliability calculation. For a simple distribution, such as Exponential Distribution, sum-of-failure-rate (SOFR) can be used to get the system MTTF [113, 38] while for much complicated distributions, e.g Weibull and Lognormal, Monte Carlo simulation needs to be conducted [126].

First, we set the parameters of each failure mechanism according to [114] and the proportionality constants, e.g. $A_{EM}$, $A_{SM}$, and $A_{TDB}$, were calculated such that the $MTTF$ due to each failure mechanism is 30 years at $70^\circ C$.

In Figure 7.2, we simply investigated the sensitivity of each failure mechanism to the change of temperature (TC was not considered since it also depends on temperature variations). For each failure type, the MTTFs was normalized to its reference MTTF at the ambient temperature, i.e. $35^\circ C$. As can be seen, the lifetime reliability of a system with respect to each failure mechanism drops significantly as the temperature increases. Additionally, EM is the most sensitive failure mechanism with respect to temperature.

We adopted the method in [65, 126] to account for varying operating conditions (e.g. temperature, supply voltage) for obtaining system lifetime distribution. From
this point forward, we solely focused on EM since TDDB and SM can be dealt with in a similar manner. Next, we studied the impacts of power management on processor lifetime. For illustration purposes, we ran our experiments on a 2-core platform, and the thermal-related parameters were derived directly from HotSpot [67]. We used our technique in [121] to calculate the steady-state thermal profile of the system given a speed schedule. For example, we have a system of two cores where both cores are executing an identical periodic task with a period (deadline) of 1000ms and an execution time of 500ms. We utilized different two-speed schedules to execute the tasks. High speed and low speed were set to 1 and 0.4 (speeds are normalized to the highest speed available in the system), respectively. The interval length of each speed mode was determined in a way such that the task could finish exactly at its deadline. In the first schedule, both cores run simultaneously in high(low) speed mode in Figure 7.3(a) whereas the running modes on two cores are exactly opposite in Figure 7.3(b). We plotted the thermal profiles for both cores under these two different speed schedules in Figure 7.4, respectively.

As shown in Figure 7.4, for the first case, two cores have identical temperature values. On the contrary, the temperature traces oscillate differently in the second
case. Further, the former schedule has a peak temperature about $2.5^\circ C$ higher than that of the latter.

Different thermal dynamics may have different lifetime reliability. As shown in Figure 7.5, the reliability of core 1(2) diminishes much faster under the second schedule due to the unfavorable temperature dynamics. Consequently, it results in a shorter MTTF.

Using the same example, we extended the “m-oscillation” technique that is well studied for peak-temperature reductions on single-core processors [61]. The main idea is to oscillate the speed of a core between high and low mode by $m$ times. We changed the number of oscillations from 1 to 15 and started the two processors in different running mode. The results have been plotted in Figure 7.6(a) and 7.6(b). Note that, in Figure 7.6(b), MTTFs were normalized with respect to the system MTTF when $m = 1$.

As the figure shows, without careful provisions of the speed schedule on each core, increasing the number of oscillations does not lead to significant improvements in terms of reliability. Actually, the peak-temperature reduction improvement is not obvious either.
TC is different from the other three failure mechanisms, and it strongly depends on temperature variances. With the aid of our temperature modeling technique in [121], we can efficiently obtain the steady-state temperature profiles, and we are able to study the TC mechanism effectively and accurately. The technique in [126] for calculating system MTTF due to TC was employed, and Rain Flow Counting was used to account for the thermal cycles within a thermal trace. Following the above example, the MTTF under schedule 2 is 1.5x of that of schedule 1. Again, we studied the impact of m-oscillation on system reliability, considering the TC mechanism exclusively. As evident in equation (7.8), the damage caused by temperature variations is determined by the constant exponent $b$ which is material related. As shown in [72], the range of $b$ is 1-3 for ductile metal, 3-5 for hard metal alloys, and as high as 6-9 for Si and dielectrics. We set $b$ to 2 and 6, respectively. In this experiment, we again varied the number of oscillations. As can be observed, increasing the number of oscillation actually degrades the system reliability. This is due to the
lack of efficiency of this simple m-oscillation scheme on multi-core platforms which encompasses oscillating the cores simultaneously and setting the speed randomly. With more available speeds and non-uniform workloads on each core, the problem becomes more complicated. Considering the fact that frequent speed switchings
may lead to an increasing number of thermal cycles, we need to explore effective scheduling techniques to more substantially reduce thermal cycle amplitudes.

In summary, a simple variation of speed patterns of each core can dramatically impact the reliability of the system (Figure 7.5). Traditional techniques that are effective in reducing peak temperature and can implicitly improve the system reliability are becoming ineffective, if not detrimental, for the development of reliable multi-core platforms. This signifies the need of developing advanced techniques that explicitly take the lifetime reliability into account while considering other design constraints, e.g. timing and power.
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