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Monitoring the accuracy of multiple occupancy forecasts

by Zvi Schwartz

Corporate executives closely monitor the accuracy of their hotel's occupancy forecasts since important decisions are based upon these predictions. This study lists the criteria for selecting an appropriate error measure. It discusses several evaluation methods focusing on statistical significance tests and demonstrates the use of two adequate evaluation methods: Mincer-Zarnowitz's efficiency test and Wilcoxon's Non-Parametric Matched-Pairs Signed-Ranks test.

Hotels incorporate various forecasts into their control cycle. These predictions differ in the forecasted entity (rooms sold, revenues, profits), their basic unit (a day, a month, or a year), their forecasting horizon (how many periods ahead are forecasted), and their frequency (how often the forecast is updated). While efficient managerial decisions require that all these forecasts be accurate, the accuracy of the occupancy forecasts is of special importance because all the hotel departments, not only rooms, rely upon accurate occupancy forecasts.

Occupancy forecasts serve as building blocks for the forecasts of the hotel's usage of restaurants, telephone, garage, laundry, business center, and audiovisual rental because the performance of these and other departments is highly correlated with the number of rooms rented. Both over-forecasting and under-forecasting can significantly impair the hotel's profitability. Over-forecasting leads to overspending and insufficient marketing efforts. Under-forecasting results in understaffing, which leads to poor service and increased stress among employees. Consequently, hotel managers consider occupancy forecasts to be a valuable part of their control cycle, and an objective evaluation of the accuracy of these forecasts is of the utmost importance.

The evaluation of forecast accuracy is performed frequently. In well-managed hotel chains, it is done by corporate executives.
Every month, the hotels submit their monthly forecast to their corporate office and the next month they generate a follow-up report, often called the variance report, which lists the actual daily occupancy figures against the predictions. Corporate executives use it to closely monitor the accuracy of the occupancy forecasts. Ideally, they should be able to identify hotels which routinely submit inaccurate forecasts and take measures to alleviate the problem.

Evaluation is difficult

It is a challenging task to evaluate a large number of detailed occupancy forecasts in an objective and practical manner. Periodical monitoring involves a large number of hotels; for some companies it means hundreds of accuracy tests per month. It is therefore important to devise an efficient monitoring method, that is, a computerized system that could handle a large number of occupancy forecasts. There are various evaluation models that are appropriate for hotel occupancy forecasts. Their relevance is assessed based on the following general guiding rules:

- The evaluation method must be statistically sound to guarantee the reliability and validity of the results.
- The evaluation method should reflect the characteristics of the investigated phenomena. That is, the error measure should match the hotel’s estimated cost of error. A failure to apply an adequate evaluation method might result in a misleading characterization of the assessed forecast.
- The method employed should match the purpose of the evaluation exercise. An evaluation method that is appropriate for in-depth analysis of a single set of occupancy predictions in a single hotel might not be useful to a corporate office conducting its periodical accuracy tests for a large number of hotels. The purpose of the in-depth analysis is to improve the accuracy of a specific forecasting model. The goal of the monthly monitoring routine is to ensure that the forecast accuracy of each of the chain’s hotels does not fall below an acceptable level. If it does, the corporate office notifies the hotel, with the expectations that the hotel’s managers will improve the accuracy of future forecasts.

Hence, for a corporate monitoring task, an adequate evaluation method must be automated, i.e., programmable, and produce an output that clearly indicates whether the accuracy of each hotel’s forecast meets the company’s acceptable level.

The evaluation of the forecast’s accuracy is most often based on the forecast’s error. For a single observation denoted by $t$, a forecast...
error, \( E_t \), is the difference between the forecast \( f_t \) and the actual value \( A_t \), that is, \( E_t = f_t - A_t \). Hence, a \( t \) period forecast generates \( t \) forecast errors. Various measurements which are based on these errors are used by scholars and practitioners.\(^4\) Most common are the mean absolute deviation, mean squared error, sum of squared error, mean absolute percentage error, and standard deviation of error (See Appendix A for listing of formulae).

Recent forecasting studies in the hospitality industry have applied these traditional error measures to evaluate forecasting models: Miller, McCahon, & Miller\(^5\) adopted the criterion of minimizing Mean Absolute Deviation (MAD) and the Mean Squared Error (MSE); Andrew Cranage and Lee\(^6\) and Cranage and Andrew\(^7\) looked mainly at the Sum of Squared Errors (SSE); Messersmith and Miller\(^8\) recommended using Bias, MAD, and MSE; Schwartz\(^9\) applied the Absolute Percentage Error (APE); and Schwartz and Hiemstra\(^10\) used the Mean Absolute Percentage Error (MAPE).

**Cost of error measured**

It is important to select an appropriate error measure since the type of error measure might determine the result of the forecast performance evaluation. The error measure should reflect the estimated damage caused by the forecast error, i.e., the cost of error. The popular “squared” error measures (e.g., SE, MSE, SSE) assume that as the forecast error increases, the resulting damage to the hotel increases exponentially. This is the same as saying that it is worth more to reduce the forecast error by, for example, 10 rooms when the error is 50 rooms, than to reduce the error by the same amount (10 rooms) when the error is 20 rooms. It is not clear whether this is indeed the cost structure in all hotels. A typical hotel production cost function, which serves as a reasonable indicator for the cost structure of an over-forecast error, is often more linear than exponential. The cost of under-forecast has more to do with dissatisfied guests and over-worked employees, and as such is more difficult to generalize.

In some cases, the cost of the forecast error is asymmetrical; that is, the cost of an under-forecast error might be larger (or smaller) than the cost of an over-forecast error. Asymmetry is often the result of differing cost functions; the cost function of the under forecast error is not identical to the cost function of the over forecast (e.g., linear vs. exponential). If present, this asymmetry must be properly addressed by the error measure. The following equation can serve as the lost function when the cost of under-forecast is exponential and the cost of over-forecast is linear:

\[
C(E) = \phi(E - |E|) + \phi(E + |E|)
\]

where the parameters \( \phi \) and \( \varphi \) (\( \phi, \varphi > 0 \)) require an estimation.

Ratio (percentage) based error measures such as APE and MAPE are useful when comparing
forecasts of different scales. This is especially important if the corporate office wishes to compare the forecast accuracy across hotels with varying capacities.

Once an appropriate error measure has been determined, an evaluation method must be selected. There are two types of evaluation methods: absolute and comparative.

**Methods assess absolute value**

Several methods attempt to assess the forecast’s “absolute” value. Among them are Theil’s decomposition, Kolmogorov’s “optimal” forecast, and Mincer-Zarnowitz’s efficiency.

- **Theil’s Decomposition:**
  Theil decomposed the sample’s average squared forecast error:
  \[ D_T^* = (\bar{f} - \bar{y})^2 + (s_f - r s_y)^2 + (1 - r)^2 s_y^2, \]
  where \( \bar{f} \) denotes the sample mean of the forecast, \( \bar{y} \) denotes the sample mean of the actual series, \( s_f \) denotes the sample standard deviation of the forecast, \( s_y \) denotes the sample standard deviation of the actual series and \( r \) denotes the sample correlation between forecast and the actual series. Theil proposed the following three proportions:
  \[ U^* = \frac{(\bar{y} - \bar{f})}{s_y}, \]
  where \( U^* \) compares the means of the observed and predicted series.
  \[ U^R = \frac{(s_y - r s_f)}{s_y}, \]
  where \( U^R \) measures the extent to which the slope of a regression (actual as a function of the predicted values) is different from unity.

  \[ U^P = \frac{(1 - r)^2 s_y^2}{s_y^2}, \]
  where \( U^P \) assesses the relative size of the regression’s error term.

  For optimal forecast, the proportions \( U^* \) and \( U^R \) should be close to zero and \( U^P \) should be close to unity.

  The major drawback of Theil’s method is its subjective nature: It does not provide an objective statistical significance test. One does not know how small the proportions \( U^* \) and \( U^R \) should be to indicate an accurate occupancy forecast. While one can arbitrarily decide on an acceptable level for each of the three measures, there is no statistical measure to assess the significance of the results.

- **The “optimal” forecast:**
  Janacek shows that given a set of data (actual), one can estimate the performance of an “optimal” forecast using the Minimum Attainable Forecast Error Variance (MAFEV). The MAFEV is given by:
  \[ \sigma^2 = \left[ \frac{1}{n} \sum_{i=1}^{n} f_i^2 \right] \]
  where \( f_i \) denotes the power spectrum.

- **The Mincer-Zarnowitz Efficiency Test:**
  Mincer and Zarnowitz regress the actual observations (denoted by \( A_t \)) against the predicted values (denoted by \( f_t \)): \[ A_t = \alpha + \beta f_t + \epsilon_t, \]
  where \( t=1,2,...,n \), and \( \epsilon_t \) is the regression’s error term. When the forecast is perfect, the plotted regression line is identical to the 45° line in Figure 1. That is, \( \alpha=0, \beta=1, \)
$\beta = 1$ and $E(\varepsilon) = 0$. $\alpha \neq 0$ indicates that the forecast is biased and $\alpha = 0$, $\beta = 1$ indicates that the forecast is inefficient. The joint null hypothesis that a forecast is efficient and unbiased is $H_0: \alpha = 0, \beta = 1$.

$F_1$, the test statistic for the bias/efficiency test verifies that the bias and the inefficiency unveiled by the chart is statistically significant:

$$F = \frac{(n-2)\frac{1}{n} \cdot \frac{\sum (\hat{y} - y)^2}{\sum (y - \hat{y})^2}}{\frac{1}{n-2}}$$

where $n$ is the number of observations, and $a$ and $b$ are the least square estimates of $\alpha$ and $\beta$. The null hypothesis (i.e., $H_0: \alpha = 0, \beta = 1$) is rejected if the $F$ statistic exceeds the tabulated value of the $F$ distribution with 2 and $n-2$ degrees of freedom. If this joint null hypothesis is rejected, separate $t$ tests for bias and efficiency are desirable with the respective null hypotheses being $\alpha = 0$ (bias) and $\beta = 1$ (inefficiency).

A visual inspection of the scatter plot often reveals the type of forecast bias. Figure 2 demonstrates the five basic types of linear results. The first type (upper right) is an under-forecast; the entire regression line is above the 45° line of perfect forecast. The second type is an over-forecast; the entire regression line is below the 45° line of perfect forecast. The third type is an over-forecast on low occupancy days and under-forecast on high occupancy days. The forth type is an under-forecast on low occupancy days and an over-forecast on high occupancy days. The fifth generic type is a perfect forecast.

The Mincer-Zarnowitz method provides a clear indication as to whether the forecast accuracy is...
acceptable and its results are statistically testable. The test can be programmed and is suitable for the task of forecast evaluations by the chain's corporate office.

**Benchmarking assists**

Forecasts often assess the quality of their prediction by comparing its accuracy to that of a competing set of predictions. This set of predictions serves as a benchmark model. If the forecast is not more accurate than the benchmark, the forecasting model should either be improved or replaced. The various approaches to benchmarking differ in two main respects: the type of benchmark used and the method of comparison.

Researchers advocate different types of benchmarks. Some suggest that a very simple forecast model would suffice, while other argue for the use of the most accurate forecast model available. A naive (simple) benchmark is very popular among scholars and practitioners. The naive benchmark follows the following process: The next period's forecast is the most recently observed actual value, e.g., the forecast for tomorrow's occupancy is today's number of occupied rooms. $f_{t+1} = A_t$, where $f_{t+1}$ is the forecast for period $t+1$, and $A_t$ is the actual value observed at period $t$. A model with a trend is given by: $A_t = A_{t-1} + M$. With seasonality the naive model is:

$$ f_{t,s} = \frac{A_t}{K_{s,t}} $$

where $t$ is the present time period, $s$ is the number of periods ahead being forecasted and $k$ is the adjustment index.

Among the advocates for a more sophisticated benchmark are Granger and Newbold who suggest the Box-Jenkins model as...
the benchmark, Mincer and Zarnowitz who argue for the use of the best available extrapolative univariate method, and Newbold and Bos\textsuperscript{18} who say, "It's important to evaluate forecast through comparison with the most serious alternatives that the analyst can find."

In practice, the nature of the evaluation task dictates the type of benchmark. A hotel that conducts an in-depth analysis of its occupancy forecast should compare the accuracy to that of the best available occupancy forecast method it can apply. The purpose of the in-depth analysis is to determine the appropriateness of a considered method. If the analyzed model is more accurate than the most accurate benchmark, it is a clear indication that it should be used. However, if the forecast model outperforms a simple Naive model, the conclusion is not necessarily that the model is worth using. There might be another model that is more effective.

While this very same logic applies to the monitoring task of the corporate office, there are additional constraints to consider. More sophisticated benchmark models require a higher level of modeling skills and computing sophistication on the part of the monitoring unit. Consider, for example, the monthly forecast. To produce the "prediction" of a Naive benchmark, one only needs up to 32 figures (the occupancy of the relevant month and the occupancy in the last day of the previous month to predict occupancy on the first day of the month), and, of course, the computation is very simple. The more sophisticated models are based on reservations figures; that means processing thousands of monthly figures for each hotel. Obviously, this large amount of information requires intensive computational power. Some models such as the Box-Jenkins even require judgment input in the process of forecasting. These requirements cannot be effectively met by the monitoring unit. The optimal benchmark for the monitoring task should be capable of producing the minimal acceptable accuracy. It should be fully automated and use a relatively small amount of information. Thus, for the monitoring task, the simple Naive models seem more appropriate than the "stronger" benchmarks.

- A simple ranking by the error: A common practice among hospitality scholars\textsuperscript{19} involves a simple ranking of the error measure(s). According to this approach, the error measure(s) of a forecast is compared to that of the competing set(s) of predictions. If the forecast is found to be more accurate than the benchmark (e.g., the forecast's 9.7 MSE is smaller than the benchmark's 10.3 MSE), then the forecast model is "declared" more accurate and therefore might be worth using. This approach is simple to apply,
Researchers favor two non-parametric methods: the Sign test and the “stronger” Matched-Pairs Signed-Ranks test. For studies using the nonparametric tests in the general forecasting literature, see, for example, Flores\(^{20}\) and Armstrong & Collopy.\(^{22}\) For an application to hotel occupancy forecasting, see Schwartz and Hiestra.\(^{23}\) Daniel and Conover\(^{4}\) describe these methods in details. The Sign test examines the percentage of times that the forecast is more accurate than the benchmark. This number is tested to be larger than .5 or 50 percent, using the binomial probability distribution or, if the sample is large enough, the normal approximation to the binomial distribution.

The Matched-Pairs Signed-Ranks test examines the sample of \(n\) values of differences, that is, for each forecasted day, the difference between the model's forecast error and the benchmark's forecast error \((E^*_t - E^*_t)\) is calculated. The differences are ranked and the test statistic is based on the sum of ranks with positive signs. For a large sample,

\[
Z = \frac{T - \frac{n(n + 1)}{4}}{\sqrt{n(n + 1)(2n + 1)/24}}
\]

is calculated for each pair of models compared, where \(T\) is the number of positive ranks. \(Z\) is distributed approximately as the standard normal. The hypotheses are:

\(H_0: \text{Md} \geq 0\) and \(H_1: \text{Md} < 0\)

where \(\text{Md}\) is the median of the population of differences. Wilcoxon's test assumes that the differences are independent, that they

but it lacks a solid statistical justification, as no statistical test is applied to test the hypothesis that the forecast error is indeed significantly smaller than the benchmark.

- **Conditional efficiency:** Granger and Newbold\(^{20}\) suggest that a set of predictions is conditionally efficient in respect to a second set of predictions (the benchmark) if a weighted average of both forecasts is not more accurate than the first one. In other words, the benchmark does not contain any useful information beyond that in the first set. The conditional efficiency can be statistically tested. Combining the two sets of predictions, \(p_t\) and \(p'_t\) with \(w\) (0 ≤ \(w\) ≤ 1) one gets \((A_t - p'_t) = w(p'_t - p_t) + e_t\). The hypothesis is \(H_0: w = 0\), \(H_1: w > 0\) and the OLS estimate of \(w\) is \(t\) tested.

- **Nonparametric methods:** The tests discussed so far require a normally distributed population, an assumption which is often invalid in reference to hotel occupancy rates. Moreover, it is unlikely that the distribution of the occupancy forecast error and its mean will remain constant over time. Such conditions, where the normality assumption is invalid, call for the use of “distribution free” non-parametric methods of analyzing forecast accuracy.
are measured on an interval scale or higher, and that the population is distributed symmetrically around the median. The advantage of Wilcoxon's test over the Sign test is that it takes into account the size of the error.

Both non-parametric methods are easily programmable and provide a solid statistical test. As such, they are excellent candidates for the evaluation of large number of forecasts, given that there is a set of alternative predictions with an acceptable level of accuracy that can be used as a benchmark.

Accuracy methods measured

For monitoring the accuracy of multiple occupancy forecasts, several methods are appropriate.

- **Error measure:** Since different hotels might have different cost of error functions, one cannot identify a single error measure that is likely to be more appropriate. All four types of error measures can be conveniently programmed. Thus, the main criterion in choosing a measure would be its ability to accurately reflect the damage caused by forecasting errors.

- **Evaluation method:** The Mincer-Zarnowitz efficiency test and Wilcoxon's non-parametric test emerge as the more adequate methods for monitoring the occupancy forecasts. Given a confidence level, the Mincer-Zarnowitz test assesses the forecast efficiency and the Wilcoxon test finds if the forecast is more accurate than an acceptable benchmark. Both are tests of statistical significance, both can be automated, and their results are easy to interpret. If feasible, it's recommended that both tests be performed. In the following example we demonstrate the use of the Mincer-Zarnowitz test and the Wilcoxon test.

The data (See Table 1) are taken from a 166-room hotel in the mid-west. It contains two sets of figures: the predicted and the actual daily occupancies for September 1996. The predicted figures are the combined product of a quantitative model and experts' predictions. Initial predictions were produced by the central reservation system at the corporate office using a back-propagation Neural-Networks algorithm. These predictions were reviewed and adjusted by the hotel's managers based on their experience and expectations (for more on Neural Networks see, for example, White.26) The combination of model's predictions and managers' judgment in hotel occupancy forecasts is discussed in Schwartz.27) The adjusted forecast was then returned to the corporate office as the official monthly forecast report. The actual figures are taken from the variance report.

The use of the Mincer-Zarnowitz efficiency test and Wilcoxon's non-parametric test
Table 1

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Actual Daily Occupancies, Forecast, and Various Error Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sep-1-1994</td>
<td>100</td>
</tr>
<tr>
<td>Sep-2-1994</td>
<td>95</td>
</tr>
<tr>
<td>Sep-3-1994</td>
<td>103</td>
</tr>
<tr>
<td>Sep-4-1994</td>
<td>103</td>
</tr>
<tr>
<td>Sep-5-1994</td>
<td>102</td>
</tr>
<tr>
<td>Sep-6-1994</td>
<td>93</td>
</tr>
<tr>
<td>Sep-7-1994</td>
<td>105</td>
</tr>
<tr>
<td>Sep-8-1994</td>
<td>112</td>
</tr>
<tr>
<td>Sep-9-1994</td>
<td>59</td>
</tr>
<tr>
<td>Sep-10-1994</td>
<td>52</td>
</tr>
<tr>
<td>Sep-11-1994</td>
<td>27</td>
</tr>
<tr>
<td>Sep-12-1994</td>
<td>71</td>
</tr>
<tr>
<td>Sep-13-1994</td>
<td>40</td>
</tr>
<tr>
<td>Sep-14-1994</td>
<td>80</td>
</tr>
<tr>
<td>Sep-15-1994</td>
<td>80</td>
</tr>
<tr>
<td>Sep-16-1994</td>
<td>118</td>
</tr>
<tr>
<td>Sep-17-1994</td>
<td>102</td>
</tr>
<tr>
<td>Sep-18-1994</td>
<td>104</td>
</tr>
<tr>
<td>Sep-19-1994</td>
<td>115</td>
</tr>
<tr>
<td>Sep-20-1994</td>
<td>80</td>
</tr>
<tr>
<td>Sep-21-1994</td>
<td>98</td>
</tr>
<tr>
<td>Sep-22-1994</td>
<td>115</td>
</tr>
<tr>
<td>Sep-23-1994</td>
<td>106</td>
</tr>
<tr>
<td>Sep-24-1994</td>
<td>88</td>
</tr>
<tr>
<td>Sep-25-1994</td>
<td>87</td>
</tr>
<tr>
<td>Sep-26-1994</td>
<td>113</td>
</tr>
<tr>
<td>Sep-27-1994</td>
<td>143</td>
</tr>
<tr>
<td>Sep-28-1994</td>
<td>116</td>
</tr>
<tr>
<td>Sep-29-1994</td>
<td>119</td>
</tr>
<tr>
<td>Sep-30-1994</td>
<td>116</td>
</tr>
</tbody>
</table>

Figure 3

Line of perfect forecasts and regression line of actual vs. forecast
with the Naive benchmark can be demonstrated. The following four error measures are used with the Wilcoxon test: Absolute Error, Absolute Percentage Error, Squared Error, and an Asymmetric Error Measure where the cost of under-forecasting error is squared and the cost of over-forecasting error is linear. The parameters of the Asymmetric function are set to $\phi=1$ and $\psi=20$.

- **The Mincer-Zarnowitz Efficiency Test:** Estimating $A_t = \alpha + \beta f_t + \epsilon_t$, we get $\alpha = 45.58$ and $\beta = 1.59$. The hypothesis, $H_0: \alpha=0, \beta=1$, is rejected since the statistic, $r_I$, equals 12.80 and is larger than the tabulated value of $F$ (for 95% confidence level), 3.34. Thus the test indicates that the forecast is inefficient.

Figure 3 shows that this set of predictions is of the third type where the higher the occupancy, the larger the under-forecast error.

- **Wilcoxon’s Non-Parametric Test:** The Naive Benchmark predictions along with four different error measures are given in Table 2.

### Table 2: Actual daily occupancies, Naive forecast, and various error measures

<table>
<thead>
<tr>
<th>Date</th>
<th>Actual Occupancy</th>
<th>Naive Error</th>
<th>Absolute Error</th>
<th>Absolute Percentage Error</th>
<th>Squared Error</th>
<th>Asymmetric Error Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sep-1</td>
<td>87</td>
<td>65</td>
<td>22</td>
<td>25</td>
<td>29.3%</td>
<td>625</td>
</tr>
<tr>
<td>Sep-2</td>
<td>100</td>
<td>60</td>
<td>40</td>
<td>40</td>
<td>40.0%</td>
<td>1000</td>
</tr>
<tr>
<td>Sep-3</td>
<td>90</td>
<td>55</td>
<td>35</td>
<td>35</td>
<td>35.0%</td>
<td>100</td>
</tr>
<tr>
<td>Sep-4</td>
<td>70</td>
<td>60</td>
<td>10</td>
<td>10</td>
<td>10.0%</td>
<td>100</td>
</tr>
<tr>
<td>Sep-5</td>
<td>95</td>
<td>50</td>
<td>45</td>
<td>45</td>
<td>45.0%</td>
<td>2000</td>
</tr>
<tr>
<td>Sep-6</td>
<td>75</td>
<td>60</td>
<td>15</td>
<td>15</td>
<td>15.0%</td>
<td>150</td>
</tr>
<tr>
<td>Sep-7</td>
<td>55</td>
<td>50</td>
<td>5</td>
<td>5</td>
<td>5.0%</td>
<td>50</td>
</tr>
<tr>
<td>Sep-8</td>
<td>35</td>
<td>40</td>
<td>5</td>
<td>5</td>
<td>5.0%</td>
<td>50</td>
</tr>
<tr>
<td>Sep-9</td>
<td>25</td>
<td>30</td>
<td>5</td>
<td>5</td>
<td>5.0%</td>
<td>50</td>
</tr>
</tbody>
</table>

Figure 3 shows that this set of predictions is of the third type where the higher the occupancy, the larger the under-forecast error.
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Table 3
Wilcoxon test comparing forecast to Naive, Random-Walk, Benchmark

<table>
<thead>
<tr>
<th>Error measure</th>
<th>Is forecast more accurate than the benchmark?</th>
<th>P(Z) at 95% confidence level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute deviation</td>
<td></td>
<td>0.019</td>
</tr>
<tr>
<td>Squared error</td>
<td></td>
<td>0.019</td>
</tr>
<tr>
<td>Absolute percentage</td>
<td></td>
<td>0.061</td>
</tr>
<tr>
<td>Asymmetric error</td>
<td></td>
<td>0.827</td>
</tr>
</tbody>
</table>

The results of the Wilcoxon test are summarized in Table 3. Note the impact of the error measure on the test results. With the Absolute or Squared Deviation as the error measure, the forecast is found to be significantly more accurate than the Naive benchmark, with a confidence level of 95 percent. When the Absolute Percentage or the Asymmetric Deviation are used as the error measure, the forecast is not significantly more accurate than the Naive benchmark (with the same 95 percent confidence level).

Implications exist for managers

The Mincer-Zarnowitz efficiency test indicates that the forecast is inefficient. In this special case of a combined prediction (Neural Network forecast that has been adjusted by managers), the inaccuracy could be caused by the Neural Network (NN) forecasting model or by human bias. To identify the cause, one compares the accuracy of the original NN prediction to that of the adjusted prediction. Obviously, if the NN forecast is less accurate than the adjusted one, the NN model should be improved. Often, it means letting the same NN algorithm, backpropagation in our case, continue to "learn" the patterns until better accuracy is achieved with the hold-out sample. The problem could be due to "over training" in which case the NN needs to be re-trained. On rare occasions there is a need to apply a NN algorithm of a different type, for example, the hotel might replace the backpropagation model with a genetic NN algorithm.

When the NN forecast is more accurate than the adjusted one, it is likely that human bias is the reason for the inaccurate forecasts. Human bias, if proven to exist, can be better understood by studying Figure 3. Adjusted forecasts which are higher than 80 rooms tend to be lower than the actual, and adjusted forecasts that are lower than 70 rooms tend to be higher than the actual. Thus, if human bias exists, it is likely because managers tend to be over cautious when adjusting the predictions of the NN, over correcting...
high and low predictions. Hence, more accurate forecasts can be achieved if the hotel managers learn to accept the NN forecasts even when the numbers seem too high or too low.

With the Naive model as a benchmark, Wilcoxon’s non-parametric test leads to a different conclusion. When using AD, SE, and even APE as the error measures, the adjusted forecast is considered accurate and no correcting action by the hotel is required. This result emphasizes the importance of applying more than a single accuracy test. If both tests are applied, there is a better chance of identifying deteriorating accuracy.

Hotel chains often compare and rank the forecast accuracy of different hotels. It is important to understand that while this is a rather simple comparison, it is often misinterpreted. If one hotel produces more accurate forecasts it does not necessarily mean that a second hotel should adopt the first hotel’s model. As accuracy depends on specific circumstances, adopting a model that performs better in a different location will not always improve the accuracy even after the model has been best fitted to the “adopting” hotel’s data.

Monitoring the accuracy of hotels’ occupancy forecasts is especially challenging as it requires that the method be both statistically sound and practical. Most important, the evaluation method must be programmable so it can monitor a large number of occupancy forecasts, and it must provide a clear and interpretable assessment of the quality of the assessed predictions.

Of the several basic types of error measures there is no universal error measure that can, a priori, be declared as the most appropriate for the task of monitoring the accuracy of occupancy forecasts. The error measure must reflect the cost of forecast error at the specific investigated hotel(s). If the evaluation process includes a comparison of accuracy across hotels of differing sizes, some type of standardization (e.g., a percentage-based error measure) is desirable.

Two evaluation methods seem particularly adequate for the task of occupancy forecast evaluation. From the group of “Absolute Worth” evaluation methods, the use of the Mincer-Zarnowitz efficiency test is recommended. Among the “Comparative” methods, the Wilcoxon Matched-Pairs Signed-Ranks test and the Naive benchmark are most appropriate for the monitoring task.

**Appendix A**

Common Error Measures

- **Mean Absolute Deviation, MAD**
  \[ \frac{1}{n} \sum_{i=1}^{n} |E_i| \]

- **Sum of Squared Error, SSE**
  \[ \sum_{i=1}^{n} E_i^2 \]

- **Mean Squared Error, MSE**
  \[ \frac{1}{n} \sum_{i=1}^{n} E_i^2 \]

- **Mean Absolute Percentage Error, MAPE**
  \[ \frac{1}{n} \sum_{i=1}^{n} \frac{|E_i|}{P_i} \]

- **Standard Deviation of Error, SDE**
  \[ \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} E_i^2} \]
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