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ABSTRACT OF THE DISSERTATION

DETECTING THE EMOTIONS OF ANIMATE BEINGS IN NARRATIVE

by

Samira Zad

Florida International University, 2022

Miami, Florida

Professor Mark A. Finlayson, Major Professor

Identifying emotions as expressed in text (a.k.a. text emotion recognition) has received a

lot of attention over the past decade. Narratives often involve a great deal of emotional

expression, and so emotion recognition on narrative text is of great interest to computa-

tional approaches to narrative understanding. The meaning and impact of narratives is

strongly bound up with the emotions expressed therein. Emotions may be experienced by

characters in a story (which may include the narrator), by a story-external narrator, or by

the reader.

There has been so far two separate streams of work relevant to this observation: (1)

emotion detection, and (2) detection of animate beings. These two streams have not yet

been combined to attempt to identify the emotions experienced by animate beings in the

text. In this dissertation, I use the two streams to construct a computational framework

for detecting the emotions experienced by animate beings in a given text.

In the first step, I design a high-performing approach to emotion detection in narrative

text and explore three techniques NMF, PCA, and LDA that NMF performed best, with

an overall F1 of 0.809.

The second step involves identifying and improving an emotion lexicon that will be

used by my animate beings’ emotion recognition system. I describe a procedure for semi-

automatically correcting these problems in the NRC.

vi



In the third step, I provide the ABBE corpus—Animate Beings Being Emotional—a

new double-annotated corpus of texts. Plutchik’s 8-category emotion model was used

to categorize the emotion expressions, and the overall inter-annotator agreement for the

annotations was 0.83 Cohen’s Kappa (kappa), indicating excellent agreement.

Finally, I demonstrate an emotion detection system based on a non-neural machine

learning classifier to identify the emotions expressed as being experienced by animate

beings. I use Plutchik’s emotion model, as well as the Revised NRC Emotion Lexicon. I

train my model and evaluate my results using ABBE that has been annotated for animate

beings, emotions, and the connections between them. The system achieves an overall

micro F1 of 0.76 when using gold-standard animate beings, and 0.60 when relying on

computed animate beings.
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Chapter 1

Introduction

1.1 Motivation

Natural Language Processing (NLP) is the branch of artificial intelligence that involves

automating the preparation and analysis of large amounts of textual and verbal data. One

of the main focuses of NLP is to make use of machine learning approaches to design and

construct computational platforms. These platforms automate the process of extracting

knowledge from both structured and unstructured sources to facilitate searching through

large amounts of textual data in a short period of time and to obtain appropriate informa-

tion. One of these important platforms is Text-Based Emotion Detection (TBED), which

has been used by researchers to automatically detect affect, identifying the feelings and

sentiments expressed in a text. It detects emotions from a variety of data sources using

natural language processing, computational linguistics, and psychological emotion theo-

ries.

Emotion is a primary aspect of communication and can be transmitted across many

modalities, including gestures, facial expressions, speech, and text [Perikos and Hatzi-

lygeroudis, 2013]. Text-Based Emotion Detection (TBED), one of the fastest growing

branches of Natural Language Processing (NLP), is the process of classifying syntactic

or semantic units of a corpus into a given set of emotion classes proposed by a psycholog-

ical model. Automatic Text-Based Emotion Detection mechanisms use machine learning

approaches to create computational platforms automating the process of extracting emo-

tions from both structured (e.g., books and articles) and unstructured text sources (like

comments on social media). Text-Based Emotion Detection has a wide variety of ap-

plications in the area of artificial intelligence: obtaining insight into public opinion on

various socio-political subjects to better understand public opinion and narratives, ex-
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tracting characters’ emotions expressed by the narrator of a story, Semantic analysis of

documents and public messages related to terrorist attacks (to mitigate risks), automated

analysis of historical corpora, study of product reviews (to assess customer satisfaction),

and accurately analyzing collected data pertaining to the disaster situations and people

who were affected by the disaster as part of Humanitarian Assistance and Disaster Relief

(HADR) efforts are some examples.

As stated previously, Text-Based Emotion Detection is useful for many applications,

including for automated narrative understanding. A narrative is “a representation of con-

nected events and characters that has an identifiable structure, is bounded in space and

time, and contains implicit or explicit messages about the topic being addressed” [Kreuter

et al., 2007, p. 222], and narratives are often used to express the emotions of authors and

characters, as well as induce emotions in audiences. For many narratives—one need only

consider romances such as Romeo and Juliet or the movie Titanic—it is no exaggeration

to say that lacking an understanding of emotion leads to a seriously impoverished view of

the meaning of the narrative.

Text-Based Emotion Detection is a challenging problem on account of the complex re-

lationship between felt emotion and linguistic expression. This includes not only standard

natural language processing challenges, such as polysemous words and the difficulty of

co-reference resolution [Uzuner et al., 2012, Peng et al., 2019], but also emotion-specific

challenges such as how context can subtly change emotional interpretations [Cowie et al.,

2005]. These technical challenges are exacerbated by a shortage of quality labeled data

addressing this task.

Similarly, there exist recently developed approaches to detect animate beings. How-

ever, no one has yet integrated these techniques for detecting emotions expressed as being

experienced by the animate beings in a narrative. This work is an example of such a sys-

tem.

2



1.2 Broader Impact

Much work has been done in the field of sentiment analysis on online texts [Zad et al.,

2021a]. However, recently, there is a high demand to explore and pay attention to emo-

tion detection on texts [Zad et al., 2021b]. Emotion detection is an active research area

within Natural Language Processing (NLP). The goal of emotion detection is to computa-

tionally extract and quantify emotional states expressed in a text, including narrative text

specifically. My particular interest is in animate being emotion identification in narrative.

Extracting emotion for identifying animate beings in narratives like Romeo and Juliet or

Titanic are critical to computational understanding of narratives.

My dissertation is split into two components. The first phase is to construct an emotion

detector. In the second phase, I adapt this system to the detection of emotional states

associated with specific animate beings.

In the first step, I design a high performing approach to emotion recognition in narra-

tive text and carefully implement and characterize the technique, exploring a design space

of three different noise cancellation or dimension reduction techniques (NMF, PCA, or

LDA), exploring various hyper-parameter settings. My experiments indicate that NMF

performed best, with an overall F1 of 0.809.

In the second step, I identify and improve an emotion lexicon to be used for my an-

imate beings emotion detection system. There have been several attempts to create an

accurate and thorough emotion lexicon in English, which identifies the emotional con-

tent of words. Of the several commonly used resources, the NRC emotion lexicon has

received the most attention due to its availability, size, and its choice of Plutchik’s expres-

sive 8-class emotion model. In this work, I identify a large number of troubling entries in

the NRC lexicon, where words that should in most contexts be emotionally neutral, with

no affect (e.g., lesbian, stone, mountain), are associated with emotional labels that are

3



inaccurate, nonsensical, pejorative, or, at best, highly contingent and context-dependent

(e.g., lesbian labeled as DISGUST and SADNESS, stone as ANGER, or mountain as AN-

TICIPATION). I describe a procedure for semi-automatically correcting these problems in

the NRC, which includes disambiguating POS categories and aligning NRC entries with

other emotion lexicons to infer the accuracy of labels. I demonstrate via an experimental

benchmark that the quality of the resources is thus improved. Joshuan Jimenez, a graduate

student in the Cognac lab, assisted me with the manual part.

In the third step, to develop my animate being emotion detection system, I and Joshuan

Jimenez provide the ABBE corpus—Animate Beings Being Emotional—a new double-

annotated corpus of texts that captures this key information for one class of emotion expe-

riencer, namely, animate beings in the world described by the text. Such a corpus is useful

for developing systems that seek to model or understand this specific type of expressed

emotion. Our corpus contains 30 chapters, comprising 134,513 words, drawn from the

Corpus of English Novels, and contains 2,010 unique emotion expressions attributable to

2,227 animate beings. The emotion expressions are categorized according to Plutchik’s

8-category emotion model, and the overall inter-annotator agreement for the annotations

was 0.83 Cohen’s Kappa (κ), indicating excellent agreement.

Finally, I demonstrate an emotion detection system based on a non-neural machine

learning classifier to identify the emotions expressed as being experienced by animate

beings. I use Plutchik’s emotion model (JOY, SADNESS, ANGER, FEAR, SURPRISE, AN-

TICIPATION, TRUST, and DISGUST), as well as the Revised NRC Emotion Lexicon de-

veloped in Step two. I train my model and evaluate my results using ABBE that has

been annotated for animate beings, emotions, and the connections between them in the

previous step.The system achieves an overall micro F1 of 0.76 when using gold-standard

animate beings, and 0.60 when relying on computed animate beings, showing that this

task is more challenging than expected.
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1.3 Phase 1: Sentence Emotion Detection

1.3.1 Approach

This component is made of four consecutive steps: In the first step, pre-processing, the

system processes the input corpus using the CoreNLP library [Manning et al., 2014] to

separate the text into sentences and lemmatize sentences to obtain tokens making the cor-

pus. In the second step, vector space modeling, I used the lemmatized tokens to generate

a vector representation of the emotional content of a sentence. In the third step, noise

cancellation or dimension reduction, I explored three different models to either reduce

dimensions or extract features of the vector space. One of the main contributions here

was to analyze and explain the effect of this step on the performance of the final emo-

tion recognition system. Finally, the fourth step, labeling, compared the vector for each

sentence with vectors for each emotion, choosing the closest emotion as the label for the

sentence.

1.3.2 Data

To implement the emotion sentence detection system, I began with a corpus of manually

annotated fairy tales constructed by [Alm, 2008], comprising 176 children’s fairy tales

(80 from Brothers Grimm, 77 from Hans Andersen, and 19 from Beatrix Potter) with

15,087 unique sentences (15,302 sentences), 7,522 unique words and 320,521 total words.

These fairy tales were annotated by two annotators labeling the emotion and mood of each

sentence as one of joy, anger, fear, sadness, or neutral which resulted in four labels per

sentence. Across the sentences, only 1,090 of them agreed on all four non-neutral labels.

I used the WordNet Affect [Strapparava and Valitutti, 2004], linguistic resource, which

builds upon the general WordNet database [Fellbaum, 1998a] to associate specific words
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with specific emotions. WNA classifies 280 WordNet Noun synsets into an emotion hi-

erarchy rooted in an augmented version of Ekman’s basic emotions. WordNet links an

additional 1,191 Verb, Adverb, and Adjective synsets to this core Noun-focused hierarchy.

These synsets represent approximately 3,500 English lemma-POS pairs.

1.3.3 Method and Results

The flowchart Figure 1.1 is a superset of the implemented emotion sentence identification

system. In the pre-processing step, I constructed a bag of words for each sentence in the

given corpus by tokenizing the sentence and lemmatizing each word. Then, I computed a

tf-idf vector for each sentence as well as a standard vector for each emotion label (Step 2).

For each sentence I constructed an m dimensional vector where each entry in the vector

is the tf-idf of an emotional term in the sentence. The constructed vector space model is

represented by a matrix V . Also, I computed a standard vector for each emotion class in

the same space, by using the WordNet Affect terms associated with label. In step three,

the vectors Vs and Ye from the previous step contains components related to many terms

that have little or no effect on the emotion labeling of their sentences. For unsupervised

learning, I used dimensional reduction or noise cancellation techniques to significantly

improve the performance of the emotion detection process. I explored Principle Com-

ponent Analysis (PCA) [Abdi and Williams, 2010], Latent Dirichlet Allocation (LDA)

[Blei et al., 2003] and Non-Negative Matrix Factorization (NMF) [Lee and Seung, 1999].

When using PCA or LDA, one can move directly to fourth step of the system; however, in

the case of NMF, must select important terms, remove irrelevant features, and reconstruct

the vector space (Step 3.1).

The emotion recognition process takes place by measuring the similarity between

sentence vectors Vs and standard emotion vectors Ye using cosine-similarity method. Ap-
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plying this method on Fairy Tales corpus resulted in 80.9% F1-score. This work was

published in the 1st International Workshop on Narrative Understanding, Storylines, and

Events (NUSE 2020) and was held concurrently with ACL’2020. Chapter §3 addresses

this work in greater detail.

1. PreProcessing (CoreNLP)

1. Separate Sentences 
2. Tokenize/Lemmatize 
3. Make BoW for each sentence

5. Identifying Animate beings

Identify animate beings using (Jahan, 2020)

Terms Ω = { ωj }m

Input Corpus, 
& Psychological 

 Model

N
O

/ M
od

ify
 h

yp
er

-p
ar

am
et

er
s

3. Unsupervised/Supervised  
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3.1. Unsupervised
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MLP, Decision Tree, SVM, 
 Gaussian NB, Random Forest, KNN

Emotion  
Lexicon

Sentence 
 labels 

λ: S ↦ E 
 

6. Identifying Animate Being Emotions 

 1. For every animate being a ∈ A:
      1.1 label each animate being and phrases in its 
       containing sentence with semantic roles
      1.2. extract emotion features of the animate being
       and its related semantic roles using previous 
       steps 
2. Label animate beings by emotion given the extracted 
     emotion features

Animate beings A⊂ Ω

Animate being labels 
Λ: A ↦ E 

 

Sentences S = { si }n

2. Vector Space Modeling 
& SRL 

1. For every sent. term s,ω:
     Find vs,ω: TF-IDF (s,ω) 
2.Construct Vs = [vs,ω]ω∊Ω
3. Semantic role labeling   
4. For every emotion e∈E
     Construct Ye using
     Emotion Lexicon

4. Assignment &  
Performance Evaluation

Calculate F1 Measurement 
    Is F1 score acceptable?

Ye
s

Figure 1.1: Flowchart of the proposed system.
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1.4 Phase 2: Animate being Emotion Detection

The main phase of my dissertation is to build upon Phase 1 work (sentence emotion

identification) to create a system which can identify the emotions of specific animate

beings.

Animate beings are vital elements in narrative structures and identifying them are

crucial for automatically understanding narratives [Jahan et al., 2018a]. Animate beings

often have emotions, and these emotions drive or explain the action in the story. There-

fore, identification of the emotions of animate beings can enhance the automation process

of understanding narratives and give significant value to the prior work in this field.

1.4.1 Approach

The second phase comprise two consecutive steps: (1) identify animate beings of sto-

ries in an input corpus using state-of-the-art method designed and implemented by [Jahan

et al., 2020a] for animate being identification and (Step 5 in Figure 1.1); and (2) label ani-

mate beings by emotions given their semantic-role labels as well as their emotion features

extracted from emotion labels generated by modified form of the emotion identification

system developed in Phase 1 (Step 6 in Figure 1.1).

Animate being Identification

This task is the fifth step of my proposed pipeline depicted in Figure 1.1. To identify an-

imate beings of a given corpus, I use a classification model applied to the following four

features mentioned in my labmate’s work [Jahan et al., 2020a]: (a) Coreference Chain

Length (CL): the length of a coreference chain as an integer feature which explicitly cap-

tures the tendency of the long chains to be animate beings discussed in [Eisenberg and

Finlayson, 2017]. (b) Semantic Subject (SS): Binary identifier of whether the head of a
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coreference chain appears as a semantic subject (ARG0) to a verb computed by the se-

mantic role labeler associated with the Story Workbench annotation tool in [Finlayson,

2008, 2011]. (c) Named Entity (NE): Binary identifier of whether the head of a coref-

erence chain is a named entity with the category PERSON computed using the classic

API of the Stanford dependency parse [Manning et al., 2014, v3.7.0]. (d) WordNet (WN):

Binary identifier of whether the head of a coreference chain is a descendant of person in

WordNet.

Emotion Extraction of Animate beings

Using the detected animate being, I then developed a method to associate identified emo-

tions with specific Animate beings. This task which is the sixth and last step of my

proposed pipeline depicted in Figure 1.1, and is addressed in §6 in great detail. The pro-

posed classification task is designed to extract the emotions of each animate being. For

this work, I applied Plutchick’s emotion model (JOY, SADNESS, ANGER, FEAR, SUR-

PRISE, ANTICIPATION, TRUST, and DISGUST) [Plutchik, 1980, 1984, 1994] as well as the

Revised NRC Emotion Lexicon [Zad et al., 2021c] (addressed in §4). Next, I used thirty

chapters from the Corpus of English Novels (CEN) that had been annotated for animate

beings, emotions, and their relations to train my model and evaluate my outcomes. Next, I

used ABBE corpus—Animate Beings Being Emotional—a new double-annotated corpus

of texts that captures this key information for one class of emotion experiencer, namely,

animate beings in the world described by the text [Zad et al., 2022] that is addressed

in Chapter §5 in detail, to train and evaluate Animate beings emotion detection model.

The system achieves an overall micro F1 of 0.76 when using gold-standard animate be-

ings, and 0.60 when relying on computed animate beings, indicating that this task is more

difficult than expected, is addressed in Chapter §6.
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1.4.2 Data

For the sake of training and testing the system proposed in the second phase, I and Joshuan

Jimenez had manually annotated 30 chapters of the Corpus of English Novels by applying

Plutchik’s psychological model [Plutchik, 1994] and assigning emotion labels to each

animate being.

Emotion detection is an established NLP task of demonstrated utility for text under-

standing. However, basic emotion detection leaves out key information, namely, who is

experiencing the emotion in question. For example, it may be the author, the narrator,

or a character; or the emotion may correspond to something the audience is supposed

to feel, or even be unattributable to a specific being, e.g., when emotions are being dis-

cussed per se. This work which has resulted in the ABBE corpus—Animate Beings Being

Emotional—contains 30 chapters, comprising 134,513 words, drawn from the Corpus of

English Novels, and contains 2,010 unique emotion expressions attributable to 2,227 an-

imate beings [Zad et al., 2022]. The emotion expressions are categorized according to

Plutchik’s 8-category emotion model, and the overall inter-annotator agreement for the

annotations was 0.83 Cohen’s Kappa (κ), indicating excellent agreement. I describe in

detail the annotation scheme and procedure in Chapter §5, and also release the corpus for

use by other researchers.

1.4.3 Emotion Lexicon

To have an appropriate emotion lexicon consistent with the Plutchik’s 8-emotion psycho-

logical model [Plutchik, 1980], I analyzed and improved one of the most commonly used

GPELs, namely, the NRC lexicon [National Research Council of Canada; also known

as the Emolex emotion lexicon Mohammad et al., 2013, Mohammad and Turney, 2013,

2010]. The NRC used Macquarie’s Thesaurus [Bernard, 1986] as the source for terms,
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retaining only words that are repeated more than 120,000 times in Google n-gram cor-

pus [Michel et al., 2011]. The NRC maps each word to zero or more labels drawn from

Plutchik’s model, and provides labels for 14,182 individual words.

While the NRC has been used extensively across the emotion mining literature [Tabak

and Evrim, 2016, Abdaoui et al., 2017, Rose et al., 2018, Lee et al., 2019, Ljubešić

et al., 2020, Zad et al., 2021d], close inspection reveals a large number of incorrect,

non-sensical, pejorative, or otherwise troubling entries. While I provide more exam-

ples later in the chapter, to give a flavor of the problem, the NRC provides emotion la-

bels for many generic nouns (tree→ANGER), common verbs (dance→TRUST), colors

(white→ANTICIPATION), places (mosque→ANGER), relations (aunt→TRUST), and ad-

verbs (scarcely→SADNESS). Furthermore, the NRC suffers from significant ambiguity

because it does not include part of speech categories for the terms: for example, while

console implies SADNESS in its most common verb sense (as the NRC indicates), in

its most common noun sense means a small side table, which probably should have no

emotive content. In my analysis, many of these problematic entries seem to stem from

a conflation of emotive (context-independent) and affective (context-dependent) emotion

language use: it is as if, during the annotation of Shakespeare’s Macbeth, the annotators

of the NRC marked hell→ANGER and woman→ANGER because of the bard’s highly con-

textualized statement “Hell hath no fury like a woman scorned”: while it is true that this

statement is often cited to support an assertion that women are angry people in general,

and such a lexicon entry would help in correct marking of the affective implication of this

specific statement in this particular context, it does not generalize to all, or even most,

uses of the word woman. Chapter §4 presents more details of this work.

During my work to revise NRC lexicon and ABBE corpus, I mentored the graduate

student, Joshuan Jimenez who helped me in this process.

11



1.5 Outline

The dissertation proceeded as follows. First, I review the literature of emotion detec-

tion in natural language processing, (§2). I next presented the systematic evaluation of a

framework for unsupervised emotion recognition for narrative text (§3), following which

I discussed the Emotion Lexicons and revised NRC emotion lexicon (§4). Next, I re-

ported the data I annotated and guideline (§5). Afterward, I explained the details of the

animate beings emotion detection system (§6). I concluded the dissertation by listing my

contribution (§7).
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Chapter 2

Related Work

2.1 Psychological Emotion Theories

There are many ways of defining emotion, not all of which are relevant to the task of

finding emotions in text. For example, we know of theories of emotion that go back

to the Ancient Greeks and Romans—such as Aristotle, Cicero, Senaca, and Galen—and

emotion remained a topic of theorizing through the Middle Ages (Augustine, Aquinas)

and Renaissance (Machiavelli, Montaigne) [Schmitter, 2021]. In the dawn of the scien-

tific age of psychology, thinkers as august as Charles Darwin and William James found

emotion to be worthy of their attention and effort [Darwin, 1872, James, 1894].

Modern theories of emotion have three main dimensions of explanation or description:

physiological, neurological, and cognitive. According to physiological views, emotions

are responses within the human body to external or internal stimuli. According to neuro-

scientific views, emotional reactions can be explained by neural processes in the brain.

Cognitive approaches, pursued in psychology and cognitive science, have generally

been considered the most useful for text processing. The American Psychological As-

sociation (APA), for example, defines emotion as a complicated reaction pattern that

can be noted in various ways, where emotion is composed of elements such as behav-

ioral, physiological, and experiential based on how an individual deals with an event that

has significance to them [VandenBos, 2007]. The Dictionary of Cognitive Psychology

[Eysenck et al., 1994], on the other hand, does not formally define emotion, but an op-

erative definition emerges from its five pages devoted to emotion: emotion is a mental

state. Cognitive theories of emotion vary in their complexity, with some theories identi-

fying sophisticated constellations of components, including the activation of appraisals,

the holding of subsequent desires, and the formation of intentions [Izard, 1992]. For some
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theorists, all cognition participates more or less in emotion [Scherer, 1993]. Despite this

range of complexity, what is critical for this work is that emotion is a mental state that

must be attributed to a being capable of maintaining such a state.

Also, modern psychological theories of emotion may be grouped into two types: cat-

egorical and dimensional [Calvo and Mac Kim, 2013]. However, based on my observa-

tions, psychological theories of emotion can be divided into three types: categorical or

discrete, dimensional, and hybrid.

Categorical or discrete psychological models represent basic emotions as individual,

distinct categories, e.g., Oatley and Johnson-Laird’s (1987) with five basic emotions, sev-

eral models with six basic emotions [Ekman, 1992a, Shaver et al., 1987], Parrott’s model

of six basic emotions arranged in a three-level tree (2001), Panksepp’s model with seven

emotions (1998), and Izard’s with ten (2007).

Dimensional psychological models, by contrast, determine emotions by locating them

in a space of dimensions (usually two to four) that might include arousal, valence, inten-

sity, etc. These include two dimensional models such as Russell’s circumplex model

(1980), Scherer’s augmented circumplex (2005), and Whissell’s model [Whissell, 1989].

Lövheim’s model (2012) is an example that uses three dimensions, while Ortony et al.

[1990], Fontaine et al. [2007], Cambria et al. [2012] proposed four-dimensional models.

Finally, there are also models which combine both categorical and dimensional as-

pects; these are hybrid models, the most prominent of which is Plutchik’s wheel and cone

model with eight basic emotions [Plutchik, 1980, 1984, 2001a].

Of all the many emotion models that have been proposed, Ekman’s 6 category model

(anger, disgust, fear, happiness, sadness, and surprise) is by far the most popular in com-

putational approaches, partly because of its simplicity, and partly because it has been

successfully applied to automatic facial emotion recognition [Zhang et al., 2018, Suttles

and Ide, 2013, Ekman, 1992a,b, 1993]. This is despite that some researchers have doubts
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that Ekman’s model is complete, as it seems to embed a Western cultural bias [Langroudi

et al., 2018]. In my own review of emotion recognition systems, as discussed in (§3),

the highest performing system reported for narrative text was described by Kim et al.

[2010]. In that work, they used a four-label subset of Ekman’s model (happiness, anger,

fear, and sadness), and this is the model I adopted in (§3). In this review, I’ll go through

psychological theories in significant detail.

2.1.1 Ekman

Previously Ekman defined a model of emotions, and described the basic constituents as

being: anger, disgust, fear, happiness, sadness, and surprise. Ekman’s model is very use-

ful for the application of facial emotion detection. However, there is doubt that Ekman’s

model completely represents the full spectrum of emotions, and that it is limited in that it

solely considers the emotions of Western cultures [Langroudi et al., 2018].

2.1.2 Parrot

Parrot’s model, as shown in Fig. 2.1, also considers six basic emotions, consisting of

fear, sadness, surprise, anger, love, and joy [Parrott, 2001]. However, Parrot extended

these larger categorizations and arranged them in a tree, that ultimately encompasses 100

separate emotions.

2.1.3 A Circumplex Model

As a set of independent and correlated affective dimensions, Russell introduced a circum-

plex model as shown in Fig. 2.2a in two dimensions along two orthogonal axes which

plots 150 affective labels. Arousal (activation) in the vertical axis represents deactivation
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Figure 2.1: Parrot’s emotions model

in negative, neutral in center, and activation in the positive side, whereas the horizon-

tal axis performs unpleasant in the negative side, medium in center, and pleasant in the

positive side. This circumplex model includes pleasure, excitement, arousal, distress, dis-

pleasure, depression, sleepiness, and relaxation[?Russell, 1980]. Russell et al. described

the affective dimensions (anger, fear, shame, jealousy, etc.) as horizontally as part of cir-

cumplex and vertically as a fuzzy hierarchy. They believed emotion can be divided into

comprehensible entities [Russell and Barrett, 1999]. In this model, similar emotions like

frustrated, distressed, and annoyed are grouped close together and dissimilar emotions

are placed further apart. Unlike Ekman’s model, Russell’s model points to relationships

between emotions. For example, with feeling depressed there is an expectation to experi-

ence little to no feelings of happiness [Langroudi et al., 2018].

2.1.4 Scherer’s Update to the Russell’s Model

Russell’s model was used to classify emotions exactly on an edge of circumplex shape,

which for every x and y coordinates applies the equation of X2 + Y 2 = R2. However,

it does not cover the emotions in the circle. To remedy this concern, Scherer created a

model that for every x and y emotions there exists equation (xh)
2 + (yk)

2 = R2, which
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(a) Circumplex’s emotions model (b) Whissell’s emotions model

Figure 2.2: Examples of 2D psychological emotion models, Circumplex (a) and Whissell
models (b)

covers the whole circle. In this way, the model covers the emotions, for example, zero

valence and small negative level of arousal. This model is bi-dimensional of arousal and

valence and illustrates a broad range of emotions [Langroudi et al., 2018, Scherer, 2005].

Georgies et al. also used Sherer’s model for classifying blog posts in two dimensions

of emotion analysis to predict the level of valence and arousal of each text [Perikos and

Hatzilygeroudis, 2013].

2.1.5 Whissell

Whissell suggested a continuous bi-dimensional emotion model as illustrated in Fig. 2.2b

whose dimensions are evaluation and activation in a pair of <activation, evaluation>

which are assigned to the words from the Dictionary of Affect (approximately 9000

words). The evaluation dimension is about pinpointing feeling from negative to posi-

tive, and the activation dimension is measured by taking action from active to passive

[Whissell, 1989].
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2.1.6 Plutchik

Plutchik proposed a three-dimensional hybrid model as shown in Fig. 2.3 which con-

sists of eight basic-complex emotions (joy, sadness, anger, fear, trust, disgust, surprise,

and anticipation). He arranged emotions like a color wheel in four groups of primary,

secondary, tertiary, and opposite emotions. In the emotion wheel, basic emotions are lo-

cated in the inner portion and become more complex in the outer portions. Each of them

is further sub-divided into three ranges of emotions, where those close to the inner cir-

cle are more intense. For example, anticipation is more complex than vigilance but less

intense. Interest is more complex than anticipation and less intense. Also, similar emo-

tions are organized closely together, and opposite emotions are 180 degrees apart from

each other [Plutchik, 2001a]. Among different psychological emotion models, Plutchik’s

wheel model has received the most attention within natural language processing, and this

is the model I choose for (§4), (§5), and (§6) .

Figure 2.3: Plutchik’s emotions wheel, [Plutchik and Conte, 1997]. Figure taken from
[Maupome and Isyutina, 2013], with permission.
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2.1.7 OCC Model

Ortony et al. offered an OCC model consisting of 22 emotion categories in three sources:

goals, standards, and tastes, and each of them are the basis of three types of events, ac-

tions, and objects. Hence, events describe desirability or undesirability of goals, actions

explain praise or blameworthiness of standards, and objects reflect appealing or unap-

pealing tastes of individuals. Moreover, some emotions are caused by mixing two or

three types of emotions [Ortony et al., 1990, Clore and Ortony, 2013]. Steunebrink et al.

critiqued the OCC model, and offered a computer scientist’s perspective, suggesting ways

to make it more useful, practical, and computable. It was identified some ambiguities and

proposed a new structure of emotions which is more practical in AI [Steunebrink et al.,

2009]. Moreover, It is considered as a standard composite emotion model [Perikos and

Hatzilygeroudis, 2016].

2.1.8 Hourglass of Emotions

The Hourglass model of emotions is shown in Fig. 2.4a, and consists of 20 categories

(half positive and half negative) in four independent dimensions [Cambria et al., 2012].

It is based off of Plutchik’s model. Each emotion is presented in a pair of words in order

to indicate the root of the word. Cambria et al. claimed that their proposed model can

explain the entire emotional experience that happens to everyone. As an example, the

difference between guilt and shame is the negativity between the self and an act. Guilt is

caused by believing a bad thing was done. Shame is caused when an individual thinks they

are a bad person. The difference is very important because it displays distinct results and

satisfactorily represents similarities and differences of the effective words. In 2020 based

on some empirical findings in the context of sentiment analysis, ? revisited the Hourglass

of Emotions, an emotion categorization model optimized for polarity detection.
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(a) Hourglass’s emotions model, [Cambria
et al., 2012]. Figure taken from [Cambria
et al., 2012].

(b) Revisited Hourglass’s emotions model, [Su-
santo et al., 2020]. Figure taken from [Susanto
et al., 2020].)

Figure 2.4: Examples of 4D emotion models, Hourglass (a) and Revisited Hourglass (b)

2.1.9 Fontaine

Fontaine et al. studied three languages and found that the four-dimension emotional

model can present the full range of emotional experiences in everyone. The four spaces

that they applied on the three languages are evaluation- pleasantness, potency- control,

activation- arousal, and unpredictability. They studied six major emotion components

that, in total, comprise 144 features [Fontaine et al., 2007].
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2.2 Emotion Lexicons

A psychological theory of emotion usually goes hand-in-hand with an emotion lexicons

and one of the key language resources for emotion detection in text is an emotion lexicon,

which is simply a list of words associated with emotion categories. Emotion lexicons take

a specific emotional theory and associate the labels or values in that theory with specific

lexical entries. Emotion lexicons can be used both in rule-based and machine-learning-

based approaches to emotion detection. There are two types of emotion lexicons. One is

general purpose emotion lexicons (GPELs) which specify the generic sense of emotional

words. GPELs sometimes express emotions as a score, and can be applied to any domains.

Prominent GPELs include WordNet Affect [WNA; Strapparava and Valitutti, 2004], the

Wisconsin Perceptual Attribute Rating Database [WPARD; Medler et al., 2005], Linguis-

tic Inquiry and Word Count [LIWC; Pennebaker et al., 2001], and the National Research

Council (NRC) and NRC Hashtag lexicons [Mohammad and Turney, 2010, Mohammad

et al., 2013]. The second type of lexicon are domain specific emotion lexicons (DSELs)

which are targeted at specific domains for emotion recognition. Bandhakavi et al. [2014],

for example, proposes a domain-specific lexicon for emotional tweets. Table 2.1 com-

pares the details of several key GPELs.

There are lexicons which are related to emotion, but not themselves emotion lexi-

cons. For example, Staiano and Guerini [2014] described the DepecheMood lexicon,

which was an automatically generated, general-purpose, and mood lexicon with 37K

terms. It includes eight mood-related labels (don’t care, amused, annoyed, inspired,

anger, sadness, fear, and joy) based on Rappler’s mood meter (obtained by crawling

the rappler.com social news network). Kušen et al. [2017] compared the four labels

shared between NRC and DepecheMood (anger, sadness, fear, and joy), and showed that

NRC had the highest recall. NRC performed better at capturing fear, anger, and joy, and
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Emotion Lexicons Citation Set of Emotions Entries

Revised NRC Zad et al. [2021c] Plutchik basic model 1980 6,166 (wordforms+POS)
NRC Hashtag Mohammad et al. [2013] Plutchik’s basic model 32,400
NRC / Emolex Mohammad and Turney [2010] Plutchik basic model 1980, neg./pos. 14,182
WPARD Medler et al. [2005] positive or negative 1,402
WNA Strapparava and Valitutti [2004] a hierarchy of emotions 915 synsets
LIWC Pennebaker et al. [2001] affective or not, neg./pos. anxiety, anger, sadness 5,690
ANEW Bradley and Lang [1999] 3D (valence, arousal,dominance) 1,035
General Enquirer Stone et al. [1966] pleasure, arousal, feeling, pain 11,788

Table 2.1: Emotion-related lexicons table. WNA= WordNet Affect; NRC= National Re-
search Council in Canada; LIWC= Linguistic Inquiry and Word Count; WPARD= Wis-
consin Perceptual Attribute Rating Database; ANEW= Affective Norms of English Words

DepecheMood performed better at recognize sadness. Araque et al. [2019] created the

extended DepecheMood++ (DM++) for English on Rappler news and Italian on Corriere

news (corriere.it, an online Italian newspaper).

Table 2.1 lists the main emotion lexicons in details. As can be seen, the NRC is one

of the largest resources and uses one of the more expressive emotion ontologies, hence

researchers’ preference for it in their work.

2.2.1 NRC & Revised NRC Emotion Lexicons

For Plutchik’s model, the most prominent general purpose emotion lexicon is the NRC

(National Research Council of Canada) emotion lexicon also known as Emolex. It is a

“word-sense level” emotion lexicon and comprises 14,182 words labeled according to

Plutchik’s psychological model [Plutchik, 1980]. It is a General Purpose Emotion Lex-

icon (GPEL) derived from widely available sources and applicable to all domains [Zad

et al., 2021b], and manually annotated through Amazon’s Mechanical Turk service into

Plutchik’s eight basic emotions. The NRC was created via a crowd-sourcing, and used

Roget’s Thesaurus as the source for terms [Mohammad and Turney, 2010, 2013, Moham-

mad et al., 2013]. Because Chapter (§4) focuses on NRC terminology, I go over it in depth

there and explain that I discovered a substantial number of biased entries, prompting me
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to revise the NRC emotion lexicon and develop the Revised NRC emotion lexicon. The

result is that Zad et al. [2021c] revised the NRC emotion lexicon semi-automatically for

correcting problems such as disambiguating POS categories, a large number of troubling,

inaccurate, nonsensical and pejorative entries, and it is this Revised NRC that I use in (§6).

2.2.2 NRC Hashtag Emotion Lexicon

NRC Hashtag Emotion Lexicon [Mohammad, 2012] comprises 16,862 words, drawn

from Twitter hashtags, that are labeled with a strength of association (from 0 to infin-

ity) for each of six emotion classes. It was created automatically by extracting tweets that

contains #joy, #sadness, #surprise, #disgust, #fear, and #anger. Moham-

mad [2012] showed that the NRC Hashtag emotion lexicon provides better performance

on Twitter Emotion Corpus than the WordNet-Affect emotion lexicon, but not as good

as the original NRC emotion lexicon. Mohammad and Kiritchenko [2015] extended this

work by expanding the hashtag word list to 585 emotion words, producing 15,825 labeled

entries, with performance on headline data set again better than WNA.

2.2.3 WordNet Affect Version 1.1

The WordNet Affect Lexicon [WNA or WAL Strapparava and Valitutti, 2004] is an emo-

tion lexicon based on WordNet [Fellbaum, 1998b]. WNA classifies 289 WordNet Noun

synsets (a group of synonym words that express a notion) into an emotion hierarchy rooted

in an augmented version of Ekman’s basic emotions, and partially depicted in Figure 2.5.

WordNet links an additional 1,191 Verb, Adverb, and Adjective synsets to this core Noun-

focused hierarchy. These synsets represent approximately 3,500 English lemma-POS

pairs. Kim et al. used WordNet Affect, which builds upon the general WordNet database

[Fellbaum, 1998a], and I refer to it extensively in (§3).
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Figure 2.5: Hierarchy of emotions in WordNet Affect Version 1.1.

2.2.4 General Enquirer Emotion Lexicon

The General Enquirer lexicon, while not specifically designed as an emotion lexicon,

comprises 11,788 concepts labeled with 182 category labels that includes certain affect

categories (e.g., pleasure, arousal, feeling, and pain) in addition to positive/negative se-

mantic orientation for concepts [Stone et al., 1966].

2.2.5 Linguistic Inquiry and Word Count

Linguistic Inquiry and Word Count [LIWC Pennebaker et al., 2001, 2007] is a text analy-

sis program that includes a lexicon comprising 2,300 entries spread across 73 categories,

many of which are emotive or have sentiment, including NEGATION, ANGER, ANXIETY,

SADNESS, etc.
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2.3 Emotion Datasets

Annotated corpora of emotion-laden language go hand-in-hand with emotion lexicons.

This is because one of the first tests of the utility of a lexicon is how well a system that uses

the lexicon performs on automatic labeling. In general, data annotation is a crucial part

of most machine learning research and affects the quality of the work substantially. As is

commonly known, in the case of linguistic annotation, manually labeling large amounts

of text is expensive and time consuming; further, in most cases, assigning labels can be

subjective and dependent on the personality, emotions, background, and point of view

of the annotator; and finally, unbalanced label frequency creates challenges for training

various learning algorithms.

There are several text corpora annotated with emotional categorical models [Yadol-

lahi et al., 2017, Sailunaz et al., 2018, Acheampong et al., 2020]. For example, the In-

ternational Survey on Emotion Antecedents and Reactions (ISEAR) corpus Scherer and

Wallbott [1994] comprises 7,665 sentences drawn from 3,000 students from 37 countries

were asked to report as a sentence or paragraph situations in which they had experienced

FEAR, SADNESS, JOY, ANGER, SHAME, GUILT, and DISGUST emotions. ISEAR data set

is annotated by authors and labeled by seven emotions (FEAR, SADNESS, JOY, ANGER,

SHAME, GUILT, and DISGUST). Similarly, Aman’s corpus Aman and Szpakowicz [2007]

comprises of 1,466 sentences from blogs and labeled by seven emotions (SADNESS, SUR-

PRISE, ANGER, FEAR, DISGUST, HAPPINESS, and MIXED EMOTIONS). The Semantic

Evaluations (SemEval) corpus [Rosenthal et al., 2019] includes 1,250 news headlines and

labeled by Ekman’s six basic emotions (ANGER, DISGUST, SURPRISE, FEAR, JOY, and

SADNESS). These are just three examples of many. Table 2.2 presents most of emotion

data sets in detail.
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Name Year Author Size Type of Data

ISEAR 1997 Scherer 7,666 Sentences
Fairy tales 2005 Alm 15,302 Sentences
SemEval 2007 Strapparava 1,250 News headlines
TEC 2012 Mohammad 21,000 Tweets
CBET 2015 Shahraki 81,163 Tweets
EmoBank 2017 Buechel 10,548 Sentences
CrowdFlower 2016 crowdsourcing 39,740 Tweets
Blogs 2007 Aman 5,205 Sentences
DailyDialogs 2017 Li 13,118 Sentences
Electoral-Tweets 2015 Mohammad 100,000 Tweets
EmoInt 2017 Mohammad 7,097 Tweets
Emotion-stimulus 2015 Ghazi 820 Sentences
FB-valence-arousal 2016 Preoţ iuc-Pietro 2,895 Facebook posts
Grounded-Emotions 2017 Liu 2,557 Instances
SSEC 2017 Schuff 4,868 Tweets
Project Gutenberg 2009 Lebert 34,000 Books
Google 2011a Michel 5.2 million Digitized books
Hashtag Emotion Corpus 2015 Mohammad 21,051 Tweets

Table 2.2: Emotion-related data sets

2.3.1 Alm’s Fairy Tales

Alm’s fairy tale corpus conducted in 2005 by Cecilia Alm contains 15,302 sentences

from 176 children’s fairy tales from classic collections by Beatrix Potter, the Brother’s

Grimm’s, and Hans C. Andersen. Two annotators marked both the emotion and mood

of each sentence in the corpus (i.e., two separate judgements by both annotators, for a

total of four labels per sentence), using Ekman’s six emotions (JOY, FEAR, SADNESS,

SURPRISE, ANGER, and DISGUST). 1,167 sentences in the corpus had “high annotation

agreement” which Alm defined as all four labels being the same, and there are a total

of 4,627 other sentences which annotators have all labeled them as neutral. One reason

to focus on only the high agreement sentences is because the overall Cohen’s Kappa for

the dataset agreement is a quite poor -0.2086. If we focus only on high agreement, the

Cohen’s Kappa is perfect [Alm et al., 2005, Alm, 2010]. From this, Alm was able to work

on a total of 1,580 sentences with emotion labels that allowed her to help detect emotion
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in novels using supervised machine learning with the SNoW learning architecture. Emo-

tion annotation is notoriously difficult, and very few emotion annotation projects have

achieved high agreement. This suggests that most of the approaches to emotion annota-

tion have suffered from lack of conceptual clarity. I chose this corpus in (§4) because of

the ready availability of an emotion detection system [Zad and Finlayson, 2020] that uses

this corpus for evaluation.

2.3.2 ISEAR

The International Survey on Emotion Antecedents and Reactions dataset [Scherer and

Wallbott, 1994] is a collection of student responses when they were asked to report situ-

ations that occurred to them in which they had experienced 7 major emotions (Joy, Fear,

Anger, Sadness, Disgust, Shame, and Guilt). Approximately 3,000 respondents in 37

countries responded detailing the way they had appraised the situation and their reaction

towards it.

2.3.3 SemEval

This workshop is dedicated to performing semantic analysis on text regarding various

topics [Zad et al., 2021e]. An important topic to focus on is sentiment analysis, where

text from outlets like Twitter [Rosenthal et al., 2017] or other social media platforms

[Patwa et al., 2020] are parsed to check for whether a certain message is regarded as

positive, negative, etc. These topics are done as tasks, which help create high-quality

annotated datasets. These datasets can be used to help assist in other systems to help add

more semantic information.
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2.3.4 EmoBank

Buechel and Hahn [2017] created the EmoBank dataset, a text corpus that was manually

annotated based on the Valence-Arousal-Dominance scheme. This was done by collecting

a large number of blogs, essays, news headlines, and other types of text to create a corpus

that has around 10,548 English sentences. The dataset is annotated for Ekman’s model of

basic emotion (Anger, Sadness, Fear, Joy, Surprise, and Disgust).

2.3.5 Emotion-Stimulus

The emotion-stimulus dataset [Ghazi et al., 2015] differs from the other datasets in that

it is based on FrameNet’s emotions-directed frame while also noting what was the cause

of the emotion being felt in a sentence. This dataset contains 820 sentences with both an-

notations while 1,594 sentences only have the emotion tags (Happiness, Sadness, Anger,

Fear, Surprise, Disgust, and Shame, which is the Ekman model plus the Shame label).

2.4 Emotion Detection Approaches

There is a social science/humanities hypothesis that the ”emotionality” of texts was quite

different in the period of revolutionary France [Tackett, 2015]. For example, let’s assume

that we have three stories: the first is written in the 17th century, the second is written in

the 19th century and the third one is contemporary, all sharing a word. By applying an

emotion detector on each document, we can find three types of labels for that word. By

comparing the three labels, we can find out how the emotion of a word has evolved in

time. However, automatically identifying emotions expressed in text (a.k.a. text emotion

detection) has received a lot of attention recently in the natural language processing world,

and it is a relatively new technology.
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There have been at least one hundred papers describing approaches to emotion recog-

nition in text [Calefato et al., 2017, Teng et al., 2007, Shaheen et al., 2014]. Text-Based

Emotion Detection (TBED) has been used by researchers to automatically detect affect,

identifying the feelings and sentiments expressed in a text. It detects emotions from a

variety of data sources using computational linguistics, text analysis, machine learning,

and natural language processing (NLP). These systems can be roughly separated by the

usual distinction between statistical and rule-based approaches, with a few hybrid systems

being available. Some use general learning and statistical approaches to find valuable

features based on the theoretical rules and experimental evidence existing in the corpus

(rule-based); while others would prefer using lexical and semantic analysis to extract

features by better understanding of semantic and grammatical rules and features, which

they should rely on the output of humans and sometimes linguistics who know the lan-

guage pretty well (statistic-based). Finally, there are tasks that use a hybrid of the two

approaches based on data availability, accuracy and precision. Here I review a selection

of approaches that have been applied to narrative-like or narrative-related discourse types.

It is important to remember that all of these approaches use different data and different

theories, often involving different numbers of labels. All things being equal, classification

results usually degrade as the number labels increases; therefore the performance of each

system can only be loosely compared.

Kozareva et al. [2007] studied a headline emotion classification from the World Wide

Web based on frequency of words collected from MyWay, AlltheWeb, and Yahoo. They

claimed words that have a high frequency through many texts with a given emotion have a

possibility to express the emotion. They used six emotions for this study which are angry,

fear, sadness, surprise, disgust, and joy. They combined all the frequency word counts of

the three resources and measured MIs (Mutual Information Scores) of a bag of content

and emotion words. Their proposed model can verify the predominance of a sentiment.
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The results show that most of the correct sentiment assignments are related to negative

emotions. The highest accuracy for disgust is 97.3 and the lowest accuracy is 75.30 for

fear.

Strapparava and Mihalcea [2008] described a system for recognizing emotions in

news headlines. They extracted 1,250 news headlines from a variety of news websites

(such as Google news, CNN, and online newspapers) and annotated them using Ek-

man’s model—JOY, FEAR, SADNESS, SURPRISE, ANGER, and DISGUST—splitting the

data into a training set of 250 and a test set of 1,000 (this is called the SemEval-2007

dataset). They tested five approaches: WNA-PRESENCE, LSA-SINGLE-WORD, LSA-

EMOTION-SYNSET, LSA-ALL-EMOTION-WORDS, and NAIVEBAYES-TRAINED-ON-

BLOGS. WNA-PRESENCE, which looked for headline words listed in WNA, provided

the best precision at 0.38. The LSA-ALL-EMOTION-WORDS, which calculated the vec-

tor similarity between the six affect words and the LSA representation of the headline,

led to the highest recall and F1, at 0.90 and 0.176, respectively.

Aman and Szpakowicz [2008] used a Support Vector Machine (SVM) trained and

tested on blog data for recognition Ekman’s emotion classes (JOY, FEAR, SADNESS,

SURPRISE, ANGER, and DISGUST), plus two additional classes: mixed emotion, and no

emotion. Four human judges manually annotated 1,890 sentences from automatically re-

trieved blogs to create the corpus. The features for the SVM were the presence of emotion

words listed in Roget’s thesaurus and WNA. F1 measures for each emotion class ranged

between 0.493 to 0.751, in each case surpass the baseline performance.

Tokuhisa et al. [2008] described a lexicon-based emotion recognition system for Japanese.

They handcrafted emotion lexicon by identifying 349 emotion words from the Japanese

Expression Evaluation (JEE) Dictionary classified into 10 different emotions: 3 posi-

tive (HAPPINESS, PLEASANTNESS, RELIEF) and 7 negative (FEAR, SADNESS, DISAP-

POINTMENT, UNPLEASANTNESS, LONELINESS, ANXIETY, and ANGER). They then used
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this lexicon to automatically assemble a labeled corpus of 1.3M emotion-provoking (EP)

“events” (defined as a subordinate clauses which modifies an emotional statement). They

then demonstrated a two-step method for emotion recognition, starting with SVM-based

coarse sentiment polarity classification (positive, negative, or neutral) followed by kNN-

based classification of non-neutral instances into the appropriate fine-grained emotion

classes (3 for positive, 7 for negative). Their reported accuracies of between 0.5 and 0.8

for their best performing model.

Kim et al. [2010] reported the highest performing emotion recognition system on nar-

rative text. Among their data was a set of 176 fairy tales whose 15,087 sentences were

labeled by Alm [2008] with a four-emotion subset of Ekman’s theory (anger, fear, joy, and

sadness). They demonstrated an unsupervised approach, where each sentence is trans-

formed into a vector in a space of emotion words (drawn from WNA and ANEW), and

then compressed using a dimension reduction technique (NMF, LSA, or pLSA). These

vectors were then compared to reference vectors in the same space that were computed

for each of the four emotions. They reported a performance of F1 of 0.733 for NMF,

which was their highest performing model. One advantage of this approach was that it is

unsupervised, which means both that significant amounts of training data are not required

and that all the annotated data can be used for testing. This is important because of the

small size of the corpus on which the technique was tested.

Cherry et al. [2012] presented two supervised machine learning models for emotion

recognition in suicide note sentences. They used the 2011 i2b2 NLP Challenge Task 2,

which comprised 4,241 sentences (600 documents) in the training set, and 1,883 sen-

tences (300 documents) in the test set, which were manually annotated with 15 emo-

tion labels. They used fifteen emotions (ABUSE, ANGER, BLAME, FEAR, FORGIVENESS,

GUILT, HAPPINESS, PEACEFULNESS, HOPEFULNESS, HOPELESSNESS, INFORMATION,

LOVE, PRIDE, SORROW, and THANK-FULNESS) and Roget’s thesaurus to use synonyms
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of those emotions. A one-classifier-per-emotion approach yielded an F1 of 0.55, while a

latent sequence model that applied multiple emotion labels per sentence achieved an F1

of 0.53. Their latent sequence model is a multi-label sentence classifier which annotates

with zero or more emotions. Their system uses one classifier per emotion, and it sim-

plifies label balance and fast development issues. It is a binary classifier and produces a

stronger result. Also, they noted that more than 73% of their training data lacked labels

which limited the effectiveness of the training.

A supervised-learning-based emotion detection system that uses an emotion lexicon

was proposed by Wang et al. [2012], and this system automatically generates emotion-

labeled data sets from Twitter containing about 2.5 million tweets for seven emotions.

They applied LIBLINEAR and Multinomial Naive Bayes machine learning classifiers

with a 7-class emotion scheme (JOY, SADNESS, ANGER, FEAR, SURPRISE, LOVE, and

THANKFULNESS). They used the LIWC dictionary and MPQA lexicon for polarities

analysis and WordNet-Affect emotion lexicon with the feature combination of unigrams,

bigrams, existing sentiment, and part of speech. The system achieved an accuracy 65.57%.

Another prototypical emotion detection system that uses the NRC [Mohammad and

Turney, 2013] specifically is presented by Kim et al. [2018]. Their model comprised an

attention-based module and multiple independent Convolutional Neural Networks (CNNs),

using the NRC emotion lexicon is used for word-level labeling. They applied the system

on SemEval-2018 tweet data [Mohammad et al., 2018] with multiple labels from eleven

possible emotions: (ANGRY, ANTICIPATION, DISGUST, FEAR, JOY, LOVE, OPTIMISM,

PESSIMISM, SADNESS, SURPRISE, and TRUST). The best result was 59.79% accuracy for

English data.

Bandhakavi et al. [2017] experimented with unigram mixture models (UMMs) for

recognizing emotions in tweets, incident reports, news headlines, and blogs. Each corpus

was manually annotated with different emotion theories: 280,000 tweets with Parrott’s six
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primary emotions [Parrott, 2001], 1,250 news headlines and 5,500 blogs with Ekman’s

six emotion set, 7000 incident reports from the ISEAR dataset1 labeled with a seven

emotion set. One goal of the study was to compare the utility of domain-specific emotion

lexicons with general purpose emotion lexicons (DSELs vs GPELs). They found that

combining DSEL lexicon words with n-grams, part of speech tags, and additional words

from sentiment lexicons yielded the highest performance of 0.60 F1 on the blog data.

Finally, a recent emotion detection system that reports state of the art results using

the WordNet Affect [WNA; Strapparava and Valitutti, 2004] emotion lexicon is repre-

sented by Zad and Finlayson [2020]. That system applied unsupervised emotion detec-

tion techniques on 176 Alm’s fairy tales 2008 for four emotions (JOY, SADNESS, FEAR,

and ANGER). The paper explored several different classification techniques, with Non-

negative Matrix Factorization (NMF) performing the best with an overall 80.9 F1 score.

Zad et al. applied Non-negative Matrix Factorization (NMF), Principle Component

Analysis (PCA), and Latent Dirchelet Allocation (LDA) on Alm’s Fairy tales data set,

and respectively the overall F1 are reported 80.9%, 76%, and 60.1%. That system applied

unsupervised emotion detection techniques on 176 Alm’s fairy tales 2008 for four emo-

tions (JOY, SADNESS, FEAR, and ANGER). They applied dimension reduction methods on

1,090 sentences of Alm’s fairy tales that all agreed on labels by two annotators from two

categories of emotion and mood. They applied WordNet Affect [WNA; Strapparava and

Valitutti, 2004] emotion lexicon and augmented it for four emotions [Zad and Finlayson,

2020].

One of the many applications of learning methods in NLP [Zad et al., 2021a, Ha-

jibabaee et al., 2021, Malekzadeh et al., 2021, Heidari et al., 2021a,b,c] is emotion de-

tection. Chiorrini et al. applied deep learning and evaluated Bidirectional Encoder Rep-

resentations from Transformers (BERT) model on Twitter data, and reported 89% F1 for

1http://www.affective-sciences.org/researchmaterial
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Citation Corpus Lexicon # Emotions Method F1

Zad and Finlayson [2020] Alm’s Fairy tales WNA 4 NMF 80.6
Bandhakavi et al. [2017] Tweets UMM+DSEL 6 Lexicon only 0.64
Quan et al. [2015] Sina - 8 eLDM 0.64
Sintsova et al. [2013] Tweets Olymplex / PMI-Hash 20 Dystemo 0.41
Wang et al. [2012] Tweets LIWC and MPQA 7 LIBLINEAR and MNB 0.66
Mohammad [2012] Tweets TEC 6 ngrams 0.50
Cherry et al. [2012] Suicide notes - 15 SVM+LS 0.55
Kim et al. [2010] Alm’s Fairy tales WNA 4 NMF 0.73
Aman and Szpakowicz [2008] Blog - 6 Unigrams 0.57
Strapparava and Mihalcea [2008] Headlines - 6 LSA 0.17
Tokuhisa et al. [2008] “EP” Events JEE Dict. 10 SVM+kNN 0.5–0.8 Acc.

Table 2.3: Emotion recognition approaches on text. LSA = Latent Semantic Analysis; LS
= Latent sequence modeling; NMF = Non-negative matrix factorization

emotion detection on four emotions [Chiorrini et al., 2021]. Then Akhtar et al. developed

three deep learning models based on CNN, LSTM, and GRU and one supervised model

based on SVR. The pre-trained word embedding models of GloVE and word2vec were

trained. The proposed model was evaluated on the benchmark setup of EmoInt-2017 and

SemEval-2017. They achieved the best accuracy of 74.8% on generic tweets for emotion

intensity prediction [Akhtar et al., 2020]. Next, Krommyda et al. applied LSTM machine

learning methods and compared them with five other classifiers. It is achieved 91.9% ac-

curacy result for Text-Based Emotion Detection based on Plutchik’s emotions in a short

text [Krommyda et al., 2021].

2.5 Language Resources for Animate Beings

Animacy is the characteristic of independently carrying out actions in the story world

[e.g., movement or communication, Jahan et al., 2018a], which includes the ability to

experience emotions. Until recently animacy was treated as a word classification task

[Bowman and Chopra, 2012a, Wiseman et al., 2015, Lee et al., 2013], which presents

problems for identifying referring expressions and coreference chains that refer to ani-

mate beings. In contrast, Jahan et al. [2018a] approached the problem as one of marking

animacy on coreference chains, which is a more natural fit to the concept of animacy in
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stories. In this work, they compiled a corpus using various resources such as Russian

Folktales, Islamic Extremist Texts, Islamic Hadiths. In total, the corpus worked on con-

sists of 142 texts, 156,154 tokens, 34,698 referring expressions, and 10,941 coreference

chains. They presented a hybrid system merging an SVM classifier and hand-built rules

to predict the animacy of referring expressions with an F1 of 0.88, using majority voting

to obtain the animacy of coreference chains with an F1 of 0.75. They further extended

this work to the detection of characters in narrative [Jahan et al., 2020b], annotating 30

texts from the Corpus of English Novels [De Smet, 2008a] (among other works). I started

from these 30 texts to construct the ABBE corpus described (§5).

Bowman and Chopra [2012b] automatically annotated noun phrases based on a tax-

onomy of ten categories (Human, Org, Animal, Place, Time, etc). The corpus consists of

around 600 transcribed dialogues from the parsed part of the Switchboard corpus [Cal-

houn et al., 2010], which was coded by three undergraduate students from Stanford Uni-

versity. They then leveraged the results of Zaenen et al. [2004] to distinguish which

categories were animate or inanimate. In the process of distinguishing and labeling both

inanimate and animate their model achieved an F1 0.94 (versus a baseline model that

labels only animate beings with an accuracy of 0.54).
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Chapter 3

Unsupervised Emotion Recognition for Narrative Text

3.1 Introduction

Emotion recognition is a challenging problem on account of the complex relationship

between felt emotion and linguistic expression. This includes not only standard natural

language processing challenges, such as polysemous words and the difficulty of corefer-

ence resolution [Uzuner et al., 2012, Peng et al., 2019], but also emotion-specific chal-

lenges such as how context can subtly change emotional interpretations [Cowie et al.,

2005]. These technical challenges are exacerbated by a shortage of quality labeled data

addressing this task.

Emotion detection tasks are fundamentally predicated on a particular conception of

what emotions exist. There has been a significant amount of work on detecting emotion

in text [Zad et al., 2021b]. Automatic emotion recognition is useful for many applica-

tions. One application of emotion detection includes deriving insights into public opinion

of various socio-political topics (e.g. via social media). Another application would be

Humanitarian Assistance and Disaster Relief (HADR) efforts that can benefit from emo-

tion detection methods to collect and analyze accurate and reliable information about the

disaster situation and people who were affected by the disaster. This is related to the

application of emotion extraction on documents or public messages relevant to terrorist

attacks to distinguish suspicious activities to better protect our population. Another ex-

ample application is the automated analysis of historical corpora for better understanding

the period in question. The study of product reviews for the purpose of garnering true

customer sale prediction and evaluation of products is another potential emotional identi-

fication applications.
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Among all the applications of emotion detection, my focus is on understanding nar-

ratives. A narrative is “a representation of connected events and characters that has an

identifiable structure, is bounded in space and time, and contains implicit or explicit mes-

sages about the topic being addressed” [Kreuter et al., 2007, p. 222]. By extracting the

emotion in a narrative, either general expression of emotion or emotions associated with

specific animate beings, we can learn a great deal about the situation being described. For

example, the tragedy of Romeo and Juliet is a love story by William Shakespeare about

two star-crossed lovers; understanding their emotional expressions is critical to under-

standing the story. Another example is Titanic, a great tragic love story, where emotions

similarly drive and explain the action. For all these applications, it is crucial to extract

emotion from textual data.

These systems can be roughly separated by the usual distinction between statistical

and rule-based approaches, with a few hybrid systems being available. However, one

constant with these systems is the need to select a psychological theory of emotion as

well as rely on an established emotion lexicon of relevant affective terms. With regard

to narrative specifically, Kim et al. [2010] reported a high-performing approach to hybrid

emotion recognition on a corpus of fairy tales texts [Alm, 2008]. This approach involved

an unsupervised learning framework for emotion recognition in textual data, using a mod-

ified form of Ekman’s psychological theory of emotion [joy, anger, fear, sadness; Ekman,

1992a]. In that work, they used the WordNetAffect (WNA) and ANEW (Affective Norm

for English Words) emotion lexicons to construct a semantic space. Each sentence is

placed in the space using tf-idf weights for emotion words found in the lexicons. They

then tested three methods—Non-negative Matrix Factorization (NMF), Latent Seman-

tic Analysis (LSA), probablistic Latent Semantic Analysis (pLSA)—for compressing the

space to extract features of the constructed vector space model, reduce noise, and elimi-

nate outliers. Finally, the framework used cosine-similarity to label sentences by evaluat-
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ing how similar they are compared to standard vectors generated based on WNA entries

strongly associated with emotion lexicon (more specifically an extension of WNA). The

best performing method was NMF, which they reported achieved an average emotion

recognition F1 of 0.733.

Close inspection of the work, however, revealed significant reproducibility problems.

Despite my best efforts I were unable to reproduce results anywhere near Kim’s reported

performance; indeed, my best attempt yielded only roughly 0.25 F1. This was due to

several reasons. First, the paper lacked information on model hyper-parameters. Second,

the paper omitted descriptions of key NMF steps, including how to identify representa-

tive features and what features should be removed before semantic space compression.

Third, the paper did not explain how to adapt NMF to deal with the sparse matrices that

occur in textual NMF models. Fourth, certain resources associated with WNA either were

not correctly identified, or are no longer available. These omissions prevented us from

reproducing their models to any degree of accuracy.

Therefore, I undertook to do a systematic exploration of the design space described

in Kim et al. [2010]. I examined the highest performing vector space compression tech-

niques reported by Kim et al. (NMF), as well as Principle Component Analysis (PCA)

and Latent Dirchelet Allocation (LDA) which were reported as high-performing tech-

niques in other work. I show that NMF indeed performs the best, and I clearly explain

my experimental setup including methods for identifying relevant features and handling

sparse text matrices. The PCA and NMF methods implemented in this chapter are based

on the works of Mairal et al. [2009] and Boutsidis and Gallopoulos [2008] respectively

which have implemented mechanisms that works for a large sparse matrix (in my case,

1, 090 × 2, 405). This work resulted in an improvement of performance of roughly 7.6

points of F1 over Kim’s reported results.
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The rest of this chapter is structured as follows. I describe my adapted unsupervised

emotion recognition method, giving detailed descriptions of all steps, parameters, and

resources needed (§3.2). I next describe the performance of my method on Alm’s corpus

of fairy tales [Alm, 2008], which was annotated for emotion on a per-sentence level (§3.3).

Finally, I identify some unsolved challenges that point toward future work (§6.6), and

summarize my contributions (§6.7).

3.2 Emotion Recognition Framework

I now describe an unsupervised system for emotion recognition modeled on that reported

by Kim et al. [2010]. While I follow the general pattern of that work, I experiment with a

different set of dimension reduction methods (NMF from Lee and Seung, as well as PCA

and LDA). The system takes as input the following items:

• A corpus containing n sentences S : s1, s2, . . . , sn;

• A set of emotions E = {e1, e2, . . . , el−1, neutral} for classifying emotions into l

different classes, including neutral; and,

• An emotion lexicon L : Ω 7→ E which maps each word in the corpus ω ∈ Ω (where

Ω has m terms) to an emotion e ∈ E. The word ω is in its lemmatized form and has

a specific POS. While a lexicon may label a limited number of words, I assume that

any words not labeled by the lexicon are implicitly mapped to neutral, and thus Ω

is a superset of all the words (in their lemmatized form) present in the given corpus.

A flowchart of the system is shown in Figure 3.1. The system comprises four con-

secutive steps. In the first step, pre-processing, the system processes the input corpus

using the CoreNLP library [Manning et al., 2014] to separate the text into sentences and

lemmatized tokens. The second step, vector space modeling, uses the lemmatized tokens

to generate a vector for each sentence in a vector space whose dimensions correspond to
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1. PreProcessing (CoreNLP)

Separate Sentences

Tokenize/Lemmatize

 Make BoW for each sentence

2. Vector Space Modeling

For every sent. term s,ω:

     Find vs,ω: TF-IDF (s,ω) 

4.1. Emotion Label Extraction

Cosine Similarity Labeling

4.2. Performance Evaluation

Calculate F1 Measurement

Is F1 acceptable?

4. Labeling and Fine-Tuning

Sentences S = { si }n
Terms Ω = { ωj }m

[Ye]m 
[Vs]m 

Input Corpus, 
& Psychological 

 Model

New hyper-parameters

NO/ Modify  
hyper-parameters

3. Noise Cancellation/Dimension Reduction

3.1. Vector Space Decomposition (SKLearn)

3.3. Feature Removal

Remove ρ features with most emotionally neutral reps by
zeroing out corresponding rows in H to make H'

W and H

[Ye]m

3.4. Vector Space Reconstruction

V' is reconstructed using W and H': V' = W×H'

[V's]m

Labeled Sentences

Construct Vs = [vs,ω]ω∊Ω

For every emotion label e

     Construct Ye using 
     Emotion Lexicon

W and H'

3.2. Find Feature Representatives

Partition W into d feature vectors [Fi]1..d 
∀Fi, find r highly-weighted terms as representatives

Emotion  
Lexicon

representatives of  
extracted features

Yes/ Done

[Ye]m

3.1.1. NMF

- makes a 2D matrix 
    Vm×n from [Vs]m  
- Vm×n=Wm×d×Hd×n

3.1.2. SparsePCA

transforms [Vs]m & 
[Ye]m to [V's]Δ &  
[Y'e]Δ respectively.

3.1.3. LDA

transforms [Vs]m & 
[Ye]m to [V's]δ & 
[Y'e]δ respectively.

[Y'e]Δ, [V's]Δ [Y'e]δ, [V's]δ

Figure 3.1: Flowchart of the proposed emotion detection system. [Vs]m and [Ye]m repre-
sent the original m-dimensional sentence and emotion vector model respectively, [V ′s ]m,
[V ′s ]∆ and [V ′s ]δ denote the transformed sentence vector model using NMF, PCA and LDA
techniques respectively. [Y ′e ]∆ and [Y ′e ]δ denote the transformed emotion vector model
using PCA and LDA techniques respectively.
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the items in Ω. In the third step, noise cancellation or dimension reduction, I explored

three different models (Non-negative Matrix Factorization, Latent Dirichlet Allocation,

and Principal Component Analysis) to either reduce dimensions or extract features of the

vector space. One of my main contributions here is to analyze and explain the effect of this

step on the performance of the final emotion recognition system. Finally, the fourth step,

labeling, compares the vector for each sentence with vectors for each emotion, choosing

the closest emotion as the label for the sentence.

Augmenting WNA As mentioned before, WNA 1.1 assigns an emotion label to 1,471

synonym sets (synsets) of WordNet. This corresponds to a lexicon of nearly 3,495 affec-

tive lemma-POS pairs. Careful inspection of WNA revealed both incorrectly included as

well as missing pairs. For incorrectly included pairs, a substantial number were included

because all their multiple senses were labeled by emotions related to a secondary affective

sense, not their main non-affective sense. I manually reviewed and removed these incor-

rect labels. Additionally, I identified missing lemma-POS pairs with the help of closely

related pairs already labeled by WNA. For example the pair glorious-JJ was missing from

WNA, but is related (via the derived-from relation) to already labeled pair glorify-VB. I

manually searched for these missing relationships, adding the missing terms, as well as

recursively adding their synonyms (e.g., glorious-JJ resulted in splendid, magnificent,

brilliant, and superb being added as well). In total, I removed 613 and added 814 labels

of different lemma-POS pairs, resulting a final count of 4048 lemma-POS pairs.

In general, the technique of using a fixed lexicon of emotion terms to capture highly

context-dependent emotional expressions is problematic at best. Although I show here

that work on improving the lexicon does improve emotion recognition results, ultimately,

any technique will have to move away from a rigid lexicon-based approach to something

more flexible. I’ll go through these topics in more detail in the following chapters.
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Step 1: Pre-Processing

For each sentence s ∈ S in the given corpus, I construct a bag of words by tokenizing

the sentence and lemmatizing each word. I generate a count vector for BoWs by mapping

each lemma to the count in the sentence (Ω 7→ Z≥0). I do not remove stop words as their

effects are minimized by the tf-idf computation in the next step.

I define the bag of words of each sentence as a mapping of its words to their occurrence

frequency in each sentence; therefore, for any sentence s and word ω, BoWs(ω) > 0, iff

ω participates in s. Then, I create the set T of all lemmatized terms of the whole corpus

in the following way:

T =
{
t ∈ Ω : ∃s ∈ S s.t. BoWs(t) > 0

}
(3.1)

I use m to represent the total number of terms in T : t1, t2, . . . , tm.

Step 2: Vector Space Modeling

Using the count vectors constructed in the first step, I compute a tf-idf vector for each

sentence as well as a standard vector for each emotion class e ∈ E. For each sentence

sj ∈ S, I construct an m dimensional vector where each entry in the vector is the tf-idf of

term ωi in sentence sj; i.e.

vij = TFi,j × IDFi (3.2)

where TFi,j = BoWsj(ωi),

IDFi = log
n

|{s ∈ S : BoWs(ωi) > 0}|
. (3.3)

n is the number of sentences, and Ω = {ωi}mi=1.
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The constructed vector space model is represented by the following m× n matrix V :

V = [Vs1Vs2 . . . Vsn ] where Vsj =



v1j

v2j
...

vmj


(3.4)

I compute a standard vector for each emotion class Ye = (ye,ω1 , ye,ω2 , . . . , ye,ωm) where

ye,ωi
is 1 if the term ωi is mapped to e by the lexicon, otherwise 0.

Step 3: Noise Cancellation or Dimension Reduction

The vectors Vs and Ye from the previous step are all m-dimensional vectors where m

is the total number of terms in the corpus. There are many terms that have little or no

effect on the emotion labeling of their sentences. Therefore, dimensional reduction or

noise cancellation techniques may improve the performance of the emotion labeling step

which comes later. Principle Component Analysis (PCA) has been known for quite some

time for noise cancellation [Abdi and Williams, 2010], while Latent Dirichlet Allocation

(LDA) was specifically developed for dimension reduction in natural language processing

[Blei et al., 2003]. Non-Negative Matrix Factorization (NMF) was first introduced for

noise cancellation by Lee and Seung [1999].

Step 3.1: Vector Space Decomposition

I can decompose the obtained matrix V in one of the following three ways:

1. Non-negative Matrix Factorization (NMF): I extract d features from the m-dimensional

vectors of sentences using NMF.

2. Principal Component Analysis (PCA): I reduce the number of dimensions of Vs

vectors from m to ∆ < m.
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V = [vij]m×n
↓

W = [wij]m×d
↓

H = [hij]d×n

s1
↓

s2
↓

sn
↓

F1

↓
F2

↓
Fd

↓

y
t1 →


v11 v12 . . . v1n
v21 v22 . . . v2n
...

... . . . ...
vm1 vm2 . . . vmn



w11 w12 . . . w1d

w21 w22 . . . w2d
...

... . . . ...
wm1 wm2 . . . wmd



h11 h12 . . . h1n

h21 h22 . . . h2n
...

... . . . ...
hd1 hd2 . . . hdn


←weight of F1

t2 → = × ←weight of F2
...
tm → ←weight of Fd

Figure 3.2: Non-negative matrix factorization (Step 3.1) to extract features of sentence
vector model V . The results of this process is given by matrices W and H . Columns of
W are corresponding to the extracted features F1, F2, . . . , Fd of the model and rows of H
are called the weights of these features.

3. Latent Dirichlet Allocation (LDA): I reduce the number of dimensions of Vs vectors

from m to δ < m.

When using PCA or LDA I can move directly to fourth step of the system; however,

in the case of NMF, I must select important terms (Step 3.2), remove irrelevant features

(Step 3.3), and reconstruct the vector space (Step 3.4).

When using NMF for decomposing the vector space model, V is factorized into two

matrices Wm×d = [wij] and Hd×n = [hij], both with all non-negative entries:

V = W ×H s.t. wij ≥ 0 and hij ≥ 0 (3.5)

Note that d is considered a hyper-parameter in this step and its numerical value can be

fine-tuned by maximizing the output of the system on a development set.

The NMF factorization process produces a matrix W whose d columns each repre-

sents an m-dimensional feature for each of the original n sentences in the corpus:

W = [F1F2F3 . . . Fd] where Fj =



w1j

w2j

...

wmj


(3.6)

44



F1 reps.
↓

Fi reps.
↓

Fd reps.
↓

rep1 → NN kindness

. . .

VB leap

. . .

NN sorrow

h1r11 h1r21 . . . h1rn1

...
... . . . ...

0 0 . . . 0
...

... . . . ...
hdr1d hdr2d . . . hdrnd


rep2 → JJ beloved NN chicken VB pay
rep3 → NN chance NN lion NN wretchedness × = (V ′)T

...
VB gladden VB obey NN despair
NN drink RB loud VB tie

...
...

...

Figure 3.3: Vector space reconstruction. The least relevant features are removed by ze-
roing out their corresponding weights in matrix H . The updated H matrix is denoted by
H ′. The sentence vector model is then reconstructed by multiplying W by H ′ (Steps 3.3
& 3.4). The updated sentence vector model is represented by matrix V ′.
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d = 1050 r = 10
d = 1025 r = 3
d = 1000 r = 6
d = 975 r = 6
d = 975 r = 10

(d) Sadness

Figure 3.4: Scores of various setups of the proposed model using NMF. Each combina-
tion of hyper-parameters d, r, and ρ (dimensions, representatives, and removed features)
results in a specific F1 score for each emotion label. The model with (d, r) = (975, 10),
highlighted with green color, results in the highest overall F1 score when ρ = 18. For
each individual emotion, the best F1 score is found at (a) Joy: (d, r, ρ) = (1050, 10, 3),
(b) Anger: (d, r, ρ) = (1025, 3, 24), (c) Fear: (d, r, ρ) = (1000, 6, 15), (d) Sadness:
(d, r, ρ) = (975, 6, 15).

Each of the d rows of H matrix represents weights of the d features in F . This de-

composition is shown in Figure 3.2.

Step 3.2: Term Selection

For every feature Fj , I identify a fraction r of terms with the highest weights as its repre-

sentatives, where r is a hyper-parameter that can be fine-tuned during system optimization

(r is usually less than 1%).
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Step 3.3: Feature Removal

In this phase I remove the ρ features that have little or no emotional relevance, where ρ is a

non-negative integer hyper-parameter that can be tuned. I will call a feature “emotionally

irrelevant” if all of its representative terms (as selected in the previous step) are labeled

as neutral by the lexicon. These features will always be removed first. If ρ is less than

the number of emotionally irrelevant features, I choose at random. On the other hand,

if the number of emotionally irrelevant features is less than ρ, I eliminate features Fj in

order of their overall emotional relevance, which is computed by estimating the standard

deviation of cosine similarity ratios between emotion vectors Ye’s obtained in Step 2 and

Fj ◦Rj (element-wise product of Fj and Rj) where Rj is the binary identifier of whether

a term is a representative for Fj and is constructed based on the outcome of Step 3.2.

Symbolically, to quantify how emotionally relevant feature Fj is, I calculate the following

standard-deviation:

σj = StdDev
e∈E\neutral

{
simcos(Ye, Fj ◦Rj)

}
(3.7)

Step 3.4: Vector Space Reconstruction

In this step, the vector space model is reconstructed (V ′) after eliminating the irrelevant

features. Let I denote the set of indices whose corresponding features are identified as

least relevant in previous step. Then the reconstructed vector space is:

V ′ = [v′ij]m×n s.t. v′ij =
∑

1≤k≤d
k/∈I

wikhkj (3.8)

Figure 3.3 illustrates the vector space reconstruction.
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Step 4: Labeling

Finally the emotion recognition process takes place by measuring the similarity between

sentence vectors Vs and standard emotion vectors Ye which are taken from the previous

step with the help of NMF, PCA, or LDA. Label of each sentence s is calculated by the

following formula:

predicted label of s = argmax
e∈E

sim(Vs, Ye) (3.9)

where similarity function can be measured by the cosine of angle made by the two given

vectors:

simcos(Vs, Ye) =
Vs · Ye

||Vs|| × ||Ye||
(3.10)

3.3 Performance on Fairy Tale Data

I tuned and tested my system using the manually annotated dataset of fairy tales con-

structed by Alm [2008], which comprises 176 children’s fairy tales (80 from Brothers

Grimm, 77 from Hans Andersen, and 19 from Beatrix Potter) with 15,087 unique sen-

tences (15,302 sentences), 7,522 unique words and 320,521 total words. These fairy tales

were annotated by two annotators labeling the emotion and mood of each sentence as one

of joy, anger, fear, sadness, or neutral which resulted in four labels per sentence. Across

the sentences, only 1,090 of them agreed on all four non-neutral labels. Kim et al. [2010]

used only these sentence to train and test their system1, and I followed the same proce-

dure. There were 2,405 unique term-POS pairs. Also, the distribution of labels in the

dataset is specified in the pie-chart depicted in Figure 3.5.

1Kim et al. [2010] reported 1,093 sentences, but I found and removed three sentences that were
repeated in the data.
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40.7 % Joy

19.9 %

Anger/Disgust

15.1 %
Fear

24.2 %

Sadness

Figure 3.5: Alm’s fairy tales label distribution.

Sentence Predicted Gold Label

They told him that their father was very ill, and that they were afraid nothing could save him. Fear Sadness
And in sight of the bridge! Said poor pigling, nearly crying. Sadness Fear
She smiled once more, and then people said she was dead. Sadness Joy
Then he aimed a great blow, and struck the wolf on the head, and killed him on the spot!
. . . and when he was dead they cut open his body, and set Tommy free. Anger Joy

Table 3.1: Challenging examples of sentences incorrectly labeled by the model.

I measured the performance of my system on Alm’s data. Without augmenting WNA,

using the original 1,471 synsets of WNA, the F1 score is 0.625. The performance metrics

presented in Table 3.2 were obtained by the model using the augmented WNA. The plots

depicted in Figure 3.4 show the F1 scores of various setups of the proposed model using

NMF technique for noise cancellation. Also, Table 3.2 summarizes the precision, recall

and F1 score of my system for each of the four emotion classes as well as its overall F1

score when using NMF, PCA, or LDA with different setups (values of hyper-parameters).

As observed in this table, the highest overall F1 score is obtained when using NMF with

(d, r, ρ) = (975, 10, 18). In this model, 209 sentences were labeled incorrectly. Among

them, some challenging examples are in Table 3.1.

The models specified in Table 3.2 have resulted in the highest F1 scores among all of

the models tested during the process of hyper-parameter optimization. This process has

tested PCA-assisted and LDA-assisted mechanisms for dimensions 100, 150, 200, . . . , 2400

and NMF-assisted mechanism for number of folds d = 100, 150, . . . , 1050, number of

representatives r = 1, 2, . . . , 15, and number of excluded features x = 5, 10, . . . , 55.
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Joy Anger Fear Sadness Overall

Method Setup P R F1 P R F1 P R F1 P R F1 F1 Acc.

NMF

1050,10,3 0.872 0.872 0.872 0.878 0.696 0.776 0.672 0.758 0.712 0.753 0.818 0.784 0.807 0.806
1025,3,24 0.859 0.876 0.867 0.884 0.705 0.785 0.682 0.715 0.698 0.733 0.799 0.764 0.800 0.799
1000,6,15 0.872 0.858 0.865 0.861 0.687 0.764 0.692 0.764 0.726 0.742 0.830 0.784 0.804 0.803
975,6,15 0.860 0.874 0.867 0.882 0.691 0.775 0.689 0.739 0.713 0.759 0.833 0.794 0.808 0.807
975,10,18 0.858 0.874 0.866 0.879 0.705 0.783 0.703 0.733 0.718 0.755 0.830 0.791 0.809 0.808

PCA

1050 0.884 0.775 0.826 0.760 0.700 0.729 0.552 0.770 0.643 0.756 0.777 0.766 0.760 0.689
1150 0.885 0.764 0.820 0.743 0.719 0.731 0.542 0.745 0.628 0.748 0.765 0.757 0.752 0.683
950 0.883 0.766 0.820 0.722 0.696 0.709 0.571 0.782 0.660 0.759 0.777 0.768 0.757 0.686
1100 0.888 0.768 0.824 0.744 0.710 0.726 0.542 0.745 0.628 0.765 0.788 0.776 0.758 0.684

LDA

1650 0.636 0.768 0.696 0.597 0.498 0.543 0.414 0.424 0.419 0.603 0.466 0.526 0.589 0.589
1350 0.598 0.791 0.681 0.651 0.558 0.600 0.482 0.333 0.394 0.522 0.402 0.454 0.581 0.581
1300 0.584 0.809 0.678 0.566 0.475 0.516 0.594 0.461 0.519 0.570 0.356 0.438 0.580 0.580
2350 0.671 0.640 0.655 0.524 0.498 0.511 0.456 0.497 0.475 0.584 0.621 0.602 0.585 0.585
1700 0.652 0.696 0.673 0.622 0.516 0.564 0.454 0.533 0.490 0.603 0.553 0.577 0.601 0.601

Table 3.2: Comparison of different models for detecting different emotions. The upper
part of the table shows performance of the proposed model using NMF technique with
different values of (d, r, ρ); while the middle and bottom parts determine the model accu-
racy when PCA and LDA techniques are used respectively. The highest F1 scores of each
noise cancellation technique are highlighted.

3.4 Unsolved Challenges and Future Work

As already discussed, one challenge regarding automatic emotion recognition is the con-

text dependency of emotional semantics. For instance, I’m over the moon! is an ex-

pression of extreme happiness but does not use any explicitly happy or joyful words (or,

indeed, any emotion word at all). Another obstacle is polysemous words, when words

have both an emotional and non-emotional senses; recognizing which sense of the word

is being used is challenging and remains an open problem. Aside from these fundamental

issues, there is a serious lack of high-quality annotated data, not just for narrative text but

for all discourse types. Annotated corpora use a wide variety of sometimes incompatible

emotion theories and are often poorly annotated, with low inter-annotator agreements and

many errors.

There are many remaining challenges in the context of emotion extraction from textual

data. One of the important tasks is to fine-tune the existing emotion detection pipeline by

finding out which combination of machine learning techniques and dimension reduction
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methods results in the best performance of emotion extraction. Different machine learning

techniques can be used to perform emotion labeling. Given these considerations, there are

many possible directions for future work, for example:

• Reconciling emotion lexicons and context dependency of emotion detection models

using learning techniques;

• Evaluating the performance of a bag-of-words multi-layer perceptron applied to the

dataset to extract emotions;

• Applying multi-label prediction to the dataset and comparing the results with this

work,

• Evaluating the effect of text unit size (sentence, paragraph, story) on the accuracy of

sentiment labels; i.e., would there be an advantage in grouping sentences into longer

units (e.g. paragraphs) and assigning a single label to this longer unit? It seems

that a sentence by itself might not always carry sufficient cues to disambiguate its

emotion, but its surrounding sentences might give this context.

3.5 Contributions

I identified a high performing approach to emotion recognition in narrative text [Kim

et al., 2010] and carefully reimplemented and characterized the technique, exploring a de-

sign space of three different noise cancellation or dimension reduction techniques (NMF,

PCA, or LDA), exploring various hyper-parameter settings. my experiments indicated

that NMF performed best, with an overall F1 of 0.809. In the course of my investigation

I clarified numerous implementational issues of the work reported by Kim et al. [2010],

as well as made some improvements to WordNet Affect (WNA), one of the language re-

sources used in the system, by adding new terms manually and using Wordnet similarity

relations. This work suggests several promising future directions for improving the work,
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including careful annotation of a larger corpus, and augmenting WNA or similar lexicons

to provide improved coverage of emotion terms. I release my code and data to enable

future work2.

2Code and data can be downloaded from https://doi.org/10.34703/gzx1-9v95/
03RERQ
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Chapter 4

Revised NRC Emotion Lexicon

4.1 Introduction

Emotion detection is an NLP task that has long been of interest to the field [Hancock et al.,

2007, Danisman and Alpkocak, 2008, Agrawal and An, 2012], and is usually conceived as

a single- or multi-label classification in which zero (or more) emotion labels are assigned

to variously defined semantic or syntactic subdivisions of the text. The importance of this

task has only grown as the amount of available affective text has increased: social media,

in particular, has made it especially convenient for people around the world to express

their feelings and emotions regarding events large and small. Moreover, due to recent

advancements of e-commerce and online shopping, the number of product and service

reviews, which mostly carry the feelings of buyers toward a specific product or service.

Also, during the past couple of years, there has been a great shift from traditional in-

person to e-learning modalities in various levels of educational institutions. Many of the

face-to-face interactions among learners and instructors have been then replaced by digital

written interactions in the form of public forum participation, chatting, and exchange of

messages and emails. Such great volume of data retrieved from social media, online

shopping review database, and educational platforms have made it possible to build and

train various classification models which may rely on both machine-learning models and

emotion lexicons.

feelings, ideas, and thoughts which may carry their feelings about everyday events,

which happen in their individual or social lives. There are generally two ways to express

emotions in textual data [Al-Saqqa et al., 2018]. First, emotions can be expressed using

emotive vocabulary: words directly referring to emotional states (surprise, sadness, joy).

Second, emotions can be expressed using affective vocabulary: words whose emotional
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content depends on the context, without direct reference to emotional states, for example,

interjections (ow!, ouch!, ha-ha!).

An emotion lexicon is a specific type of linguistic resource that maps the emotive or

affective vocabulary of a language to a fixed set of emotion labels (e.g. Plutchik’s eight-

emotion model), where each entry in the lexicon associates a word with zero or more

emotion labels. Because this information is difficult to find elsewhere, emotion lexicons

are often used as one of the key components of affective text mining systems [Yadollahi

et al., 2017]. However, as is usual with linguistic resources, creating an emotion lexicon

is a time-consuming, costly, and sometimes impractical part of the task. The difficulty

is only accentuated when one considers the many affective uses of words, in which the

emotional content is context dependent. Such context dependency underlines the utility

of General-Purpose (context-independent) Emotion Lexicons (GPELs), which captures

the mostly fixed emotive content of words, and which can serve as a foundation for more

context-dependent systems.

In this chapter, I analyze and improve one of the most commonly used GPELs, namely,

the NRC lexicon [Mohammad et al., 2013, Mohammad and Turney, 2013, 2010]. The

NRC used Macquarie’s Thesaurus [Bernard, 1986] as the source for terms, retaining

only words that are repeated more than 120,000 times in Google n-gram corpus [Michel

et al., 2011]. The NRC maps each word to zero or more labels drawn from Plutchik’s 8-

emotion psychological model [Plutchik, 1980], and provides labels for 14,182 individual

words. NRC is created through Amazon’s Mecahanical Turk1 and Roget’s Thesaurus2.

The Google n-gram corpus, which is available through the Linguistic Data Consortium3,

was used to annotate it [Mohammad et al., 2013].

1http://www.mturk.com/mturk/welcome

2http://www.gutenberg.org/ebooks/10681

3https://www.ldc.upenn.edu
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While the NRC has been used extensively across the emotion mining literature [Tabak

and Evrim, 2016, Abdaoui et al., 2017, Rose et al., 2018, Lee et al., 2019, Ljubešić

et al., 2020, Zad et al., 2021d], close inspection reveals a large number of incorrect,

non-sensical, pejorative, or otherwise troubling entries. While I provide more exam-

ples later in this chapter, to give a flavor of the problem, the NRC provides emotion

labels for many generic nouns (tree→ANGER), common verbs (dance→TRUST), colors

(white→ANTICIPATION), places (mosque→ANGER), relations (aunt→TRUST), and ad-

verbs (scarcely→SADNESS). Furthermore, the NRC suffers from significant ambiguity

because it does not include part of speech categories for the terms: for example, while

console implies SADNESS in its most common verb sense (as the NRC indicates), in

its most common noun sense means a small side table, which probably should have no

emotive content. In my analysis, many of these problematic entries seem to stem from

a conflation of emotive (context-independent) and affective (context-dependent) emotion

language use: it is as if, during the annotation of Shakespeare’s Macbeth, the annotators

of the NRC marked hell→ANGER and woman→ANGER because of the bard’s highly con-

textualized statement “Hell hath no fury like a woman scorned”: while it is true that this

statement is often cited to support an assertion that women are angry people in general,

and such a lexicon entry would help in correct marking of the affective implication of this

specific statement in this particular context, it does not generalize to all, or even most,

uses of the word woman. Therein lies the rub.

I discuss in detail the deficiencies of the NRC, giving a variety of problematic ex-

amples, and speculating as to how these entries were included (§4.2). Next I describe a

semi-automatic procedure designed to filter out many of these deficiencies (§4.3), after

which I evaluate the effectiveness of the filtering procedure by integrating the corrected

version of the NRC into an emotion detection system (§4.4). I conclude with a list of my

contributions (§6.7).
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4.2 Problems with the NRC

In my close inspection of the entries in the NRC, I noted three main problems. First, the

NRC does not indicate the part of speech of terms labeled with emotion. This obviously

causes a great deal of ambiguity as to whether a particular emotion label should apply to a

particular use of a word form. Second, the NRC contains numerous incorrect, inaccurate,

nonsensical, or pejorative associations, most of which can be ascribed to an apparent con-

flation of the distinction between emotive and affective emotional language, i.e., ignoring

the importance of context for emotional semantics. Third, and finally, there are emotion

markings in the lexicon for which I can find no support in Keyword-in-Context (KWIC)

databases for any sense; I count these as simple errors.

4.2.1 Missing Parts of Speech

As Mohammad and Turney [2010] noted, the NRC includes some of the most frequent

English nouns, verbs, adjectives, and adverbs. Problematically, however, the NRC does

not indicate the part of speech for any entry. For example, the wordform bombard is

labeled as ANGER|FEAR; however, in WordNet the gloss for the first sense of bombard as

a noun is “a large shawm4 ; the bass member of the shawm family”. On the other hand,

the gloss of the first sense of the verb form of bombard is “cast, hurl, or throw repeatedly

with some missile”, which is more compatible with the emotion ANGER|FEAR. Another

example is the word console. The NRC marks console→SADNESS, but the primary sense

of the noun form refers to “a small table fixed to a wall or designed to stand against a

wall.” Clearly there is no context-independent emotional inflection to this sense. The

4a shawm is a type of musical intstrument

55



SADNESS label is more appropriate for the first verb sense “to give moral or emotional

strength to”, usually to a sad person.

Despite Araque et al. [2019] claims that adding POS tags to lexicons may decrease

the performance of emotion detection mechanisms, I observe that lack of POS tagging

has caused considerable ambiguity which negatively affects my emotion detection sys-

tem performance. Mixing terms and labeling them without assigning pos-tags makes the

lexicon less accurate as there are many words that will get different senses and emotion

labels when they are assigned to different pos-tags.

Table 4.1 lists a small selection of NRC wordform labels that are problematic because

of part-of-speech-related ambiguity. Although I did not count the number of NRC entries

suffering this particular part-of-speech ambiguity problem, my best guess is that it affects

roughly several thousand entries, about a third of the non-neutral portion of the lexicon.

In this work I assigned part of speech tags to all the NRC words that exist in WordNet

and label them based on the first sense definition of the terms in WordNet.

4.2.2 Context Dependency

In general-purpose emotion lexicons (GPELs), words are generally marked with an emo-

tion (one or more labels) if there is a dominant sense of the word, and it has emotion

semantics. In domain-specific emotion lexicons (DSELs), by contrast, assignment of an

emotion label is based on the common sense of each term in a specific domain [Band-

hakavi et al., 2017]. For example, the noun “shot” in a DSEL tailored for sports, referring

taking a shot at a goal, might be plausibly marked as (shot→ANTICIPATION|JOY), while in

a medical DSEL, referring to a injection, might be marked as (shot→ANTICIPATION|FEAR).

Similarly, the adjective “crazy” in sports might be marked according to the sense in the

statement “that goal was crazy!” (crazy→JOY|SURPRISE) while in the behavioral do-
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Word POS Original NRC Labels First Sense in WordNet Corrected Label

accidental NN FEAR|SURPRISE a musical notation that makes a note sharp or flat or natural NEUTRAL

account NN TRUST a record or narrative description of past events NEUTRAL

ail NN SADNESS aromatic bulb used as seasoning NEUTRAL

alien NN DISGUST|FEAR a person who comes from a foreign country NEUTRAL

allure VB ANTICIPATION|JOY|SURPRISE dispose or incline or entice to DISGUST|ANTICIPATION

award NN ANTICIPATION|JOY|SURPRISE|TRUST a grant made by a law court SADNESS

awful RB ANGER|DISGUST|FEAR|SADNESS used as a verbal intensifier NEUTRAL

baby NN JOY a very young child (birth to 1 year) who has not yet begun to walk or talk NEUTRAL

bad RB ANGER|DISGUST|FEAR|SADNESS with great intensity ( ‘ bad ’ be a nonstandard variant for ‘ badly ’ ) NEUTRAL

badger NN ANGER a native or resident of Wisconsin NEUTRAL

bark NN ANGER tough protective covering of the woody stems and roots of trees and other woody plants NEUTRAL

batter NN ANGER|FEAR (baseball) a ballplayer who is batting NEUTRAL

bayonet NN ANGER|FEAR a knife that can be fixed to the end of a rifle and used as a weapon NEUTRAL

beam NN JOY a signal transmitted along a narrow path NEUTRAL

belt NN ANGER|FEAR endless loop of flexible material between two rotating shafts or pulleys NEUTRAL

bias JJ ANGER slanting diagonally across the grain of a fabric NEUTRAL

blister NN DISGUST a flaw on a surface resulting when an applied substance does not adhere NEUTRAL

blitz NN SURPRISE (American football) defensive players try to break through the offensive line NEUTRAL

bloody RB ANGER|DISGUST|FEAR|SADNESS extremely NEUTRAL

blossom NN JOY reproductive organ of angiosperm plants especially one having showy or colorful parts NEUTRAL

board VB ANTICIPATION get on board of (trains, buses, ships, aircraft, etc.) NEUTRAL

boil VB DISGUST come to the boiling point and change from a liquid to vapor NEUTRAL

bombard NN ANGER|FEAR a large shawm ; the bass member of the shawm family NEUTRAL

boomerang NN ANTICIPATION|TRUST a curved piece of wood; when properly thrown will return to thrower NEUTRAL

buffet NN ANGER a piece of furniture that stands at the side of a dining room; has shelves and drawers NEUTRAL

bully JJ ANGER|FEAR very good SURPRISE|JOY

cage NN SADNESS an enclosure made or wire or metal bars in which birds or animals can be kept NEUTRAL

case NN FEAR|SADNESS an occurrence of something NEUTRAL

chaff NN ANGER|FEAR material consisting of seed coverings and small pieces of stem or leaves NEUTRAL

collateral JJ TRUST descended from a common ancestor but through different lines NEUTRAL

connective NN TRUST an uninflected function word that serves to conjoin words NEUTRAL

console NN SADNESS a small table fixed to a wall or designed to stand against a wall NEUTRAL

desert NN ANGER|DISGUST|FEAR|SADNESS arid land with little or no vegetation NEUTRAL

kind NN JOY|TRUST a category of things distinguished by some common characteristic or quality NEUTRAL

present NN ANTICIPATION|JOY|SURPRISE|TRUST the period of time that is happening now; NEUTRAL

sentence NN ANTICIPATION|DISGUST|ANGER|FEAR|SADNESS a string of words satisfying the grammatical rules of a language NEUTRAL

rail NN ANTICIPATION|ANGER a barrier consisting of a horizontal bar and supports NEUTRAL

Table 4.1: Examples of NRC terms with inappropriate emotion labels and correction. The
last column shows the proposed correction.

main, it might be (crazy→DISGUST|FEAR). Table 4.2 gives a small selection of NRC

entries where each label is appropriate only in a limited context, not corresponding to the

literal meaning of the word in its dominant sense. The extreme version of this problem

can be seen with words like abundance which have a multitude of labels that conflict

(DISGUST|JOY|TRUST|ANTICIPATION). Overall this is a problem with regards to NRC

because it is explicitly presented as a GPEL. In my evaluation of the NRC, while again I

did not count exactly how many entries suffered from this issue, I estimate at least 600 or

so entries, or 10% of the NRC, fall into this category.

4.2.3 Simple Errors

The NRC has a large number of terms, and as with any resource of this size there are

bound to be minor faults or errors. Since human annotators provided the data needed to
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Term NRC Labels Term NRC Labels

abundance DISGUST|JOY monk TRUST

|TRUST|ANTICIPATION oblige TRUST

baby JOY recreation JOY|ANTICIPATION

count TRUST remedy JOY

create JOY remove ANGER|FEAR

explain TRUST |SADNESS

fact TRUST saint ANTICIPATION|JOY

fall SADNESS |TRUST|SURPRISE

fee ANGER save JOY

fire FEAR score ANTICIPATION|JOY

gain JOY|ANTICIPATION |SURPRISE

grow ANTICIPATION|JOY|TRUST star ANTICIPATION|JOY

larger DISGUST|SURPRISE|TRUST |TRUST

leader TRUST understand TRUST

mate TRUST unnatural DISGUST|FEAR

Table 4.2: Examples of context dependency

create the resource, I can assume that certain terms were given labels that are not appropri-

ate and that some small number of these errors would have escaped notice of any manual

error correcting procedures. I define these sorts of errors as those where the provided

emotional labels do not make sense in any context supported by Keyword-in-Context

(KWIC) indicies [iWeb, 2021, Davies and Kim, 2019]. Table 4.3 lists a small selection of

examples of seemingly simple errors in labels, for example architecture→TRUST. Some

markings, furthermore, might be reflective of relatively obvious biases, which in light of

recent work demonstrating the built-in biases of various AI and NLP resources [Boluk-

basi et al., 2016, Bender and Friedman, 2018, Mehrabi et al., 2019, Blodgett et al., 2020],

it would be good to try to correct for. Examples of the latter case include the entries

fat→DISGUST |SADNESS, lesbian→DISGUST|SADNESS, or mosque→ANGER. I estimate

that the number of entries affected by simple errors or biases is at least a few hundred, or

roughly 5% of the NRC.
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4.2.4 Problems with the NRC Annotation Process

Some aspects of the NRC annotation process go part of the way toward explaining some

of the above problems. As discussed by Mohammad and Turney [2013], the annota-

tion process relied upon approximately 2,000 native and fluent speakers of English who

answered a series of questions regarding the emotion terms. The directions were made

ambiguous on purpose to minimize biasing the subject’s judgements. The concern with

this method is that the annotators could have been shown a term that is not familiar to

them. This was circumvented by asking the individual to associate the term with a certain

word similar in meaning amongst three non-viable options.

After selecting the most similar word, the annotator could continue annotating even

when they do not really know the meaning of a word. This could have happened by the

annotator quickly looking up the definition online. The annotators were told not to look

up the words5, but there is no guarantee that they did so, and much work has shown that

crowdworkers are often unreliable [Ipeirotis et al., 2010, Vuurens et al., 2011].

Another concern with the annotation process was question wording. Questions 4–11

in particular raise specific concerns. These asked, for all combinations of a term X and

each of the eight emotions Y , “How much is X associated with the emotion Y ?” Posing

this in only the positive formulation potentially biased annotators to find confirmatory

evidence. A more balanced procedure would have been to ask annotators to imagine not

only how much of emotion Y was associated X , but also how much Y wasn’t associated

with X , prompting them to consider disconfirmatory evidence. Because of this confir-

mation bias in the collection procedure I posit that many of the terms in the NRC were

associated with particular emotions even when those terms do not bring those emotions

to mind when mentioned in isolation in normal usage.

5Annotators were instructed “please skip HIT if you do not know the meaning of the word”
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Figure 4.1: Questions in Mechanical Turk Hits for each terms. Questions 5–11 repeat
Question 4 but for the other seven emotions. [Mohammad and Turney, 2010]

Another way of addressing this bias would have been to show words in specific con-

texts; this avoids the need for an annotator to think up their own evidence to support

their label, which may have been limited by the annotators’s time, attention, creativity, or

knowledge of English usage. Such an approach would no doubt have been costlier, but it

perhaps would have produced higher quality labels.

When it came to validating the NRC, the authors compared their crowdsourced labels

with labels from the WNA lexicon to see how close the judgements were. In the one

earlier paper [Mohammad and Turney, 2013], when the NRC had 10,000 entries, the

authors reported that only 6.5% of the entries could be matched with those in WNA.
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Term Labels Term Labels

abacus TRUST cabinet TRUST

alb TRUST calculation ANTICIPATION

ambulance FEAR|TRUST coyote FEAR

ammonia DISGUST critter DISGUST

anaconda DISGUST|FEAR crypt FEAR|SADNESS

aphid DISGUST fat DISGUST|SADNESS

archaeology ANTICIPATION fee ANGER

architecture TRUST iron TRUST

assembly TRUST lamb JOY|TRUST

association TRUST mill ANTICIPATION

asymmetry DISGUST mountain ANTICIPATION

atherosclerosis FEAR|SADNESS mosque ANGER

baboon DISGUST machine TRUST

backbone ANGER|TRUST organ ANTICIPATION|JOY

balm ANTICIPATION|JOY pine SADNESS

basketball ANTICIPATION|JOY rack SADNESS

bee ANGER|FEAR ravine FEAR

belt ANGER|FEAR ribbon ANTICIPATION|JOY

bier FEAR|SADNESS |ANGER

biopsy FEAR rod TRUST |FEAR

birthplace ANGER spine ANGER

blackness FEAR|SADNESS stone ANGER

bran DISGUST title TRUST

infant ANTICIPATION tree ANTICIPATION|JOY

|FEAR|JOY |DISGUST|TRUST

|SURPRISE |SURPRISE|ANGER

Table 4.3: Examples of simple errors.

Later, when the NRC was expanded to 14,182 entries, the authors did not report the

percentage overlap. I measured this myself, and found the overlap between the full NRC

and WNA is 2,328 (16%). This is a concern because this means most of the data could not

be independently validated to see how accurate the annotations were, and so a majority

were not subject to any rigorous or systematic quality control check.

4.3 Semi-Automatic Correction of the NRC

The NRC includes 14,182 entries made up of a unigram (single token wordforms) associ-

ated with a selection of Plutchik’s emotions eight (SADNESS, JOY, FEAR, ANGER, SUR-

PRISE, TRUST, DISGUST, and ANTICIPATION), NEUTRAL, and two sentiments; as noted,
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Term Label Term Label Term Label

arm NEUTRAL audience NEUTRAL baby NEUTRAL

belt NEUTRAL diversity NEUTRAL economy NEUTRAL

fat NEUTRAL fee NEUTRAL gate NEUTRAL

office NEUTRAL buy NEUTRAL endpoint NEUTRAL

letter NEUTRAL measure NEUTRAL money NEUTRAL

rail NEUTRAL road NEUTRAL score NEUTRAL

ship NEUTRAL star NEUTRAL store NEUTRAL

sun NEUTRAL tree NEUTRAL word NEUTRAL

clothes NEUTRAL filter NEUTRAL yeast NEUTRAL

Table 4.4: Examples of neutral words

no words had part of speech tags. After removing 9,719 wordforms marked neutral, exam-

ples of which are shown in Table 4.4, 4,463 wordforms remained. In the remainder of this

chapter I refer to this set as NRC.orig. I developed a procedure to semi-automatically

correct the problems discussed in prior section. First, I assigned part-of-speech tags to en-

tries. Second, I developed an automatic emotional word test leveraging both the original

version of WNA and the larger WordNet resource. Finally, I manually checked all entries

for correctness. Here I provide more examples of troubling entries in the NRC that were

wrongly labeled neutral words.

• nouns (e.g., tree, word, store, sun, star, audience, economy, money, fee, food, gate,

measure, score, baby, rail, letter, belt, ship, fat, etc.)

• verbs (e.g., watch; FEAR, pay; JOY, dance; TRUST, cover; TRUST, teach; SURPRISE)

• colors (e.g., white; ANTICIPATION, tawny; DISGUST, green; JOY|TRUST),

• places (e.g., mosque; ANGER, desert; DISGUST|ANGER|FEAR|SADNESS, farm; AN-

TICIPATION, hospital; TRUST|FEAR|SADNESS, school; TRUST, saloon; ANGER),

• relations (e.g., aunt; TRUST, daughter; JOY, mamma; TRUST),

• agents (author; TRUST, lawyer; DISGUST|ANGER|FEAR|TRUST, doctor; TRUST,

policeman; TRUST|FEAR, butcher; DISGUST|ANGER|FEAR),

• adverbs (e.g., finally; ANTICIPATION|JOY|DISGUST|SURPRISE|TRUST, usually; TRUST,

scarcely; SADNESS),
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• animals (horse; TRUST, lamb; JOY|TRUST, toad; DISGUST),

• body-part (elbow; ANGER, flesh; DISGUST, jaws; FEAR, nose; DISGUST, shoulder;

TRUST, stomach; DISGUST),

Also, for sensations, here are some examples that are associated with emotional labels that

are inaccurate: (sweetheart; SADNESS, ambition; JOY|TRUST, hungry; ANTICIPATION,

romance; FEAR, etc.)

4.3.1 Assigning Part of Speech to NRC words

I began by constructing an expanded list of wordforms in NRC, each associated with a

valid part of speech (POS). To determine whether a POS applied to a wordform, I looking

up each wordform in WordNet under each of the main open class POS tags—Verb (VB),

Adjective (JJ), Noun (NN), and Adverb (RB)—so each wordform could potentially have

been associated with up to four POS tags. Every wordform was present in WordNet under

at least one POS. If a WordNet sense was found for a POS, I consider that a valid tags for

the wordform. After this step, my list contained has 6,166 entries of wordform-POS pairs

(4,463 unique wordforms). I call this set NRC.v1.

4.3.2 Emotional Word Test

In the second step, I sought to automatically determine, on the one hand, which wordform-

POS pairs likely had an emotional sense (whether emotive or affective), and on the other,

pairs for which I had no direct evidence of emotional semantics. To do this, I performed

the following comparisons with WNA and WordNet—if any one returned true, the pair

was presumed emotional; otherwise, it was marked “unknown”.

1. Is the wordform-POS pair labeled as non-neutral in WNA?
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2. Is the first sense of the wordform-POS pair have a synonym labeled as non-neutral

in WNA?

3. Does the WordNet gloss of the first sense of the wordform-POS pair contain words

that are marked as emotional in WNA?

(a) Find the first sense in WordNet for the wordform-POS pair.

(b) Tokenize the gloss of the first sense.

(c) Lemmatize the gloss.

(d) Check if the lemmas are labeled as non-neutral in WNA.

Tokenization and lemmatization were performed with nltk [Loper and Bird, 2002].

The above procedure identified 2,328 out of 6,166 pairs as “presumed emotional”, leaving

3,838 pairs as “unknown.” In the rest of this chapter, I will refer to the lexicon of 2,328

pairs “presumed affective” pairs as NRC.v2.

algorithm 1 provides a psuedocode procedure combining steps one and two.

With NRC entries now organized as to whether or not they are presumed emotional

(according to WNA or WordNet), I proceeded to manually check all entries. I used WNA

only to remove the emotion label of some NRC wordforms. Since the number of synsets

in WNA is 2,328 and the number of wordforms in NRC.v1 is 6,166 there must exist many

wordforms that are not associated to WNA synsets and therefore will fail the Emotional

Word Test. I did not rely soly on WNA when correcting bias in NRC, as I manually

annotated every wordform in NRC.v1 regardless of its Emotional Word Test result. I

performed the below checks on all 6,166 entries in NRC.v1. I used the Cohen’s Kappa

metric to assess inter-annotator agreement [Landis and Koch, 1977], which I measured

as 0.928, which represents near-perfect agreement. Notably, this emotion annotation task

has much higher agreement than the sentence-level annotation emotion tasks discussed in

Alm’s Fairy Tales dataset (Section 2; Emotion Datasets). I suspect that this is the case

for at least three reasons. First, focusing on words is an easier because sentences often
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Algorithm 1: pos expansion and emotional sense test
input : a wordform w from nrc
result: outputs all valid wordform+pos (w, p) pairs, marked with whether or not they are presumed emotional.
for p ∈ {VB, JJ, NN, RB} do

if (w, p) is not in Wordnet then
continue;

end
if (w, p) is labeled in WNA then

print(w, p);
continue;

end
allSynsets← Synsets(w, p);
firstSynset← allSynsets[0];
affectiveSyn← false;
for (s, p) ∈ firstSynset do

if (s, p) is labeled in WNA then
affectiveSyn← true;

end
end
if affectiveSyn is true then

print(w, p);
continue;

end
theGloss← firstSynset.gloss;
affectiveLem← false;
for (w′, p′) in tokenize(theGloss) do

(l, p′)←lemmatize(w′, p′);
if (l, p′) is labeled in WNA then

affectiveLem← true;
end

end
if affectiveLem is true then

print(w, p);
end

end

have complex emotion valence: there might multiple emotions in a sentence. Second, the

NRC words that are retained at this stage are clearly emotional, they are selected to be

such, and so are less emotionally ambiguous than neutral words: there are no borderline

cases. Finally, I defined a clear set of procedures for identifying the emotion, which were

developed during several rounds of pilot annotation, following best practice in linguistic

annotation.

• Presumed Emotional: For each wordform-POS pair, I examined the first sense in

WordNet, any labels in WNA, and the labels in NRC.orig to determine if they

65



NRC.v1 NRC.v2 NRC.v3

Emotion label p r F1 p r F1 p r F1

JOY 0.738 0.570 0.643 0.805 0.577 0.672 0.855 0.572 0.686
ANGER 0.359 0.253 0.297 0.347 0.226 0.274 0.432 0.240 0.308
SURPRISE 0.151 0.263 0.192 0.144 0.254 0.184 0.178 0.254 0.209
DISGUST 0.095 0.324 0.147 0.124 0.353 0.183 0.137 0.500 0.215
FEAR 0.407 0.212 0.279 0.589 0.200 0.299 0.535 0.327 0.406
SADNESS 0.632 0.417 0.502 0.661 0.473 0.552 0.717 0.451 0.553

macro-Avg. 0.397 0.340 0.343 0.445 0.347 0.361 0.476 0.391 0.396
micro-Avg. 0.466 0.408 0.435 0.510 0.418 0.460 0.545 0.435 0.484

Table 4.5: Result of using different, corrected versions of the NRC to the Zad and Fin-
layson [2020] emotion detection system on Alm’s fairy tales.

were compatible, focusing on identified emotional words and synonyms. If there

were disagreements between the WNA and NRC.orig I examined the Keyword-

in-Context index for that POS. In cases where it was ambiguous whether NRC.orig,

WNA, or WordNet was the correct analysis, I defaulted to NRC.orig. Out of

2,328 presumed emotional pairs, 1,957 were ultimately kept as having at least one

emotion label.

• Unknown: Pairs in this group were distinguished from the Presumed Emotional

group by the lack of obvious emotional words in the WordNet glosses of the pair

or its synonyms. While I examined the WordNet entries for these pairs carefully,

I spent more time examining the Keyword-in-Context index to look for emotional

senses. Out of 3,838 unknown pairs, ultimately 1,729 were marked as having at

least one emotion label.

Figure 4.2 shows the outline of the process to construct final, corrected version of the

NRC, which I refer to as NRC.v3 in the rest of this chapter.
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NRC.orig
4,463 entries (wordforms only)

NRC.v1
6,166 pairs (wordforms+POS)

NRC.v2
Presumed Emotional:

2,328 pairs

(§4.2) Emotional Word
Test

2,480
neutral

3,686
Emotive

(§4.1) Assign POS to
NRC words

Unknown:
3,838 pairs

1,9573712,109 1,729

NRC.v3

(§4.3) Manual Checking

Figure 4.2: The semi-automatic procedure for correcting the NRC.

w SURPRISE w/o SURPRISE
Avg.

(1) w/ DISGUST (2) w/o DISGUST (3) DISGUST+ANGER (4) w/ DISGUST (5) w/o DISGUST (6) DISGUST+ANGER

NRC.v1 0.343 0.421 0.402 0.421 0.533 0.513 0.439
NRC.v2 0.361 0.439 0.429 0.451 0.573 0.551 0.467
NRC.v3 0.396 0.462 0.463 0.489 0.594 0.583 0.498
NRC.v1 0.435 0.481 0.461 0.545 0.603 0.577 0.517
NRC.v2 0.460 0.505 0.491 0.585 0.644 0.622 0.551
NRC.v3 0.484 0.520 0.517 0.607 0.655 0.637 0.570

Table 4.6: Comparing the macro-average (top three rows) and micro-average (bottom
three rows) F1-scores of using the three corrected versions of NRC with Zad and Fin-
layson’s emotion detection system on Alm’s fairy tales using different emotion label sets.

4.4 Evaluation of the Corrected Resource

In order to compare and evaluate the outcome of the correction procedure, I ran the emo-

tion detection model developed by Zad and Finlayson [2020] using NRC.v1, NRC.v2,

and NRC.v3 as the emotion lexicon. I chose this model because the code was helpfully

provided in full, and the model uses a single emotion lexicon with wordform-POS pairs

to drive its emotion detection. In this section, I discuss the details of this comparison.
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The emotion detection system of Zad and Finlayson originally used WNA as the emo-

tion lexicon (leveraging wordform+POS pairs), and tested on Alm’s fairy tale dataset

[Alm, 2008]. While the system is convenient as an experimental testbed because the full

code is available, Alm’s dataset uses only six emotions (ANGER, FEAR, SADNESS, SUR-

PRISE, DISGUST, and JOY), as opposed to Plutchick’s eight used by the NRC. This means

I needed to trim my NRC versions down to six labels for compatibility (I dropped AN-

TICIPATION and TRUST). This makes the evaluation of the NRC using this experimental

setup at best an approximation for the quality of my procedure. One would imagine that,

if I had an experimental tested that used all eight of Plutchik’s emotions, performance

would be correspondingly higher.

As described below, I also experimented with reducing the number of labels, following

the experimental procedure outlined in Zad and Finlayson [2020]. Further, following the

same procedure, I conducted my emotion detection comparisons on the subset of Alm’s

dataset [Alm, 2008, 2010] which contains 15,302 sentences from 176 children’s fairy tales

from classic collections by Beatrix Potter, the Brother’s Grimm’s, and Hans C. Andersen.

I chose this corpus because of the ready availability of an emotion detection system as

illustrated in Figure 4.3 [Zad and Finlayson, 2020] that uses this corpus for evaluation

(§3).

Alm merged anger and disgust class for data sparsity and related semantics between

them in the data set and present them in one class of emotion. See Fig. 3.5 for further

details.

4.4.1 Comparing NRC.v1, NRC.v2, and NRC.v3

Table 4.5 shows the precision, recall and F1 measurements of the emotion detection sys-

tem when substituting the three different versions of the NRC in experimental setup for
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Input Corpus,
& Psychological

 Model

[Ye]m

Emotion 
Lexicon

Sentence
 labels

λ: S ↦ E

Sentences S = { si }n

2. Vector Space Modeling

3. Labeling 

1. For every sent. term s,ω:
     Find vs,ω: TF-IDF (s,ω) 
2.Construct Vs = [vs,ω]ω∊Ω
3. For every emotion e∈E
     Construct Ye using
     Emotion Lexicon

Figure 4.3: Emotion Detection System

WNA, using just the six emotions present in Alm’s data (dropping all the labels of AN-

TICIPATION and TRUST). The first three columns result gives a baseline for performance

of what is effectively the original NRC in the Zad and Finlayson [2020] experimental

setup.

The next two groups show NRC.v2 and NRC.v3, respectively. As can be seen, over-

all micro-average performance rises from 0.435 for NRC.v1 to 0.460 for NRC.v2 and

0.484 for NRC.v3. This provides solid evidence that my correction procedure improved

the quality of the resource.

While one might expect that the recall in Table 4.5 might strictly go down moving

from NRC.v1 to NRC.v3, because I are removing terms, I are in fact correcting labels

continuously in these revisions, which results in an improvement in recall and overall

performance.
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Label Set JOY ANGER FEAR SADN. DISG. SURP. # OF SENT.

(1) Ekman’s labels 0.380 0.125 0.141 0.226 0.029 0.098 1167
(2) -DISGUST 0.392 0.129 0.146 0.233 - 0.101 1133
(3) ANGER+DISGUST 0.369 0.18 0.137 0.219 - 0.095 1204
(4) -SURPRISE 0.422 0.139 0.157 0.251 0.032 - 1053
(5) -SURPRISE, -DISGUST 0.436 0.143 0.162 0.259 - - 1019
(6) -SURPRISE, 0.407 0.199 0.151 0.242 - - 1090

DISGUST+ANGER

Table 4.7: Fairy tales label distribution

4.4.2 Varying the Label Sets

Alm’s “high agreement” dataset only contains 148 sentences with DISGUST and SUR-

PRISE labels, a highly imbalanced distribution. To investigate the impact of this imbal-

ance on the results, I repeated the emotion detection experiment six times for each of the

three version of the NRC, once for each of the reduced label sets shown in Table 4.6,

which also shows how varying the label sets affects the performance of the emotion de-

tection system for different version of the NRC. In all cases my corrected verisons of the

NRC improve performance, anywhere from 5.3 to 7 points of F1.

1. Ekman’s Labels: JOY, ANGER, DISGUST, SADNESS, FEAR, SURPRISE

2. ANGER, JOY, SADNESS, FEAR, SURPRISE, dropping DISGUST-labeled sentences

3. JOY, SADNESS, FEAR, SURPRISE, combining ANGER+DISGUST

4. JOY, ANGER, DISGUST, SADNESS, FEAR, dropping SURPRISE-labeled sentences

5. ANGER, JOY, SADNESS, FEAR, dropping DISGUST- and SURPRISE-labeled sen-

tences

6. JOY, SADNESS, FEAR, combining ANGER+DISGUST, dropping SURPRISE-labeled

sentences

Table 4.7 shows the distribution of labels for Alm’s data under different label sets.

Therefore, each of the 18 values in Table 4.6 is corresponding to an experiment with

a different combination of emotion lexicon and label set. five labels (Joy, Anger, Disgust,
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Sadness, Fear), Four labels (Anger+Disgust, Joy, Sadness, Fear), and Four labels (Anger,

Joy, Sadness, Fear) and removing 34 disgust-labeled sentences from All-agreement anno-

tated Alm’s fairy tales.

4.5 Contributions

I noted three categories of error in the popular NRC emotion lexicon, including a large

number of seemingly biased entries. I developed and applied a semi-automatic procedure

to generate three different corrected version of the NRC, and showed via experiment

that these new versions improved the performance of an existing emotion-lexicon-based

emotion detection system. This work shows the utility of careful error checking of lexical

resources, especially with attention to correcting for unintended biases. Finally, I release

the revised resource and my code to enable other researchers to reproduce and build upon

results6.

6https://doi.org/10.34703/gzx1-9v95/PO3YGX
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Chapter 5

The ABBE Corpus: Animate Beings Being Emotional

The dataset collection process is an influential part of every machine learning work, and

can affect the quality of the work significantly in both negative and positive ways. This

challenge becomes more important and complicated when dealing with textual datasets

because of two reasons. First, manually annotating such datasets in a large-size is a costly

and time consuming process. Second, in most cases, assigning labels is related to the

humans non-objective cognitive views. Emotion detection is an NLP task that has been

established for quite some time, and has seen quite a few published corpora, resources,

and systems [Olveres et al., 1998, Mueller, 1998, Aman and Szpakowicz, 2008, Chatter-

jee et al., 2019, Zad and Finlayson, 2020]. Traditionally, emotion detection consists of

categorizing a piece of text as to an expressed emotion, for example, tagging the sentence

“I was furious.” with the label ANGER. Alternatively, the task might also involve first find-

ing spans of text that express emotion before categorizing them, for example identifying

that it is the word furious that provides the affective semantics for that sentence.

This approach to emotion detection is useful, but notably leaves out a key piece of

information: namely, who exactly is experiencing the emotion. Emotions usually do not

appear in a vacuum, and are usually experienced by someone, and knowing who is expe-

riencing the emotion is a important step in understanding the semantics of the text. Ac-

cordingly I present the first corpus where emotion expressions are associated with those

who are experiencing the emotion. In the general case, emotions might be associated with

several different types of experiencers (e.g., the author, the narrator, the audience, etc.),

each presenting their own challenges for definition and annotation. In the ABBE cor-

pus I focus on animate beings who are part of the world of the text and are experiencing

emotions, and I provide annotations on top of 30 chapters (i.e., narratives) drawn from

the Corpus of English Novels, providing several thousand animate beings and expressed

72



emotions that can be used for training, testing, and validation of automatic systems. There

are many possible reasons for doing annotation, but they all fall into two basic categories.

The first reason is to capture, in an explicit and unequivocal representation, some aspect

of a person’s understanding of a text, so that this information may then be used to train

or test computer systems that aim to emulate people. The second reason is to construct

an understanding of some aspect of a text which cannot yet be automatically determined

by computer. As a psychological model I chose plutchik as it is a common and basic psy-

chological model used by researchers in the emotion detection field [Tabak and Evrim,

2016, Abdaoui et al., 2017, Rose et al., 2018, Lee et al., 2019, Ljubešić et al., 2020, Zad

et al., 2021c]. Also, There is no annotated text for fairytales or narratives regarding these

eight emotions. Moreover, Alm’s childern fairy tales dataset is annotated based on five of

Ekman’s six emotions and I aimed to extend the number of emotion classes for using in

future research. I reviewed in (§2) a selection of language resources that are relevant to

emotion, and provide context for the ABBE corpus. I extensively reviewed both emotion

lexicons and annotated corpora in (§2).

This chapter proceeds as follows. First, I review basic definitions of the key concepts

in play, i.e., emotion and animate being (§5.1). Then I describe in detail the annotation

scheme I designed (§5.2), as well as the texts included in the corpus, my selection cri-

teria, and agreement measures (§5.3). I conclude with an examination of interesting and

difficult edge cases (§5.4), and my contributions (§6.7).
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5.1 Definitions

5.1.1 Emotion

Theories of emotion go back to the ancient Greeks and Romans, and have been a recurring

theme of inquiries into the nature of the human experience throughout history, including

famous proposals by Charles Darwin and William James in the 19th century [Darwin and

Prodger, 1998, James, 1890]. Regardless of the spectrum of complexity stated in (§2),

what is crucial for my work is that emotion is a mental state that must be attributed to a

being capable of maintaining such a state.

In cognitive / psychological approaches (which, as mentioned in (§2)) there are three

broad classes of theories that attempt to describe what emotions exist and the interac-

tions between them: categorical, dimensional, and hybrid. Categorical models propose a

discrete set of emotions; these include theories by Ekman [1999], Parrott [2001], Shaver

et al. [1987], Oatley and Johnson-Laird [1987], and Izard [2007]. Dimensional theories

propose descriptive dimensions of and relations between emotions, such that experienced

or expressed emotions fall along the relevant dimensions and potentially shade into each

other, and are not necessarily distinct. Theories in this class include those by Russell and

Barrett [1999], Scherer [2005], Lövheim [2012], Ortony et al. [1990], and Fontaine et al.

[2007]. Finally, there are Hybrid models which combine aspects of both categorical and

dimensional theories; the theory by Plutchik [Plutchik, 2001a] falls into this class. In my

work, for reasons given in section below, I adopt the eight basic categories of Plutchik’s

model. Regardless of the specific theory chosen, however, what remains is the importance

of the concept of mental state, which means that a proper description of emotion includes

not only the emotion itself, but also the experiencer of an emotion. I turn to that next.
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Plutchik’s Wheel of Emotions Model

As mentioned above, there are numerous psychological theories of emotion. In this work

I have chosen to use the eight basic emotions of Plutchik’s model. The reasons for this

choice are twofold. First, the most commonly used emotion theory in NLP is Ekman’s

six category model [Ekman, 1999]; however, this model has several noted deficiencies in-

cluding lacking several key emotional concepts (i.e., trust, anticipation) as well as lacking

any well defined relationship between the categories. Plutchik’s model resolves these two

problems without adding a significant amount of complexity (which would increase the

difficult of annotation), while still being compatible with Ekman’s model. Second, there

are a number of available resources for Plutchik’s model, including both emotion lexi-

cons and corpora, which make the choice of this as a model practical in terms of building

immediately useful systems.

To understand Plutchik’s model, shown in Figure 2.3, it is necessary to break it down

based on the various aspects of the model, such as what the primary emotions are and

their opposites.

Primary The eight colored sections are designed to indicate that there are eight pri-

mary emotions: anger, anticipation, joy, trust, fear, surprise, sadness and disgust. Some

attributes that are associated with these eight sectors can be seen in Table 5.1. The eight

primary emotions can be seen related to certain scenarios and cognition that help others

understand what emotion an individual is experiencing in each moment and possible rea-

sons for it. A person who feels as if their life is threatened, as shown in Table 5.1, would

most likely feel fear of dying and try to leave the situation to feel safe again. Throughout

this, normally a person would feel fear and would express such emotion. This is further

supported in Table 5.2 as shown with certain cases such as reacting to contact with a

strange object can surprise people. This can be seen too with anger when someone is de-
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Stimulus Event Cognition Feeling State Overt Behavior Effect

Threat Danger Fear Escape Safety
Obstacle Enemy Anger Attack Destroy Obstacle
Gain of valued object Possess Joy Retain or repeat Gain resources
Loss of valued object Abandonment Sadness Cry Reattach to lost object
Member of one’s group Friend Acceptance (Trust) Groom Mutual support
Unpalatable object Poison Disgust Vomit Eject poison
New territory Examine Expectation (Anticipation) Map Knowledge of territory
Unexpected event What is it? Surprise Stop Gain time to orient

Table 5.1: Related attributes of feeling states [Plutchik, 2001b].

structive. Emotions can be shown through the actions, words, responses, and more from

an individual in a certain situation.

Opposite Each primary emotion has a polar opposite:

• Joy←→ Sadness

• Fear←→ Anger

• Anticipation←→ Surprise

• Disgust←→ Trust

Combinations Emotions are often complex. The emotions placed between the colored

sections are those represented as a mix of the two neighboring primary emotions. For

example, Anticipation and Joy combine into Optimism. Joy and Trust combine into Love.

Intensity The vertical dimension, shown radially in the main portion of the figure, and

vertically in the upper left inset, Figure 2.3, represents intensity—emotions intensify as

they move from the outside to the center of the wheel (top to bottom of the cone), which

is also indicated by the color: The darker the shade, the more intense the emotion. For

example, Anger at its lowest level of intensity is Annoyance. At its highest level of

intensity, Anger becomes rage. Another is a feeling of Boredom, which can intensify to

loathing if left unchecked, noted as dark purple.
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Prototype Adaptation Hypothesized Emotion

Protection: Withdrawal, retreat, contraction Fear, Terror
Destruction: Elimination of barriers to the satisfaction of needs Anger, Rage
Incorporation: Ingesting nourishment Acceptance (Trust)
Rejection: Riddance response to harmful material Disgust
Reproduction: Approach, contact, genetic exchanges Joy, Pleasure
Reintegration: Reaction to loss of a nutrient object Sadness, Grief
Exploration: Investigation of one’s environment Curiosity, Play (Anticipation)
Orientation: Reaction to contact with a strange object Surprise

Table 5.2: Hypothesized Emotions [Plutchik, 2001b].

5.1.2 Experiencers of an Emotion: Animate Beings

Key to emotion is mental state, and to have a mental state there must be a mind. There

are numerous minds—real or imagined—that could be the experiencer of emotions de-

scribed in text. From the point of view of a reader of a text, possibly the first being that

comes to mind as potentially experiencing an emotion is the reader themself: individuals

who consume a text, be it a narrative, essay, textbook, or other genre of text, can expe-

rience emotions during that consumption. These emotional experiences may or may not

correspond to emotions described in the text—for example, a student might feel despair

or anguish on reading the first paragraphs of their new textbook on statistical mechanics,

despite those emotions not being directly describe in the textbook in question. There, of

course, are notable cases where emotions described in a text might reasonably be expected

to be experienced by the reader, such as the case in literature when readers feel sympa-

thetic emotion that mirrors that being experience by characters in the narrative. This is

obviously a difficult case because how an individual or an “average reader” (if such a per-

son can even be reasonably constructed) might react to a particular text can be extremely

difficult to predict.

Another possible emotion experiencer is the author (as distinct from the presented

narrator) of the text. In these cases, especially in cases of first person description, the
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author may describe or imply emotions attributable to themself. This can be communi-

cated explicitly through semantically emotional words (e.g., When writing this book, I

fell into depression.) or may be expressed implicitly through devices such as style or even

punctuation (e.g., the use of explanation points).

A third broad category of experiencer I will term animate beings, by which I specif-

ically mean beings described as being part of the “world” of the text. Canonically, such

beings are often thought of as the “characters” in the world of the text; however, my cat-

egory is broader than character because there might beings described in the text which

can experience emotions which are not, narratively speaking, characters. I thus more

precisely define this concept.

I start by defining animacy, which is the characteristic of being able to independently

carry out actions (e.g., movement, communication, etc.) [Jahan et al., 2018b]. Human

beings, for example, are animate because they can move and communicate in a realistic

environment; however, a chair or a table cannot do these things on their own, hence they

are typically regarded inanimate. Animacy is a required property of characters in stories,

which means that all characters must be animate in the traditional sense.

Characters, however, are not the only possible animate beings in a text. As defined in

detail elsewhere [Jahan et al., 2020b], characters are animate beings that are important

to the plot of a narrative, meaning that they have a non-trivial role in advancing the

action described in the text. With this distinction in mind, one can see that not all beings

mentioned in a text are necessarily character: the text in question might not actually be a

proper narrative, or there might be other, minor beings that could in theory be removed

while keeping the essence of the plot or action of the text. I include these beings in

my definition of animate being. An animate being, then, is any entity described in a

text that can act autonomously or individually such as a person, an animal, the narrator,

an imaginary creature, a magically animate tree, etc. Any and all of these beings can
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The challenges of identifying the emotions experienced by these three classes of po-

tential experiencers of emotion (readers, authors, and animate beings) differs greatly;

therefore, I concentrate in this work on the third class (animate beings), as these seem to

account for the vast majority of explicit references to emotion in texts commonly encoun-

tered.

5.2 Annotation Scheme & Process

I detail here the different parts and definitions of the ABBE annotation scheme, and de-

scribe how the corpus was annotated.

5.2.1 Annotation Scheme

There are four components to annotation scheme: (1) the emotional expression span;

(2) the emotion expressed in that span; (3) animate beings experiencing the identified

emotions.

Emotional Expression Span

Annotators were first asked to identify spans of text that expressed emotions. They read

the text and identified any emotional words or phrases. They were asked to identify the

minimum span of contiguous tokens that covered all the emotional words in a single

expression. Annotaters were allowed to reference WordNet [Fellbaum, 1998b] to help

them disambiguate when words were being used in an emotional sense.

(1) “John was the [happiest] man alive”: In this example, I mark only the token hap-

piest as emotional, not including the article or the modified phrase man alive, as
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these are outside the minimum span of contiguous tokens that cover all the emo-

tional words.

(2) In contrast, “Edna’s death has filled me with immense [sorrow and dread] as I saw

her life-less corpse”: The emotional span covers sorrow and dread since multiple

tokens, separated by non-emotion words (i.e., and), are used to highlight the emo-

tion occurring in this particular instance of the text which pertains to an article.

Emotion Expressed

Once the span was identified, annotators were asked to mark the span as to the emo-

tion or emotions expressed, making this a multi-label classification task. As discussed, I

used Plutchik’s primary taxonomy of eight emotions: Joy, Trust, Fear, Surprise, Sadness,

Anticipation, Anger, and Disgust. I provide descriptions of each category below.

Joy A feeling of extreme gladness delight, or exaltation of the spirit arising from a sense

of well-being.

(3) “The young man was fluent and [gay]Joy, but he laughed louder than was natural

in a person of polite breeding. . . ”

Sadness An emotional state of unhappiness usually aroused by the loss of something

that is highly valued

(4) “It was only forty pounds he needed,” said the young man [gloomily]Sadness.

Disgust A strong aversion to something deemed revolting, or towards a person’s behav-

ior deemed repugnant
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(5) From the whole tone of the young man’s statement it was plain that he harbored

very [bitter and contemptuous]Disgust thoughts about himself.

Trust A reliance on or confidence in the dependability of something.

(6) I [confide]Trust in your abilities to get through all of this chaos.

Anger An emotion characterized by tension and hostility arising from frustration.

(7) All you do is [anger]Anger me everyday.

Fear An intense emotion aroused by the detection of imminent threat, involving an

immediate alarm reaction.

(8) “Your Highness,” said the Colonel, turning [pale]Fear; “let me ask you to consider

the importance of your life, not only to your friends, but to the public interest.”

Anticipation A looking forward to a future event or state, with an affective component.

(9) He was eagerly waiting for it, [expecting]Anticipation it to come for him.

Surprise An emotion resulting from the violation of an expectation or the detection of

novelty.

(10) At its close Lady Theobald found herself in an utterly [bewildered and thunder-

struck]Surprise condition.

As mentioned, annotators were allowed to assign multiple emotion categories if a span

expressed more than one emotion.
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(11) The poor man was [jealous]Anger, Disgust of the rich kid winning the lottery.

(12) Remembering the tragic moment has instilled his soul with [anger and

sorrow]Anger, Sadness as he realized how corrupt the world around him was.

(13) He could not contain himself, as he ran towards the entrance of the park [gleefully

looking forward]Joy, Anticipation to the adventures today will bring.

Identifying the Emotion Experiencer

With labeled emotional expression spans in hand, the last part of the annotation is to

identify the animate being who is experiencing the emotion. To identify animate beings, I

followed the same procedure as specified by Jahan et al. [2018b]. In particular, as I based

ABBE off of the 30 selections from the Corpus of English Novels already annotated in

that work so that I could check our annotations. The annotators looked for the closest

referring expression for the relevant animate being based on their understanding of the

text. If no animate being could be identified, the emotional span was dropped from the

dataset. I found only minor variations between our annotations of animate beings and

those of Jahan et al.

In the end, this sequence of steps resulted in annotations structured as follows:

(14) [His]AB1 thoughts were both quiet and [happy]]Joy→AB1 His brief favour with the

Duke he could not find it in his heart to mourn; with Joan to wife, and my Lord

Foxham for a faithful patron, [he]AB2 looked most [happily]Joy→AB2 upon the fu-

ture; and in the past he found but little to regret.

In this short snippet of text there are two emotional experiences, the first being experi-

enced by the person referred to by His, and the second by he. It just so happens that
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these two referring expressions are co-referent; I did not mark coreference explicitly in

the dataset, but it can be extracted from Jahan et al.’s annotations of the same texts.

5.2.2 Annotation Workflow

As mentioned previously, the ABBE corpus is double-annotated. Two annotators (the first

and second authors) performed the annotation. Each week, both annotators were given

the same, specific collection of text to annotate. Once both annotators were finished, they

met to review and adjudicate disagreements.

5.2.3 Agreement Measures

Agreement on identification of the tokens that are part of emotion spans, before adjudica-

tion, was 0.933 F1. Agreement on identification of animate beings, before adjudication,

was 0.970 F1. These two sets of judgements were then adjudicated, which allowed us to

compute inter-annotator agreement for emotion assignment.

The overall inter-annotator agreement on emotion assignment was 0.826 measured

using Cohen’s kappa (κ). Cohen’s kappa measures the agreement between two raters

who each classify N items into C categories; here, there are C = 8 different emotion

categories. κ is defined as po−pe
1−pe where po is the relative observed agreement. Assuming

that emotion sets L1 and L2 represent the multi-emotion labels given by raters 1 and 2

respectively, the relative observed agreement is calculated as:

po =
|(L1 ∩ L2) ∪ (L1 ∩ L2)|

8
(5.1)

where 8 is the number of emotion labels. pe is the hypothetical probability of chance

agreement, using the observed data to calculate the probabilities of each observer ran-

domly seeing each category. I used the following formula to calculate pe:
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pe =

∑
k

N1kN2k

N2
(5.2)

where N1k and N2k are the number of times that raters 1 and 2 predicted category k.

5.3 Selected Texts

ABBE comprises 30 selections from the Corpus of English Novels, a 25-million-word

corpus which consists of 292 novels by 25 different novelists [De Smet, 2008a]. These

novels were written between 1881 and 1922 and the corpus was designed to track short-

term language changes and comparing usage across a certain generation of authors. The

purpose of selecting novels for ABBE is to take advantage of the relative density and

variety of reported emotion due to the nature of the genre and a large number of different

characters, environments, situations, and writing styles provided by the different novels

from different writers. The key counts for the corpus are given in Table 5.3, while the

specific selections included in ABBE are shown in Table 5.4

Feature Count

# of Texts 30
# Tokens 134,513
# Emotional Animate Beings 2,227
# Emotion Spans 2,010

# Joy labels 735
# Sadness labels 678
# Disgust labels 359
# Trust labels 471
# Anger labels 408
# Fear labels 540
# Anticipation labels 649
# Surprise labels 409

Table 5.3: Key Counts for the ABBE Corpus
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Novels Name Of Story Author Chapters

1 A Fair Barbarian Frances Hodgson Burnett 25-26
2 Milly and Olly Mary Augusta Ward 10
3 Treasure Island Robert Louis Stevenson 11
4 Mr. Isaacs Francis Marion Crawford 14
5 The Suicide Club Robert Louis Stevenson 1
6 Doctor Claudius: A True Story Francis Marion Crawford 20
7 A Roman Singer Francis Marion Crawford 24
8 Miss Bretherton Mary Augusta Ward 7
9 Philistia Charles Grant Blairfindie Allen 2
10 The Black Arrow: A Tale of the Two Roses Robert Louis Stevenson 7
11 The Unclassed George Robert Gissing 38
12 A Mummer’s Wife George Augustus Moore 30
13 King Solomon’s Mines Henry Rider Haggard 20
14 Little Lord Fauntleroy Frances Hodgson Burnett 1
15 Prince Otto Robert Louis Stevenson 4
16 The Children of the King Francis Marion Crawford 12
17 The Shadow of a Crime Thomas Henry Hall Caine 51
18 Zoroaster Francis Marion Crawford 20
19 A Tale of a Lonely Parish Francis Marion Crawford 24
20 Demos George Robert Gissing 36
21 On Being in Love Jerome Klapka Jerome 2
22 Kidnapped Robert Louis Stevenson 30
23 Muslin George Augustus Moore 29
24 A Romance Of Two Worlds Marie Corelli 14
25 Strange Case of Dr. Jekyll and Mr. Hyde Robert Louis Stevenson 1
26 Vendetta!: Or The Story of One Forgotten, a Novel, Volume 1 Marie Corelli 1
27 A Mere Accident George Augustus Moore 9
28 Marzio’s Crucifix, Volume 1 Francis Marion Crawford 11
29 A Little Princess Frances Hodgson Burnett 18
30 Saracinesca Francis Marion Crawford 34

Table 5.4: CEN 30 Selected Texts

5.4 Difficult and Interesting Cases

5.4.1 Multiple Conflicting Emotions

Naturally it is possible for an animate being to feel different, even conflicting, emotions

over time. There is no problem when these emotion mentions are separated in the text,

but in certain cases the text presents these emotions as being attached to the same refer-

ring expression. In these cases I do not provide any distinguishing information, and just

annotation the emotion mentions normally:
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(15) [Henry]AB1 was [upset]Sadness→AB1 at his grade for his midterm, but this turned to

[joy]Joy→AB1 when it turned out to actually be a passing grade.

(16) [Anger]Anger→AB1 filled [John’s]AB1 veins, which soon became tears of

[sorrow]Sadness→AB1 . . .

In both examples, the relevant animate being moves from one emotion to another, but the

emotions are attached to the same referring expression.

5.4.2 Sets of Animate Beings

It is not uncommon for a single emotional span to be attributable to several animate be-

ings at once. In the case of separable mentions, the annotation points to each individual

animate being. For example:

(17) [Jack]AB1 was afraid of [falling]Fear→AB1,AB2, and so was [Jill]AB2.

In cases where the animate beings are indicated by a single phrase (such as a conjunctive

noun phrase, or a plural pronoun), the phrase is marked as the relevant animate being:

(18) [Jack and Jill]AB1 were [scared]Fear→AB1 of falling.

(19) [They]AB1 were [scared]Fear→AB1 of falling.

In these cases, the emotion is attributed to the set that comprises Jack and Jill (or they).

5.4.3 Emotion vs. Action

There is a difference between emotion and action; while there are many actions which

imply the agent is or will experience certain emotions, I don’t mark an emotion unless it
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is necessarily part of the semantics of the action, or the emotion is explicitly mentioned.

Compare the following:

(20) I went to Disneyland. (no emotion)

(21) [I]AB1 was [ecstatic]Joy→AB1 to go to Disneyland.

5.4.4 Emotion vs. Mood

There are also cases where an emotion is not present but is generalized, not isolated in

time, and cannot be assigned to a specific animate being or set of animate beings. These

I call moods, and I do not mark them. For example:

(22) Dread fills the city late at night.

In this sentence, Dread is clearly affective, but there is no one specifically mentioned as

experiencing the emotion.

5.5 Contributions

My contributions in this chapter are threefold. First, I note the importance of the expe-

riencer to the idea of emotion, and point out that all prior corpora of annotation emotion

omit this information. Second, I define an annotation scheme that captures the experi-

encer of an emotion (an animate being), based on prior work on emotion classification

and animate being detection. Finally, I provide the ABBE corpus, a collection of 30 texts

(134.5k tokens) annotated for 2,010 emotion spans associated with 2,227 animate beings,

annotated with excellent inter-annotator agreement.
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Chapter 6

Detecting the Emotions of Animate Beings

Emotion is an important feature of communication, especially so for narratives [Herman,

2014]. Importantly, animate beings are often the vehicles of emotional expression in

narrative: animate beings, especially characters, are key elements of narrative [Chatman,

1986, Margolin, 1990] and are often portrayed as experiencing particular emotions, which

are separate from—or intended to stimulate—emotions in either the narrator figure or the

reader. Therefore, detecting the emotions experienced by animate beings in a narrative is

an important step toward general automatic narrative text understanding.

Emotion detection in text has received quite a bit of attention, leading to a number

of approaches for automatically detecting emotion expressed in text [Binali et al., 2010,

Shelke, 2014, Canales and Martı́nez-Barco, 2014, Garcia-Garcia et al., 2017, Sailunaz

et al., 2018, Zad et al., 2021b], including narrative text specifically [Alm, 2008, Zad and

Finlayson, 2020]. Similarly, there exist recently developed approaches to detecting ani-

mate beings [Jahan et al., 2018a, 2020a]. However, no one has yet combined these ap-

proaches to detect emotions represented as being experienced by the animate beings in a

story. I present such a system here.

The canonical case of such an expression might be something like “Emma Bovary felt

happy that day.”, where the animate being is Emma Bovary and the emotion felt by that

being is joy (in Plutchik’s ontology). The simplicity of this canonical example belies the

difficulty of the task: my system achieves an overall F1 of 0.76, which, while respectable,

clearly indicates there is room for improvement.

I begin this chapter to describe the dataset I use for training and testing (§6.1) and

then describe my emotion detection pipeline (§6.2), which leads to a presentation of the

results (§6.5). Finally, I identify some unsolved challenges that point toward future work

(§6.6) and summarize my contributions (§6.7).
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6.1 Dataset: ABBE

For training and testing I used the recently released Animate Beings Being Emotional

or Emotional Animate beings (ABBE) dataset [Zad et al., 2022]. This dataset contains

30 chapters, each a chapter of a book drawn from the Corpus of English Novels [CEN;

De Smet, 2008b], comprising a total of 134,513 words. The base dataset was created

by Jahan et al. [2018a] and was annotated for coreference structure as well as animacy,

allowing the identification of animate beings. ABBE then adds the identification of spans

of text that represent emotions experienced by animate beings described in the text, marks

them with one or more emotion classes drawn from Plutchik’s 8-class scheme, and links

those labeled spans with the appropriate animate being. ABBE contains 12,686 chains

of animate beings identified by Jahan et al. [2018a]. There are 2,010 unique emotion

spans identified, with an average of 1.85 emotion labels assigned to each span. Zad

et al. reported inter-rater reliability scores of 93.5 F1 for identifying emotional spans,

κ = 88.08% for assigning those spans labels, and 0.988 F1 for associated spans with

beings.

6.2 Overview of the Emotion Detection System

My system combines multiple modules for pre-processing, semantic role labeling, ani-

mate being detection, and emotion labeling to achieve detection of the emotions described

as being experienced by animate beings in the text. The fully automatic sequence of steps

is as follows.

1. Pre-Processing: Using the Stanford CoreNLP library [Manning et al., 2014] I pre-

processed the 30 chapters in the corpus by identifying sentence boundaries, tok-
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4.2 Supervised Emotion Labeler
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Figure 6.1: The automatic procedure for animate being’s emotion detection.

enizing each sentence, computing lemmas for each token, and pos-tagging each

lemma.

2. Semantic Role Labeling: I applied semantic role labeling (SRL) to find the verbal

arguments and their roles in sentences of the corpus using the tool developed by [Shi

and Lin, 2019], which achieves a F1 of 78.9% on English Ontonotes 5.0 dataset.

3. Animacy Labeling: I labeled the animacy of coreference chains occurred in the 30

chapters using the classifier described by Jahan et al. [2020a].
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6.2.1 Unsupervised Emotion Labeler

In steps 4 to 6, I explored two different approaches to performing emotion labeling for

the animate-beings referenced in the text: (a) unsupervised, and (b) supervised. I give

an overview first of the unsupervised approach; details for the below steps are given in

Section 6.3.

4a. Vector Space Modeling: Using the POS-tagged lemmas obtained in the first step,

I considered each identified SRL argument as a bag of words (BoW) and calculated

a vector of tf-idf values for it. Also, I used the Revised NRC lexicon from Zad et al.

[2021c] to build a set of emotion vectors for eight classes derived from Plutchick’s

scheme.

5a. Noise Cancellation using NMF: Using non-negative matrix factorization, I re-

moved the non-affective features of my constructed vector space model to enhance

the accuracy of labeling made in the next step. This follows the approach described

in [Zad and Finlayson, 2020].

6a. Labeling and Assignment: Next I used the assignment approach described in Zad

and Finlayson [2020] (with 8 emotions instead of 4) to assign a set of emotion labels

to each of the arguments identified by the SRL using a cosine-similarity metric.

Arguments inside the same verbal semantic role structure as an animate being were

then assigned to that animate being.

6.2.2 Supervised Emotion Labeler

I also explored a supervised approach, outlined as follows.; Details for the below steps

are given in Section 6.4.

4b. Emotion Labeling I used the Revised NRC lexicon from Zad et al. [2021c] to

assign a set of emotion labels to each of the arguments identified by the SRL.
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5b. Feature & Classifier Selection I used a simple, manual boosting approach to find a

high-performing feature set and classifier for each label, where the classifier possi-

bilities were drawn from the set {MLP, Decision Tree, SVM, Naive Bayes, Random

Forests, and KNN}) with a variety of possible hyper-parameter settings. The classi-

fier selected for each label was trained in a one-vs-many setup, and labels assigned

to a span were combined to allow for multi-label results.

6b. Assignment Emotion spans inside the same verbal semantic role structure as an

animate being were then assigned to that animate being.

Table 6.1: List of classifiers and their tunable hyper-parameters.

Classifier Hyper-Parameters

MLP

hidden layers={(100), (50, n, 50)125n=25}
learning rate={constant, adaptive}
activation={relu, tanh, logistic}
solver={adam, sgd, lbfgs}

Decision Tree
splitter={random, best}
criterion={gini, entropy}
max-depth={3, 4, . . .}

SVM
kernel={linear, poly, rbf, sigmoid}
gamma={scale, auto}

Gaussian NB var smoothing={10e-n}12n=5

Rand. Forest
n estimators={50, 60, . . . , 150}
criterion={gini, entropy}

KNN
n neighbors={3, 4, ..., 15}
weight={uniform, distance}
alg.={auto, ball-tree, kd-tree}

6.3 Details of Unsupervised Emotion Labeler

Step 4a: Vector Space Modeling of Semantic Roles

For every phrase p labeled as a semantic argument by the SRL, I construct a bag of

(lemma, pos-tag) pairs by tokenizing, lemmatizing, and POS tagging each word of
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the phrase. Assuming that Ω represents the set of all (lemma, pos-tag) pairs gen-

erated in this process across all phrases, I construct a count vector for BoWp by mapping

each lemma, pos-tag to the count in the phrase (Ω 7→ Z≥0).

Using the count vectors so constructed, I compute a tf-idf vector for each phrase. For

each phrase p, I construct an m dimensional vector where each entry in the vector is the

tf-idf of (lemma, pos-tag) pair ωi in phrase pj; i.e.

vij = −BoWpj(ωi)× log
pop(ωi)

n
(6.1)

where n is the number of all phrases (|P |), Ω = {ωi}mi=1, and

pop(ωi) = |{p ∈ P : BoWp(ωi) > 0}|. (6.2)

The constructed vector space model is represented by an m× n matrix V = [Vpj ]
n
j=1

where Vpj = (v1j, v2j, . . . , vmj)
T .

I also compute a “standard vector” for each of Plutchik’s eight emotion classes Ye =

(ye,ω1 , ye,ω2 , . . . , ye,ωm)
T where ye,ωi

is 1 if the (lemma, pos-tag) pair ωi is mapped to e by

the lexicon, otherwise 0.

Step 5a: Noise Cancellation using NMF

The vectors Vp and Ye from the previous step are all m-dimensional vectors where m

is the total number of terms in the corpus. There are many terms that have little or no

effect on the emotion labeling of the animate-beings in their sentences. Therefore, the

noise cancellation technique Non-Negative Matrix Factorization (NMF) used by Zad and

Finlayson [2020] can enhance the accuracy of emotion labeling system.

When using NMF for decomposing the vector space model, V is factorized into two

matrices Wm×d = [wij] and Hd×n = [hij], both with all non-negative entries. In this
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decomposition, integer d is considered a hyper-parameter and its numerical value can be

fine-tuned by maximizing the accuracy of the labeling system on a certain data set.

The NMF factorization process produces a matrix W whose d columns each repre-

sents an m-dimensional feature for each of the n phrases in the corpus. In other words,

W = [Fj]
d
j=1 where Fj = (w1j, w2j, . . . , wmj)

T for each j = 1, 2, . . . , d, where each of

the d rows of H matrix represents weights of the d features in F .

For every feature Fj , I identify a fraction r of ωi pairs with the highest weights as its

representatives, where r is a hyper-parameter that can be tuned during system optimiza-

tion (r is usually less than 0.01).

In the next step, I remove the ρ features that have little or no emotional relevance,

where ρ is a non-negative integer hyper-parameter that can be tuned. I will call a feature

“emotionally irrelevant” if all of its representative terms are labeled as neutral by the

lexicon. These features will always be removed first. If ρ is less than the number of

emotionally irrelevant features, I choose at random. On the other hand, if the number

of emotionally irrelevant features is less than ρ, I eliminate features Fj in order of their

overall emotional relevance, which is computed by estimating the standard deviation of

values {ηje | e ∈ E} where ηje is number of Fj representatives labeled by e in the revised

NRC and E is the set of eight emotion classes defined in Plutchik’s wheel.

Next, the vector space model is reconstructed (V ′) after eliminating the irrelevant

features. Let I denote the set of indices whose corresponding features are identified as

least relevant in previous step (|I| = ρ). Then, the reconstructed vector space is:

V ′ = [v′ij]m×n s.t. v′ij =
∑

1≤k≤d, k/∈I

wikhkj (6.3)

94



Step 6a: Labeling & Assignment

Emotion labeling is effected by measuring the similarity between updated vectors of

phrases [V ′p ]p∈P and standard emotion vectors [Ye]e∈E . Assuming that τ is a hyper-

parameter referred to as the cosine-similarity threshold (and which can be tuned like

other parameters), the multi-emotion label of each phrase p is calculated using the fol-

lowing formula:

predicted labels of p = {e | sim(Vp, Ye) ≥ τ} (6.4)

where similarity function can be measured by the cosine of angle made by the two given

vectors and the value of τ is generally between 0.01 and 0.1. I then using the semantic

role structures to directly assign emotion spans to animate beings.

To enhance the performance of the system, I tuned the parameters listed in steps 5a

(d, r, ρ) and 6a (τ ) using 10-fold cross-validation.

6.4 Details of Supervised Emotion Labeler

Although the unsupervised approach works well, I explored the use of supervised models

to achieve the same result.

Step 4b: Emotion Labeling of Semantic Roles

To generate emotion labels for semantic role arguments (generated in Step 2) to use for

supervised learning, I used the revised NRC lexicon [Zad et al., 2021c] which assigns

every (lemma, POS-tag) pair ωi to a subset of eight emotions defined in Plutchik’s

wheel [Plutchik, 1984]. Given the set of all ωi in a semantic role R, the emotion label e

is assigned to R if and only if one ωi in R is labeled by e in the Revised NRC. Therefore,

a semantic role can get zero, one, or multiple emotion labels in this step.
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Figure 6.2: Details of multi-label emotion classifier .

Step 5b: Feature & Classifier Selection

Step 5b.1: Feature Set Construction

I use the outcome of steps 1 and 5a to build, extract and engineer the features of a bi-

nary classifier represented by Ce(Ee,We,H,N ,Q, C,R,X ) for every emotion label e in

Plutchik’s emotion model set containing joy, anger, disgust, sadness, fear, anticipation,

trust, and surprise. The outcome of classifier Ce determines whether a given animate be-

ing’s reference is labeled by emotion e (true) or not (false) as illustrated in Figure 6.2.

Here is the description of every possible feature in the feature set:

• Ee: a vector of binary (true/false) values b0, b1, . . . , b5, bm, bv. For each i = 0, 1,. . . , 5,

bi determines whether the animate being is part of a semantic role labeling such that

role ARGi is labeled by emotion e. Also, bm and bv are similar values specifying

the emotion label of ARGM and the verb.

• We: a binary value determining whether there exists at least one emotional word

labeled by e in the sentence containing the reference to animate being.
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• H: a binary value specifying whether the reference to animate being is at the be-

ginning (head) of the sentence.

• N : two binary values, one determines whether the reference to animate being is

associated to a negated phrase by my semantic role labeler, and the second one

specifies whether the reference is part of a sentence containing a negated phrase.

• Q: a binary value determining whether the reference to animate being is part of a

question.

• C: two binary values, one determines whether the reference to animate being is

associated to a conditional statement by my semantic role labeler and the second

one specifies whether the reference is part of a sentence containing a conditional

statement.

• R: semantic role of the reference to animate being determined by my semantic role

labeler. The role can be ARG0, ARG1, . . . , ARG5, or ARGM.

• X : In Plutchik’s Wheel, the eight emotion labels are grouped into four pairs of

opposite labels: (joy, sadness), (anger, fear), (surprise, anticipation), and (trust,

disgust). For every emotion label e, let ē represent the opposite emotion of e. I

define the two features Eē andWē for the classifier Ce in a similar way that Ee and

We. These features determine whether the targeted sentence contains a word/phrase

labeled with opposite emotion; e.g. Cjoy can benefit from vectors Esadness and

Wsadness. In order to take advantage of these two features for any given emotion, I

may replace Ee andWe by E ′e = Ee − Eē andW ′e =We −Wē respectively.

Step 5b.2: SKLearn Decomposition

I used Principal Component Analysis (PCA) [Jolliffe, 2005] to reduce the dimension of

the data while retaining most of the variation in the data set. I apply PCA on the con-
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structed features with the number of components chosen as part of the brute-force search

to find the best performance of the multi-label classification task.

Step 5b.3: Multi-Label Classifier

For every emotion e, I pick a classifier listed in Table 6.1 and apply it on the set of engi-

neered features for emotion e resulted from previous step. I tuned the hyper-parameters

of the classifier is chosen as part of the brute-force search to find the best performance of

the multi-label classification task.

Step 6b: Assignment

As in Step 6a, emotion spans (and their associated emotion labels) were associated with

an animate if they occured inside the same semantic role structure.

For every emotion e, I use 10-fold cross-validation in Step 4b to evaluate the choice of

feature set and classifier in Step 5b, tuning the hyper-parameters of the selected classifier

to achieve the best performance. I did a greedy beam search over combinations of feature

sets and classifiers, stopping the search when performance improvements fell below 0.5

points of F1.

To calculate the overall F1 score among the ten folds, I use the following formula:

overall F1 =
TP

TP + (FP + FN)/2

where TP , FP , and FN represent the average true-positives, false-positives and false-

negatives over all the ten folds respectively. With the goal of maximizing F1 score, I repeat

steps 5.b and 6.b after modifying/fine-tuning the hyper-parameters of feature engineering

tools and classifiers mentioned in the previous steps.
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All E. Sig.W. Setup 1 Setup 2 Setup 3
Base Base Unsupervised Supervised Unsupervised Supervised Unsupervised Supervised

Emotion F1 F1 p r F1 p r F1 p r F1 p r F1 p r F1 p r F1

anger 0.30 0.69 0.84 0.92 0.88 0.73 0.87 0.80 0.67 0.74 0.70 0.61 0.94 0.74 0.19 0.47 0.27 0.26 0.64 0.37
anticipation 0.44 0.69 0.93 0.93 0.93 0.78 0.89 0.83 0.75 0.77 0.76 0.64 0.88 0.74 0.16 0.56 0.25 0.61 0.53 0.57
disgust 0.27 0.67 0.87 0.94 0.91 0.76 0.86 0.81 0.68 0.76 0.72 0.56 0.94 0.71 0.18 0.49 0.26 0.65 0.68 0.66
fear 0.38 0.73 0.87 0.98 0.92 0.77 0.93 0.85 0.73 0.81 0.76 0.68 0.98 0.80 0.23 0.51 0.31 0.73 0.42 0.53
joy 0.48 0.75 0.94 0.91 0.92 0.86 0.85 0.86 0.82 0.78 0.80 0.75 0.89 0.81 0.24 0.57 0.34 0.85 0.64 0.73
sadness 0.46 0.75 0.91 0.95 0.93 0.83 0.89 0.86 0.77 0.79 0.78 0.69 0.93 0.79 0.23 0.53 0.32 0.76 0.63 0.69
suprise 0.31 0.69 0.89 0.96 0.93 0.79 0.90 0.84 0.71 0.81 0.76 0.65 0.90 0.75 0.19 0.65 0.29 0.71 0.38 0.50
trust 0.34 0.68 0.87 0.90 0.89 0.80 0.84 0.82 0.75 0.76 0.75 0.59 0.90 0.71 0.16 0.53 0.25 0.66 0.72 0.69
Micro Avg. 0.38 0.71 0.90 0.93 0.92 0.79 0.88 83.46 0.74 0.78 0.76 0.65 0.92 0.76 0.20 0.54 0.29 0.60 0.58 0.59

Table 6.2: Results of the proposed supervised and unsupervised learning models.

6.5 Performance Evaluation on CEN

I applied the described pipeline (6.1) to the 30 annotated chapters of the ABBE corpus

which contain a total of 18,725 animate beings. Among all of animate beings, only 2,227

of them are associated with an emotion. I divided my performance evaluations into three

tasks listed by the level of difficulty in the following way:

1. I give the system gold standard animate beings (skipping Step 3) and gold standard

emotion spans present in the annotated data, and ask the system to produce multi-

emotion labels (excluding neutral) for the gold standard spans. This eliminates all

possible false positives for emotion span detection, as well as false negatives for

the neutral category. This setup tests the effectiveness of the emotion detection

component in isolation from the rest of the system.

2. I give the system gold standard animate beings (skipping Step 3), and ask the system

to identify both emotion spans and their labels. This tests the performance of the

novel components described in this chapter, leaving aside the performance of the

animate being detection.

3. I run the complete pipeline without any gold standard inputs, including animate

being detection, emotion span detection, emotion span labeling, and span-to-being

assignment. This test end-to-end performance.
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Instead of breaking out the performance of individual steps, which make comparison

between the three setups complicated, I use a single performance measure that measures

the ability of each setup (and baseline) to assign the right emotion labels to the right

animate beings. Summary scores for all setups and baselines are shown in Table 6.2.

6.5.1 Baseline Classifiers

I compared the three setups with two baseline classifiers, both of which used gold stan-

dard animate beings. The first is the All-Emotions baseline, where each animate being is

assigned all possible emotion labels. The second baseline is the Signal-Words baseline,

where the animate being in the sentence is assigned all emotions for which there exists an

emotion word with an associated emotion in the same sentence.

• B
(0)
e (Ee,We,H,N ,Q, C,R) = true for every emotion e. This baseline is referred

to by always-positive baseline. In this case, precision of each emotion e is equal to

its relative frequency, and recall of e is one.

• B
(1)
e (Ee,We,H,N ,Q, C,R) =We for every emotion e. As mentioned before,We

determines whether there exists at least one emotional word labeled by e in the

sentence containing the reference to animate being.

6.5.2 Results

I implemented two solutions (unsupervised and supervised) for the first setup. In the

unsupervised solution, I used the unsupervised portion of the proposed emotion detection

system to assign the multi-emotion labels to animate-beings. In the supervised solution, I

used the multi-label emotion classifier as described in Step 5b. These solutions achieved

F1 scores of 0.92 and 0.83 for the unsupervised and supervised cases, respectively.
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For the second setup, I first used computed SRL arguments to identify emotion span

candidates for every given gold standard animate-being. The recall of this step is 0.65.

Then I applied the procedure described in §6.3. The success of this step can be measured

in several ways. If measure this strictly, and identify as correct only those spans which

exactly match the gold standard, the F1 score for this stage is 0.37. Alternatively, I can

compute graded match ratios1 to handle cases where identified spans overlap with but

do not exactly match the gold spans: the F1 score of this step is 0.50. Using this latter

approach, I combined the unsupervised portion of the proposed emotion detection system

to assign the multi-emotion labels to animate-beings, which achieved an F1 score of 0.76.

When combined with the supervised emotion labeling approach, it achieves an F1 of 0.76

as well.

For the third setup, I first identify animate-beings given no annotated data using [Jahan

et al., 2018a]. Then, I used computed SRL arguments to identify emotion span candidates

for every identified animate-being. Considering graded match ratios of identified emotion

spans with gold standard ones, the recall of this step is 0.55. If I apply strict match, the

recall is 0.46. Finally, I used the unsupervised portion of the proposed emotion detection

system to assign the multi-emotion labels to animate-beings. The F1 score is this case

was poor, at 0.29. However, when applying the supervised model, I achieve a much better

F1 of 0.59.

6.6 Unsolved Challenges and Future Work

The work described presents several opportunities for improvement, which I describe

below.

1Given two strings s and t if S and T denote the set of tokens in s and t respectively, I define
graded match ratio is |S ∩ T |/|S ∪ T |.
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First, built into the approach is the assumption that animate beings and their associated

emotions are related by being semantic arguments to the same verb. However 658 of the

animate beings were not inside an argument to a verb as computed by the SRL. Table 6.3

shows a few examples of the missed SRL tags.

Table 6.3: Examples of inaccuracy of semantic role labeling.

Inaccurate Semantic Role Labeling Example
Missed
Animate being

He [V: seemed] [ARG1: not at all displeased] . He
Well , ’ he cried , ’ and [ARG2: whose
fault] [V: was] [ARG1: it] but mine ? mine

Beatrice must grow used to the idea of marriage and
[ARGM-MOD: must] [V: be] gradually accustomed
to the daily companionship of San Miniato .

San Miniato

[ARGM-DIS: Of course] [ARG0: I]
[V: think] [ARG1: so] , ” quoth John stoutly . John

The rest of animate being referring expressions (18,067) were contained within 24,320

separate SRL arguments; this means that each animate being corresponded to on average

1.35 SRL arguments. This is because, in complex and long sentences, SRL identifies long

arguments in a way that in many cases, each argument contains multiple other arguments

(nested arguments). Therefore, SRL cannot filter out the arguments (emotion spans) that

are neither directly nor indirectly related to an animate-being in a long sentence. As a

result, SRL gives too many emotion span candidates for a single animate-being which in-

creases false positives and lowers precision substantially. This one-to-many relationship

complicates the identification of the related emotion spans. Further, my SRL implemen-

tation did not recognize some verbs; this reduced performance even more. A more so-

phisticated way of identifying the correspondence between identified emotion spans and

animate beings (perhaps not relying on SRL) would perhaps improve performance.

Second, Among the 18,725 animate beings, only 2,227 of them are associated with an

emotion. This imbalance between the positive and the negative classes makes learning the

modeling challenging; a more balanced dataset, or more positive examples, would likely

increase performance, at least of the supervised approach.
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Third, sometimes the NRC lists multiple secondary labels besides the primary label

to a word that are not all necessarily conveyed in a specific text. Also, my future work

includes expanding the coverage of the revised NRC lexicon for 8-class Plutchik’s emo-

tions.

Fourth, the tf-idf vector space model cannot be used to cancel noise very effectively

(in contrast to NMF), because of the smallness of the data: with only thirty chapters, the

popularity of various words are close to each other, and does not present a clear cutpoint

in the distribution beyond which to discard words.

Finally, one possible way to further improve the performance is to increase the amount

of data that requires more annotated data based on different psychological models and the

related emotion lexicons.

6.7 Contributions

I designed a system that detects emotion of animate beings using Revise -NRC lexicon

for Plutchik’s psychological model (eight emotions), and trained and tested on the ABBE

of thirty chapters of the Corpus of English Novels. When isolated from the effects of

the animate being detection system, the emotion detection and association portions of the

work achieved an overall micro F1 of 0.76.
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Chapter 7

Summary and Contributions

In my dissertation, I focused on major efforts that are critical to the field of narrative

and language understanding.

In Chapter §2, I reviewed literature related to psychological theories in great de-

tail, emotion lexicons, emotion datasets, emotion detection approaches, and language

resources for animate beings. Based on these reviewed I discovered that prior work on

emotion detection suffered from noisy, incomplete, and unreliable data, as well as unre-

producible results [Zad et al., 2021d].

Then, I proceeded to identify the most promising piece of prior work and reimple-

ment it in a way that fully evaluated and reproducible. This resulted in my first paper , in

2020 in the ACL-hosted NUSE workshop, which demonstrated a state-of-the-art system

for detection emotions in narrative text, and which is a model of reproducible science

[Zad and Finlayson, 2020]. In Chapter §3, I identified a high performing approach to

emotion recognition in narrative text [Kim et al., 2010] and carefully reimplemented and

characterized the technique, exploring a design space of three different noise cancella-

tion or dimension reduction techniques (NMF, PCA, or LDA), exploring various hyper-

parameter settings. My experiments indicated that NMF performed best, with an overall

F1 of 0.809. In the course of my investigation I clarified numerous implementational

issues of the work reported by Kim et al. [2010], as well as made some improvements

to WordNet Affect (WNA) by adding new terms manually and using Wordnet similarity

relations. This work suggests several promising future directions for improving the work,

including careful annotation of a larger corpus, and augmenting WNA or similar lexicons

to provide improved coverage of emotion terms. I released my code and data1.

1Code and data can be downloaded from https://doi.org/10.34703/gzx1-9v95/
03RERQ
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I then turned to a related problem that had revealed itself during this work, namely,

that the emotion lexicon I was using, the NRC EmoLex Lexicon, contained a number

of seemingly incorrect or biased entries. This lexicon is one of the most widely used

language resources in emotion detection, but on close inspection a number of problems

emerge. For example, words that should in most contexts be emotionally neutral, with

no affect (e.g., stone labeled as ANGER, mountain as ANTICIPATION), were associated

with emotional labels that are inaccurate, nonsensical or, at best, highly contingent and

context-dependent, while other entries were downright pejorative (e.g., lesbian labeled

as DISGUST and SADNESS). I along with my undergraduate research assistant Joshua

Jimenez, developed a semi-automatic procedure for correcting the NRC (resulting in an

updated resource called the Revised NRC), which not only greatly reduced the number

of problematic entries but actually increased the performance of a system that used the

NRC. Bias in AI and NLP systems has become a major issue of concern in recent years,

and this work makes a clear contribution to that area. This paper was published in the

5th Workshop on Online Abuse and Harms in 2021 [Zad et al., 2021c]. In Chapter §4,

I noted three categories of error in the popular NRC emotion lexicon, including a large

number of seemingly biased entries. I developed and applied a semi-automatic procedure

to generate three different corrected version of the NRC, and showed via experiment that

these new versions improved the performance of an existing emotion detection system.

This chapter shows the utility of careful error checking of lexical resources, especially

with attention to correcting for unintended biases. Finally, I release the revised resource

and my code to enable other researchers to reproduce and build upon results2.

My fourth paper, currently under review at LREC, concerns the construction of the

dataset that captures the phenomena in question. In this work, Josh and I laboriously

double-annotated 30 narrative texts comprising 134k words for experienced emotion and

2https://doi.org/10.34703/gzx1-9v95/PO3YGX
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the associated animate beings. We call this corpus the ABBE corpus: Animate Beings

Being Emotional. This work shows all the hallmarks of a carefully designed and executed

linguistic annotation study, where the phenomenon under study is carefully and exactly

defined, the annotation scheme is clearly explained, the data is double-annotated with

high inter-annotator agreement, and adjudicated for correctness. This corpus clearly fills

a gap in the field of emotion detection, and I expect it will be a resource used by many

in the field for years to come [Zad et al., 2022]. My contributions in Chapter §5 are

threefold. First, I note the importance of the experiencer to the idea of emotion, and point

out that all prior corpora of annotation emotion omit this information. Second, I define an

annotation scheme that captures the experiencer of an emotion (an animate being), based

on prior work on emotion classification and animate being detection. Finally, I provide the

ABBE corpus, a collection of 30 texts (134.5k tokens) annotated for 2,010 emotion spans

associated with 2,227 animate beings, annotated with excellent inter-annotator agreement.

I release the ABBE data for other researchers to use in their work3.

My fifth paper uses the ABBE corpus to demonstrate the first system that both iden-

tifies experienced emotions as well as the animate beings that are experiencing those

emotions. Building on my prior work on emotion detection, as well as the Revised NRC,

I developed an NLP system for carrying out the four steps necessary to solve this task:

(1) identifying emotional spans, (2) labeling those emotion spans, (3) identifying animate

beings, and (4) associating animate beings with the experienced emotions In Chapter §6.

Step #3 was work done by Labiba Jahan at Cognac Lab, but Steps 1, 2, and 4 were all

novel to my system. I explored many possible system architectures, demonstrating great

perseverance in exploring different configurations and approaches to solving the problem.

One thing that was surprising about my results was how difficult the task turned out to

be: when the system is isolated from animate being detection, overall performance is 0.76

3Data and code may be downloaded from https://anonymized.url.
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F1. When detection of animate beings is included, performance drops to 0.6 F1. It points

to the significant challenges in this task which result from the subtlety and subjectivity

of identifying emotion, and the difficulty of connecting an emotion to its experiencer,

especially in complex literary narrative texts.
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