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This doctoral dissertation expands upon the field of Enterprise Internet-of-Things (E-IoT) systems, one of the most ubiquitous and under-researched fields of smart systems. E-IoT systems are specialty smart systems designed for sophisticated and high-end automation applications (e.g., multimedia control, security, lighting control). E-IoT systems are often closed source, costly, require certified installers, and are more robust for their specific applications. This dissertation begins with an analysis of the current E-IoT threat landscape and introduces three novel attacks and defenses for under-studied software and protocols heavily linked to E-IoT systems. For each, we review the literature for the threats, attacks, and countermeasures. Based on the systematic knowledge we obtain from the literature review, we propose three novel attacks and countermeasures to protect E-IoT systems. In the first attack, we present PoisonIvy, several attacks developed to show that malicious E-IoT drivers can be used to compromise E-IoT. In response to PoisonIvy threats, we describe Ivycide, a machine-learning network-based solution designed to defend E-IoT systems against E-IoT driver threats. As multimedia control is a significant application of E-IoT, we introduce is HDMI-Walk, a novel attack vector designed to demonstrate that HDMI’s Consumer Electronics Control (CEC) protocol can be used to compromise multiple devices through a single connection. To defend de-
vices from this threat, we introduce HDMI-Watch, a standalone intrusion detection system (IDS) designed to defend HDMI-enabled devices from HDMI-Walk-style attacks. Finally, this dissertation evaluates the security of E-IoT proprietary protocols with LightingStrike, a series of attacks used to demonstrate that popular E-IoT proprietary communication protocols are insecure. To address LightningStrike threats, we introduce LGuard, a complete defense framework designed to defend E-IoT systems from LightningStrike-style attacks using computer vision, traffic obfuscation, and traffic analysis techniques. For each contribution, all of the defense mechanisms proposed are implemented without any modification to the underlying hardware or software. All attacks and defenses in this dissertation were performed with implementations on widely-used E-IoT devices and systems. We believe that the research presented in this dissertation has notable implications on the security of E-IoT systems by exposing novel threat vectors, raising awareness, and motivating future E-IoT system security research.
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CHAPTER 1

INTRODUCTION

The introduction of smart consumer electronics has led to the widespread adoption of smart devices, with over 45 million of smart home components distributed and deployed worldwide [ABC+18, IoT18]. Many researchers and users are familiar with commodity, off-the-shelf smart systems that can be purchased and installed by the average end-user without specialized training. However, for more complex applications, where reliability in smart solutions is needed, Enterprise Internet-of-Things (E-IoT) have become an accepted solution. E-IoT systems offer customized deployments, with numerous use-cases and applications, offering users a broad set of compatible devices, custom-programmed behavior, user interface customization, and proprietary protocols. Further, E-IoT systems have been increasingly popular in smart installations, with Crestron growing to 1.5 billion dollars of annual revenue in 2018 and Control4 deploying over 15 million smart products in over 400,000 installations worldwide [Mar18, Con20b]. With many of these systems present in high-profile locations such as luxury smart homes, yachts, smart buildings, smart offices, and secure conference rooms the security of E-IoT is of utmost importance.

Nonetheless, while recent works have examined well-known components (e.g., software, apps) from widely-available smart systems [LBAU17, KBAU18, SBAU19, CBS+18a, AADB17, AFA+20, AAUA18, SAU20, SPA+18, USB, CBS+18b, NSRU19, NSRU20, NSBU20, CMT+, SBC+20, BAR+20, MBY+19, DBU20], very little research has been conducted on E-IoT systems and their associated components. The lack of research into E-IoT systems has led many users and researchers to overlook E-IoT system vulnerabilities and mistakenly assume that these systems are secure. There are several challenges related to E-IoT research. First, the closed-source nature and availability of E-IoT software, technical documentation, and compo-
nents makes research into E-IoT threats challenging. Further, without access to API/system call hooking, source code, or special permissions, many traditional defense mechanisms are not viable for E-IoT. As such, proposed solutions must not intrude with E-IoT operation and consider the limitations of working with E-IoT systems without vendor support. To address this research gap, we first identify three new attacks to common E-IoT components (e.g., protocols, software) and demonstrate how these novel threats can be used by malicious actors to compromise devices. Finally, we account for the limitations of closed-source E-IoT architecture and propose novel defense solutions to address these new-found threats.

The Landscape of E-IoT Threats and Defenses

The evolution of smart technology has yielded to incremental improvements and advancements in the field of E-IoT since their inception. However, as systems grow more complex, this added complexity creates more threat vectors for the target system. Thus, numerous attacks, threats, and vulnerabilities have been discovered, creating several novel vectors of attack against E-IoT systems. For instance, attackers can attempt to compromise E-IoT through supply chain attacks, software vulnerabilities, or side-channel attacks. To better defend E-IoT, the threats and defenses that can impact E-IoT security must be identified. However, while prior research may be applicable, E-IoT systems are unique in their design, architecture, components, and challenges. As such, known threats and defenses as applied to E-IoT can create different implications and should be treated as a separate field of study. For instance, if a large E-IoT system relies on Zigbee communication for some components, other integrated components may be affected. As a result, an analysis of current threats and defenses in the context of E-IoT is needed.
**E-IoT Drivers**

The need for E-IoT systems to become compatible with third-party devices has led to the need for software modules known as E-IoT Drivers. E-IoT drivers are used to give E-IoT systems a higher level of customizability and they easily integrate software services and hardware to an E-IoT system. As such, drivers are programmable components in E-IoT that include all the relevant information (e.g., model, commands, inputs, protocol, outputs) needed to integrate a device into an E-IoT system. However, while most drivers originate from trusted sources such as the E-IoT vendor or device manufacturer, there are many forums and external third-party sites where unverified drivers can be found [C4F]. Unverified drivers can be developed by unknown third parties and then later installed in E-IoT systems for several reasons. For instance, unverified drivers may be installed if no verified drivers are available or verified drivers show to be costly. Prior research on IoT apps has shown that any programmable module for a larger system can act as a threat vector for an attacker. However, earlier works have never researched the possibility of malicious E-IoT drivers as a threat vector, or proposed any defenses.

**E-IoT Multimedia Control**

A common use-case of E-IoT is complete multimedia control in spaces such as offices, conference rooms, and home theaters. In such cases, E-IoT systems will often integrate multimedia devices (e.g., amplifiers, switchers, receivers, theater systems, speakers). With multimedia control, users and guests may control conference room systems, audio, and video of multiple rooms at the press of a button without the need to understand the underlying operation of the multimedia system. This abstraction is necessary, as E-IoT systems may manage increasingly complex multimedia systems, some extending to control over one-hundred displays (e.g., televisions, projectors), video sources, and audio zones. Thus, a user or guest cannot be ex-
pected to understand the underlying multimedia system. For many of these systems, the High Definition Multimedia Interface (HDMI) is the backbone and the de-facto standard for A/V connections between video-enabled devices. An important component in HDMI is the Consumer Electronics Control (CEC) protocol, which allows HDMI devices that share an HDMI connection to communicate and interact with each other [Hol05]. However, as widespread as E-IoT systems and distributed HDMI networks are, current research has not examined possible threats with CEC, or proposed any defense mechanisms. An attacker that uses CEC to compromise devices may remain completely undetected from traditional network intrusion mechanisms and cause undesired operation to HDMI-enabled devices.

**Proprietary Communication Buses**

The need of custom E-IoT solutions has led to the development of custom devices (e.g., controllers, interfaces) by E-IoT vendors. Similarly, when protocols are not available, E-IoT vendors will often develop their own protocols to fit their purpose. For instance, E-IoT vendors such as Lutron created RadioRA as a proprietary wireless solution, while Cresnet was developed by Crestron for wired communication between Crestron devices [Bla20, Cre17a]. A common use case of proprietary technology are communication buses, used to establish communication between multiple E-IoT devices (e.g., touchscreens, keypads). These buses rely on proprietary protocols such as Cresnet to relay information from connected devices to the E-IoT controller. For instance, when a keypad button is pressed, the keypad will transmit a packet through the communication bus notifying the system controller that a button has been pressed. The E-IoT controller with then actuate the programming associated with that button press (e.g, turn on a light). Thus, E-IoT systems rely heavily on proprietary protocols for communication and functionality. However, no current research has investigated how secure these closed-source protocols are. Fur-
ther, if any vulnerabilities are found, no defense mechanisms exist for proprietary E-IoT serial-based protocols.

1.1 Research Purposes

This doctoral dissertation introduces novel threats and defense mechanisms for E-IoT systems and relevant E-IoT sub-components. With this dissertation, we cover six fundamental contributions towards E-IoT security: (1) the introduction of E-IoT drivers as a novel threat vector; (2) a smart, machine learning-based solution to new-found E-IoT driver threats; (3) the demonstration of HDMI’s CEC protocol as a viable threat vector; (4) a novel HDMI-based defense mechanism to defend devices against CEC-based attacks; (5) the demonstration of E-IoT proprietary serial-based protocol vulnerabilities and threat vectors; (6) a defense framework to protect E-IoT against newly discovered proprietary protocol threats. For each contribution, this dissertation introduces novel proof-of-concept attacks and defense systems that can be realistically applied to live E-IoT system and raise the overall awareness of the current state of E-IoT security.

1.2 Research Problems

The research problems for this dissertation have four components:

- *Identification of E-IoT Threats:* E-IoT is a novel field of research, with many components that make E-IoT a unique threat vector. Thus, it is fundamental to first find understand the architecture for E-IoT. Further, known threats and defenses must evaluated in the context of E-IoT architecture.

- *E-IoT Driver Threats and Defenses:* Drivers are frequently utilized in E-IoT systems to easily integrate third-party devices and services. However, drivers
are used in E-IoT systems without any consideration for malware threats. As drivers are programmable and modular, an attacker can easily create a malicious driver to compromise an E-IoT system. Thus, PoisonIvy is presented to show that an external attacker can use E-IoT drivers to compromise an E-IoT system. To address the threat of malicious drivers, a network-based IDS is introduced called Ivycide.

- **E-IoT Multimedia Control Threats and Defenses:** As E-IoT integrates a wide variety of devices and employs countless protocols, some overlooked threat vectors can severely impact E-IoT system performance. In effect, E-IoT’s emphasis on multimedia control makes E-IoT systems susceptible to threats from multimedia-based protocols such as HDMI. We show that CEC, an integral part of HDMI, can be used to assume arbitrary control of HDMI-enabled devices using HDMI-Walk. To solve this research problem, HDMI-Watch, a defense mechanism is proposed to protect HDMI-enabled devices and distribution networks.

- **E-IoT Communication Bus Threats and Defenses:** In E-IoT environments, communication buses are used to connect devices such as interfaces in an effective and reliable manner. Moreover, E-IoT vendors will create proprietary communication protocols for these communication buses and their devices. However, many of these proprietary protocols rely solely on security-through-obscurity, as the design and implementation are unknown. To verify if major protocols are secure, LightningStrike is introduced, showing that an E-IoT system can be compromised due to weak proprietary protocols. To defend against novel threats, a custom defense called LGuard is introduced.
In general, to understand E-IoT as a threat vector and properly mitigate future threats, components need to be evaluated individually. As such, finding attacks on E-IoT components is the first step to securing E-IoT devices against threats and attackers. Once threats are identified, new defense mechanisms need to be proposed to mitigate attacks, considering the limitations of working with E-IoT (e.g., lack of vendor support, closed-source design).

1.3 Significance of the Study

Currently, E-IoT systems see widespread deployments, with common usage in protected locations (e.g., smart buildings, luxury smart homes, expensive yachts, classrooms, meeting rooms, government offices, and business establishments). These systems and their associated protocols may integrate multimedia, lighting control, motorization, security, sensors, and other sensitive systems. However, the closed-source nature of E-IoT makes researching E-IoT and its associated components a challenge. This lack of research has led many users to mistakenly believe that E-IoT systems and their components are secure. Thus, investigating threats that can affect millions of E-IoT systems and finding defense mechanisms for these threats, is of utmost importance. In this dissertation, we aim to resolve this research gap by first investigating existing, unexplored threat vectors closely tied to E-IoT. We then acknowledge the limitations of E-IoT and find defense mechanisms that do not alter the original closed-source systems as a defense strategy. Specifically, we focus on three main areas: (1) E-IoT-specific software (e.g., drivers) threats and defenses; (2) Multimedia control and complex HDMI distributions threats and defenses; and (3) E-IoT proprietary communication (e.g., serial buses) threats and defenses.
1.4 Organization

The rest of this dissertation is organized as follows. In Chapter 2, we present background information essential to the understanding of this dissertation. In Chapter 3, we discuss the related work. Then, in Chapter 4 we overview E-IoT systems, threats, and defenses at each layer. In Chapter 5, we evaluate the security of drivers with PoisonIvy and introduce Ivycide as a defense mechanism for these novel threats. Later, in Chapter 6, we demonstrate HDMI-Walk attacks and the HDMI-Watch defense mechanism. Further, Chapter 7 investigates E-IoT communication bus protocol security with LightningStrike and introduces a defense mechanism, LGuard to mitigate these threats. Finally, we conclude this dissertation and propose future research paths in Chapter 8.
2.1 Enterprise Internet-of-Things

In this section we introduce concepts on E-IoT systems essential for this dissertation.

2.1.1 General E-IoT

The need for automation in smart buildings, luxury homes, commercial, and industrial applications has existed since the 70’s [Sul]. As such, there are many different use-cases where E-IoT is the best solution for automation and integration of multiple devices. Automation may be done in a single-room systems (e.g., a theater, a conference room) or have multiple rooms or floors under the same system. The expandable nature of E-IoT systems allows for small or large smart systems and integration between these systems. Figure 2.1 highlights applications of E-IoT in smart buildings. For instance, a smart office may be automated with CCTV systems, lighting control systems, and access control components with an E-IoT system. As such, E-IoT systems are customized for each specific application and deployment. We highlight some E-IoT use-cases on smart buildings, where these use cases can work together under a single E-IoT system. As such, if the E-IoT system is compromised, the integrated devices may also be compromised.

**Lighting Control.** Any control of physical lighting or electrical loads by an E-IoT system (e.g., lights, fans, outlets). E-IoT systems may be used in this use-case to schedule light events, program independent keypads, and allow remote control of lighting functions. E-IoT allows users to control their lights remotely, schedule light
events (e.g., wake up, turn outdoor lights on sundown, and trigger light-based events from other devices.

**Security and Safety.** E-IoT systems are often integrated to control security components. This integration grants authorized users the ability to control security aspects of a location (e.g., CCTV systems, access control systems, motion sensors, fire alarms, security alarm systems). As such, E-IoT systems allow for remote access, control, and camera activation based on motion sensor triggers. E-IoT allows users to integrate other components such as lights with security systems. For example, an E-IoT system may start flashing lights when the alarm system is triggered.

**Advanced Media Control.** The control and management of media and audio/video (A/V) components with E-IoT systems (e.g., projectors, televisions, video distributions, HDMI networks, audio matrix management). E-IoT systems manage complex audio/video distribution networks from a single interface through audio/video zones, audio switchers, video switchers, and amplifiers. With the complexity of many A/V systems, E-IoT is a reliable method of control through a single user interface.
2.1.2 Architecture of E-IoT Systems

Figure 2.2 depicts the general architecture of an E-IoT system. E-IoT systems have unique design and deployment practices that discriminate them from regular consumer IoT systems. In its most basic form, the E-IoT solution contains four core components: the physical devices, the controller, user interfaces, and drivers. As all installations are custom-made, E-IoT system deployments vary from system to system. The first component of E-IoT systems is the physical devices, which include any device integrated into the central system (e.g., sensors, televisions, lighting modules). To integrate physical devices, E-IoT systems use drivers, which provide the system with all the necessary information to integrate a device to an E-IoT system. Drivers contain information such as model number, protocol type, code, commands, and physical connections. Each device requires a driver to be integrated. In E-IoT systems, the controller serves as the central processing unit and stores all the drivers as well as user-specific custom programming required for the E-IoT system (e.g., scheduled events). Finally, user interfaces serve as the main point of interaction between users and the E-IoT system. After any third-party devices are
integrated, the end-user can use user interfaces such as tablets, phones, and remotes to control integrated devices. For instance, if an E-IoT user wants to turn a light on, he/she may use a phone app as the interface to communicate with the controller. The controller then uses a smart light driver of an integrated E-IoT light to toggle the light at a user’s request. As such, with any E-IoT actions many components are involved (e.g., hardware, networking, drivers, proprietary, wireless).

As designed, E-IoT systems may fulfill different purposes. One such purpose is specialization, such as centralized lighting control systems designed to control electrical loads in locations such as yachts or offices [Con14, oE18]. Another purpose of E-IoT systems is integrating previously separate components into a smart system (e.g., Savant, Crestron, and Control4); components integrated can then work together and interact as a single system [Aud]. For instance, integrating an alarm system with a lighting system allows a use case such as turning off all the lights when the alarm is activated. As such, E-IoT systems require trained installation and come at a higher cost than standard off-the-shelf systems. This added functionality over commodity systems has led E-IoT systems to become popular in expensive locations such as yachts, classrooms, smart offices, conference rooms, and luxury smart homes. Further, the installation of an E-IoT system is done by an integrator, a certified installer that performs the physical and software configuration for such a system. The configuration process requires specialized training and tools, which are provided by the system vendor to the integrator [Crea, Con10b]. However, hardware and software (e.g., integrated devices and drivers) used in E-IoT may also come from unverified third-party vendors and sources [Bla08].
2.1.3 E-IoT Lighting Control Systems

One specialized application of E-IoT systems are Lighting Control Systems (LCSs). LCSs are primarily used in custom-wired smart deployments to control and manage high and low-voltage wiring (e.g., lighting, motors, dimming, relays, magnetic locks). A generalized implementation of an LCS is shown in Figure 2.3, which consists of E-IoT components deployed in different rooms in a smart environment such as a business office in a smart building. The equipment room usually contains the core LCS E-IoT components, such as a controller, a power supply, and light control modules. In a similar manner to standard E-IoT systems, the controller is the core processing unit of an LCS and contains the execution logic for user actions on controlled devices (e.g., pressing button 1 on a keypad opens a security door, pressing button 6 turns off all the lights). This highly-programmable component is configured by the integrator during deployment or maintenance stages of an E-IoT LCS according to a user’s specification. The power supply powers keypads and other interfaces integrated into the core system as well as the controller and light
control modules. *The lighting control modules* are the physical high-voltage and relay based interfaces between the system and *controlled devices*. Controlled devices are any light fixture, shade, relay-operated door, or any physical device controlled by the LCS system. Finally, *the communication buses* are the daisy-chain lines that traverse through different equipment, rooms, and multiple *connection endpoints* where devices such as keypads, touchscreens, and other user interfaces connect to the communication bus. Such interfaces can be accessible by general users while other interfaces are only accessible in restricted locations. As Figure 2.3 shows, the daisy chain wiring saves integrators the need to wire all interfaces back to the main equipment room. With daisy chain, the physical wiring can connect from device to device instead of requiring that every individual device is wired back to the equipment room, saving in labor and wiring costs.
2.1.4 The Layered Architecture of E-IoT

As depicted in Figure 2.4, the layered E-IoT solution as described includes four distinct layers: (1) E-IoT Devices Layer, (2) Communications Layer, (3) Monitoring and Applications Layer, and (4) Business Layer. The lowest layer, *E-IoT devices layer* includes the integrated E-IoT devices, physical interfaces used by devices, sensors, and any physical components of E-IoT systems. Next comes the *communication layer*, which possesses all the communication protocols (e.g., open-source and proprietary) used by integrated devices in the E-IoT devices layer. To manage communication, configuration, software, and programmed events in E-IoT systems, the *monitoring and applications layer* contains all software-based components (e.g., drivers, E-IoT applications, and configuration software) of E-IoT systems used by integrators and users. Finally, the *business layer* includes cloud components of an E-IoT system, for instance, remote services or remote storage used by an E-IoT system. The combination of these layers creates a unique technology solution that is highly customizable to any user’s need. For instance, with an E-IoT system, a user can configure events such as a good morning timer which simultaneously plays a specific song, opens the shades, and turns on the lights every morning or a panic button to call the police, blare the alarms, and flash all the lights integrated to a system. Additional details on the four layers are as follows:

**E-IoT Devices Layer.** The E-IoT devices layer consists of all physical components of E-IoT systems. A physical component may be physical wiring, sensors, physical interfaces, or connection endpoints. E-IoT systems use many physical devices as part of their systems (e.g., motorized lifts, HVAC, sensors). These devices may be integrated for different applications. In some cases, they may be simply controlled
by the system such as motorized projector lifts. Other cases may be external sensors such as water leak sensors to automatically shut off water valves prevent flooding.

**Communications Layer.** The communications layer contains all protocols, interfaces, and communication services used by E-IoT systems. This includes protocols in any component of E-IoT systems. To integrate a wide range of smart devices into the central system, E-IoT systems must support a multitude of communication protocols (e.g., Zigbee, Cresnet, Serial) used by smart devices. For instance, to integrate alarm systems to larger E-IoT systems, integrators will often use serial-based adapters, or an available IP interface [ADI20, Hon01].

**Monitoring and Applications Layer.** The applications and monitoring layer contains software-based components of an E-IoT system. For instance, E-IoT system configuration, drivers, firmware, or programmable behavior all can be considered part of the application layer. E-IoT systems must have the capability to be customized for every installation. As all deployments may be different and fit for different purposes, custom applications are a large part of E-IoT systems.

**Business Layer.** The topmost layer for E-IoT systems is the business layer, which handles all external cloud services used by E-IoT solutions. While not used in all implementations, some E-IoT systems rely on cloud computing and online services for features and integration. For instance, some E-IoT system use-cases require 'always offline' configuration after being deployed (e.g., yachts, remote locations, secure locations). Cloud services provide E-IoT systems with expanded capabilities, remote connections, and other services. For instance, E-IoT systems with Closed-Circuit Television (CCTV) components may use cloud storage services to store video feed in case the local video recorder is damaged or stolen [Cam20].
2.1.5 E-IoT Proprietary Protocols

E-IoT supports a variety of protocols, while some supported protocols are widely-known and well-documented (e.g., Zigbee, Z-wave, and TCP/IP), other protocols used by E-IoT systems are entirely proprietary in nature. As E-IoT system vendors need protocols designed for their specific purposes, they may modify existing known protocols or design entirely new protocols. Specifically, user interfaces such as keypads and touchscreens use wired and wireless protocols for communication purposes. For instance, in 2013, before Zigbee’s rise in popularity, Control4, a vendor that offers E-IoT solutions, used a version called Embernet as a wireless solution [Con10c]. Lutron, a vendor that focuses on E-IoT lighting control systems, implemented a proprietary wireless communication known as Somfy’s Radio-Technology Somfy (RTS) [Som20, Lut20]. E-IoT systems also use proprietary wired protocols that use E-IoT communication buses. For instance, Litetouch smart systems use a proprietary protocol for user interfaces [Lit06]. For similar purposes, Control4 employs a proprietary communication protocol [Con13a]. Savant uses communication buses and proprietary protocols for interfaces [Sav14]. Finally, Crestron, one of the most prolific E-IoT vendors, uses Cresnet, a form of a proprietary protocol over communication buses for interfaces and other components [Cre06]. The technical specifications of these highlighted protocols are not publicly available, and thus their security, if any, is largely unknown. Since the communication is simple, reliable, and allows daisy-chain wiring between interfaces, this communication is very prevalent in E-IoT. In comparison to protocols such as Z-wave and ZigBee, wired communication buses are preferred for E-IoT devices for three reasons. First, communication buses often provide power to the connected devices through the same communication line [Cre20a]. Second, communication buses are seen as more reliable than wireless protocols over long distances where mesh networking has range limitations (60 feet).
Third, wired E-IoT communication is not as susceptible to interference as wireless communication, creating a more reliable system [WG06]. However, communication buses require physical cabling. As such, mesh wireless may still be used in E-IoT for smaller or retrofit deployments, where physical wiring is not a possibility.

2.1.6 E-IoT Drivers

One of the primary components of many E-IoT systems is the inclusion of drivers which may have different names depending on the manufacturer (e.g., Crestron modules, Control4 drivers). Drivers provide all the information and software modules necessary to integrate a device into a centralized E-IoT system. For instance, to integrate a Sony television into an E-IoT system, the controller must know what the protocol of communication is (e.g., IR, Serial, IP, Zigbee, Zwave), the physical inputs (HDMI ports, analog ports, etc), and the vendor-specific proprietary commands to interface with a device. Drivers are not limited to simply integrating physical devices and they also integrate services such as Weatherbug to add more functionality to an existing system [Con10a, Con].

Vendor Drivers. Drivers are inserted and configured during programming or maintenance stages of a smart environment by the integrator. Integrators may obtain drivers in three different ways: (1) they may get drivers directly from the E-IoT system software (pre-loaded drivers), (2) directly from a catalog hosted by the manufacturer of the E-IoT system devices, or (3) download from a third-party site in the Internet (from a third-party vendor or a developer). Vendors of E-IoT systems often validate drivers distributed in their platforms for functionality such as Control4’s certified drivers [Con19]. However, with millions of different devices to be integrated, certifying every driver is not possible. In effect, integrators may
be forced to use third-party drivers for their installations if no drivers are available for their specific solutions from the vendor or manufacturer. In this chapter, we focus on unverified drivers, or drivers available on third-party sites that have not been checked for malicious content.

**Driver Verification Mechanisms.** Many operating systems and platforms offer signature and verification mechanisms to guarantee the authenticity and integrity of software components. Microsoft uses digital signatures to guarantee the integrity of Microsoft drivers [Mic20]. Apple requires XCode and developer ID certificates to sign software available for MAC computers [App20]. In Linux, the kernel module signing facility secures Linux modules with signatures before installation [Ker20]. Further, Android developers have the ability to sign apps to guarantee the integrity of installed applications [And20a]. In contrast to these well-documented practices, E-IoT vendors do not offer validation for E-IoT drivers for their systems. As E-IoT drivers often operate strictly on the proprietary software, traditional hardware-level driver defenses do not apply to application-layer based E-IoT drivers. As such, integrators are forced to trust unverified software which may be malicious in nature.
**Unverified Drivers.** Integrators may opt for unverified, third-party drivers due to several reasons:

- **Driver Availability.** Verified drivers may not always be available to an integrator. Therefore, the only recourse to integrate a third-party device to an E-IoT system may be with an unverified driver from an untrusted source. Additionally, to integrate less-known devices, the driver has to be made by the manufacturer, who may be untrusted and their code closed-source. For instance, available integrator forums, offer a floury of unverified drivers for projectors, televisions, and other devices [C4F]. Additionally, many vendors do not offer E-IoT drivers for their devices, leading to third-party developers to offer their own drivers.

- **Cost.** Developers may charge for verified drivers (e.g., Atlona HDMI Switcher drivers for 110 USD), which in turn has to be paid by the integrator and end-user [dri20]. Integrators may be tempted to use free unverified drivers available on forums and online storefronts. Further, while paid drivers may be made by trusted developers, they are not necessarily verified by the E-IoT vendor.

- **Compatibility.** Devices may change commands and specifications when their firmware is updated [Pin19]. As such, verified drivers need to be updated to remain compatible with the latest models and firmware. To get a system running quickly after an update, an integrator may use an unverified driver that claims to run perfectly with a newer firmware version of the device when a verified driver is not available.

- **Phishing.** It is possible that an integrator may install an untrusted driver through a phishing link offering a “driver update” or a tampered vendor web-
site. It is possible to receive drivers through email attachments, impersonating a trusted vendor.

2.1.7 Consumer IoT vs. E-IoT

As commodity IoT smart systems have some limitations (e.g., scale, compatibility), E-IoT offers a solution for complex and reliable deployments. In this subsection we highlight the differences and benefits of E-IoT and why E-IoT solutions are chosen over commodity IoT. As such, E-IoT has some unique security concerns and threats. We outline some of these differences in Table 2.1.

Compatibility. As smart systems grow in scale, a user must determine the best solution to easily control many different devices. While commodity systems are limited in scale and compatible products, there are fewer limitations on what can be integrated into E-IoT. As E-IoT vendors offer components such as drivers, which are used to integrate third-party devices with E-IoT systems, many third-party devices are compatible with E-IoT systems. However, from a security standpoint, broad support of protocols can pose a threat as an attacker may be able to attack through many available protocols. This is true as more diverse systems have more possible points of failure.

Complexity. Commodity smart systems are designed to handle small deployments of IoT devices. While this use case is sufficient for most consumers, commodity smart systems are not a viable solution for large, complex deployments. For instance, multi-room video and audio distribution is one of the more complex applications of E-IoT. With audio/video switchers that can control up to 164 inputs and outputs, E-IoT becomes a reliable way to manage large systems and deployments. E-IoT systems also allow for a high degree of flexibility and customization. A number of
Table 2.1: Commodity IoT vs. E-IoT Solutions.

<table>
<thead>
<tr>
<th>Commodity IoT Solutions</th>
<th>E-IoT Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simpler, easily deployable solutions</td>
<td>More complex, diverse smart solutions</td>
</tr>
<tr>
<td>Less compatible, approved devices</td>
<td>More compatible 3rd-party devices</td>
</tr>
<tr>
<td>Lower cost of installation and maintenance</td>
<td>High cost of installation, maintenance, and programming</td>
</tr>
<tr>
<td>User-deployed and maintained smart systems</td>
<td>Installer-deployed and maintained smart systems</td>
</tr>
<tr>
<td>More often open-sourced documentation available publicly</td>
<td>Closed-source systems, with no technical documentation available</td>
</tr>
<tr>
<td>Often cannot be deployed as completely offline systems</td>
<td>Must be deployed as always-offline systems in some use-cases</td>
</tr>
</tbody>
</table>

protocols and modes of communication are supported with drivers and expandable hardware components [dri20]. As a result, E-IoT can integrate more devices than consumer systems. All in all, the unprecedented level of complexity can mean that more vulnerabilities may occur at more stages and sectors of the E-IoT system in comparison to commodity IoT systems.

Delegation. As the installation of E-IoT components is often complex; many users opt to have installation and maintenance of E-IoT systems delegated to a dedicated contractor. As such, in a similar manner to electricians, plumbers, and other specialists, E-IoT integrators are contracted only for the installation and maintenance of E-IoT systems. In fact, the end-user does not need to understand the technical details of the E-IoT system, but he only needs to know how to operate the system, removing layers of complexity for any visitors. The delegation of installation and maintenance of E-IoT means that in addition to technical expertise, integrators must consider the security aspects of E-IoT systems. Thus, clients depend on their hired integrators for the security of their systems. As such, if an integrator is careless, or does not keep security in mind, the E-IoT system will be insecure without the owner’s knowledge.

Cost. As E-IoT requires specialized integrators, custom programming, proprietary hardware, and dedicated technical support, the systems come at a higher cost. Further, the physical installation of E-IoT often involves fully rack-mounted, cable-
2.2 Overview on Multimedia Communication

In this section, we present some necessary concepts about the Consumer Electronics Control (CEC) protocol and distributed HDMI-based multimedia.

2.2.1 The High Definition Multimedia Interface (HDMI)

The High Definition Multimedia Interface or HDMI, was developed with the purpose of digital Audio/Video transfer with seamless integration of communication features through the same connection [HDM09]. Through the 19-pin connector,
HDMI transfers Audio, Video, Network, and CEC communication signals [HDM18]. With almost ten billion HDMI-capable devices distributed around the globe, HDMI has found a place in countless residences, offices and secure facilities and has become one of the most widely-deployed protocols worldwide [Wri18]. In its current form, HDMI is primarily used in high-bandwidth, video distribution applications between vastly different types of devices (e.g., Televisions, Bluerays, Media Centers).

### 2.2.2 HDMI Distribution Networks

HDMI deployments are not limited to one-to-one connections. Similar to Ethernet networks, there are many devices which control the HDMI signal flow and distribute signal in a controlled and organized manner. For instance, in Figure 2.6 the user maintains the same visual image over three displays, and switches between three source devices. This figure also shows the laptop selected as the active source over multiple displays. Depending on the device setup, there is a distribution of CEC through the same connection. We note the following components in an HDMI distribution and will refer to them during our dissertation.

**Displays:** Any device with a primary purpose of being an end-display such as a television or a projector.

**Hubs/Splitters:** Any device which primarily allows multiple video signals to be split to various displays from a single video input without switching.

**Switches:** Any device with a primary purpose of allowing various source device inputs to one or more display device outputs. They also perform switching between these sources to a different output(s).

**Source Devices:** Any device which is primarily an HDMI output-only devices such as a Chromecast or a laptop.
2.2.3 The Consumer Electronics Control (CEC) Protocol

CEC was developed to enable interoperability between HDMI devices, with full specification in 2005 [Hol05]. CEC signals are carried through Pin 13 as part of the HDMI interface [HDM18]. The communications in CEC are divided into 10-bit blocks that include a header, opcode, and data blocks. The flow of information is dictated by the header, the first eight bits note the source and destination. Message Destination may refer to a specific device by logical address or broadcast. Figure 2.7 shows how the CEC header allows for 16 unique IDs (4 bits). IDs 0-E specify device addresses while the last logical address (F) is reserved for broadcast within the HDMI distribution. This logical address assignment usually follows certain device-type guidelines. For example, displays are usually assigned to the logical address (0) and additional displays self assign to “free use” address (E).
In this chapter, we present related work that is closely related to the research presented in this dissertation.

3.1 Attacks and Defenses on Smart Devices

Attacks and defenses against smart devices have been an ongoing topic of research in recent years.

3.1.1 Attacks on Alternative Threat Vectors

As early as 2013, works have highlighted various threats in smart devices and how attackers are in constant search of new threat vectors to infect and compromise smart devices [AP13, CBS+18a, BCMU19, LBAU17, KBAU18, BAU19, SBAU19, ALAM19]. Further, research in alternative threat vectors such as USB shows how an attacker can easily compromise devices using insecure protocols [DEB+19, DEBU19].

Very little research exists on the specific vulnerabilities of E-IoT systems or proprietary protocols. Coverage referring to such systems often comes in the form of vendor guarantees for security on traditional network attacks (e.g., TCP/IP components) [Cre20g]. Research on proprietary smart system protocols and threats has been mostly reserved to reverse engineering of protocols or encryption such as Somfy RTS [Pus16a, Pus16b]. Specifically for Crestron, the Cresnet protocol is closed-source; thus, the only prior research we identified is an attempt at creating a Cresnet protocol monitoring tool [Ste15]. Prior research on E-IoT lighting control systems (LCSs) by the U.S. Department of Energy has highlighted some security risks that come from LCSs [oE18].
3.1.2 Surveys on IoT System Security

The security of IoT smart devices have been an ongoing topic of research in the recent years. As such, a number of IoT security surveys have been conducted [ARC18, LYZ+17, AOHA17, H+19, HCS+19, ODO17, DV17, BKP15, ZG13, KT15, YWY+17, PG16, JVW+14, BMV17]. Most of these surveys cover attacks, defenses, security challenges and general counter-measures in IoT, others are more specific. For instance, a survey by Hassan et al., highlights current research trends in IoT security [H+19]. Other work has focused on IoT security aspects, such as the survey by Deogirikar et al., which focused specifically on known IoT attacks [DV17]. A survey by Yan et al. also covered the topic of IoT trust management, which may be applicable to E-IoT systems in some deployments [YZV14]. Individually, as early as 2013, works have highlighted threats in smart devices, and how attackers always search for new, unexplored threat vectors [CBS+18a, BCMU19, LBAU17, KBAU18, BAU19, BAU18, Bab19, SBAU19]. We refer readers to the surveys Aris et al. [AOV18] for the intrusion detection and mitigation mechanisms applicable to 6LoWPAN-based IoT networks. For existing ML-based and traditional network intrusion detection systems (NIDS) we refer to the survey by Chaabouni at al, [CMZ+19]. For research on attacks and defenses on wireless sensor networks, we refer to a survey by Butun et al, on emerging sensor threats and security [BÖS19]. Further, for works on distributed IoT devices, attack techniques, and defenses are covered in a survey by Vishwakarma et al, [VJ20]. Finally, individual defense mechanisms such as the one proposed by Forzin et al, investigates the use of Snort on Raspberry Pis to create an IDS for IoT systems [SMCB16]. Another notable example is Flowguard, an edge-defense mechanism proposed by Jia et al, to mitigate against IoT DDoS attacks [JZA+20].
Some topics covered in this dissertation have had dedicated surveys examine attacks, defenses and threats for each topic. For instance, several surveys have covered jamming attacks, and defenses against wireless communication [BPP13a, MRR18, MGKP09, GLY14]. Surveys on communication are also relevant, with a number of surveys covering attacks, risks, and defense mechanisms for Bluetooth communication [LZ20, DG17, MT12, Dun10]. Sensory channels are also an active subject of research and relevant to E-IoT. As such, related surveys on the security of sensory channels touch upon subjects beyond E-IoT applications such as WSNs and large-scale sensor deployments [XSJ+10, SJRB17, SPA17, PS+09, MG10, SSS11, BT11, MOG11, VDM13, WS04, RM08]. Surveys such as the survey by Zhang et al. cover advances on the current security issues of industrial cyber-physical systems (ICPSs) [ZWF+21]. Further, as cloud computing is an active topic of research, a number of relevant surveys have also covered cloud computing threats and challenges [DDGD+19, LSR+15, Rya13, Sha14, SK11, GWS10, MPB+13, SJP16, FSG+14, PAS14, SC17, XX12, AADV15, HRFMF13]. Other works focused on cloud defense mechanisms, applying to different use cases beyond the scope of this survey and E-IoT applications [FSG+14, Rya13, SC17, AADV15, MPB+13, CDG+20]. Finally, some works have focused on security mechanisms for lesser-known IoT threat vectors, providing insight and defense strategies in fields such as medical implants [WDK+17], vehicular networks [SDWV20], mobile networks [NZV20], and smart grids [BSDV21].

3.2 Threats and Vulnerabilities on Multimedia Devices

Ongoing research in compromising A/V through unconventional means has been a topic of discussion among researchers. Within the scope of Smart TVs, Oren
& Keromytis describe a method of compromising connected Smart TVs through Hybrid Broadcast-Broadband Television (HbbTV) and web-based code injections [OK14]. Related work from Niemietz et al., on Smart TVs explores the attacks on Smart TVs through app-based approach [NSMS15]. Parts of this dissertation center on TV embedded applications, and the security flaws which may come from vendor-specific apps. On the topic of HDMI, research related to HDMI systems and their security issues has remained a relatively uninvestigated avenue or not systematically investigated by the research community. The most relevant work in HDMI systems is a 2012 work published by NCC Group, which focused on vulnerabilities with fuzzing [Dav13]. Similarly, Smith et al., presented HDMI-CEC as an avenue of attacks through fuzzing [Smi15]. Finally, a BlackHat presentation by Smith et al., covered CECSTeR, a fuzzing framework designed specifically to compromise HDMI-enabled devices through the HDMI-CEC communication bus [Dav12].

3.3 Industrial Communication Bus Threats and Security

**Industrial Bus Security.** In terms of industrial bus security, several researchers have proposed works in industrial control networks, in-vehicle networks, and other serial-based networks. Well-known industrial protocols, such as Modbus, DNP3, S7comm, and IEC 60870-5 employ serial-based communication buses for industrial devices. Industrial networks can be targeted by several threats such as man-in-the-middle (MITM). In this regard, the survey of Conti et al. [CDL16] highlighted MITM attacks. In terms of the studies aiming to protect industrial networks, the works of Dudak et al. [DGS+19] and Wilson [Wil18] aimed to incorporate confidentiality, integrity, and authenticity to industrial protocols against threats such as MITM attacks. As a standardization effort to ensure the security of industrial pro-
ocols, including serial-based communication buses, the IEEE 1711.2 working group proposed the Secure SCADA Communications Protocol [IEE20]. A comprehensive review of security challenges regarding both serial and non-serial-based communication buses used by the industrial protocols can be found in the study of Volkova et al. [VNBd19]. Further, solutions were proposed by researchers to detect attacks targeting serial-based communication buses. To name a few, Eigner et al. [EKT16] proposed an ML-based defense approach using K-nearest neighbors towards detecting MITM attacks against industrial control networks (i.e., Modbus). Similarly, Lan et al. [LZSL20] proposed a method of classifying S7comm traffic to detect data tampering caused by MITM attacks. Controller Area Network (CAN) bus used in in-vehicle networks employs serial communication [SKK16]. CAN bus security has been a very active topic of research, and an extensive analysis of intrusion detection systems in this regard can be found in the work of Young et al. [YZOB19]. In the work of Buttigieg et al. [BFM17], the researchers investigated security issues and executed MITM attacks against a CAN network. Morgner et al. [MPSB18] proposed a novel attack that is based on third-parties deploying a malicious implant that tampers with the serial communication of the target hardware. In their study, the malicious implant is controlled by a remote attacker via IoT communication protocols and is used to conduct various attacks.
4.1 Introduction

The introduction of modern smart consumer electronics has led to the widespread adoption of smart devices, with over 45 million smart home components sold worldwide [ABC+18, IoT18]. Most users are familiar with commodity systems, off-the-shelf smart systems that are easily installed by the average end-user without specialized training (e.g., Samsung SmartThings, Google Home) [Sul, BSAU18]. However, in more complex installations, where robust, secure, and reliable smart solutions are needed, Enterprise Internet-of-Things (E-IoT) systems (e.g., Crestron, Control4, Savant, RTI) are accepted solutions. In contrast to commodity systems, E-IoT offers customized deployments, with more use-cases and applications. Offering users a broad set of compatible devices (e.g., sensors, Audio/Video equipment, interfaces), protocols (e.g., Zigbee, Z-wave, IP, proprietary protocols), custom programmed behavior, and system User Interface (UI) customization. As such, E-IoT systems are found in locations such as smart offices, smart buildings, luxury smart homes, yachts, and secure conference rooms (as illustrated in Figure 6.1).

While the security of many emerging commodity systems is well-understood due to prior research and mainstream knowledge, the security of E-IoT systems has been largely overlooked [BAU18, Bab19, BAU19, DEBU19, BCMU19, DEB+19, LBAU17, KBAU18, SBAU19, CBS+18a, AADB17, AFA+20, AAUA18, SAU20, SPA+18, USB, CBS+18b, NSRU19, NSRU20, NSBU20, CMT+, SBC+20, BAR+20, MBY+19, DBU20]. As such, the lack of research and awareness coupled with the cost of devices and installation of E-IoT has led many users to mistakenly assume that E-IoT systems are completely secure. As E-IoT systems follow a unique design with specialty de-
vices, proprietary software, and a large number of compatible protocols, there is a need to research unique threats and security of E-IoT systems. Further, E-IoT systems have been increasingly popular in smart installations, with Crestron growing to 1.5 billion dollars of annual revenue in 2018 and Control4 deploying over 15 million smart products in over 400,000 installations worldwide [Mar18, Con20b]. With many of these systems present in high-profile locations, understanding threats and defense strategies for E-IoT systems should be of great importance. However, no current research focuses on E-IoT system components, attacks, threats, and relevant defenses of E-IoT systems. We believe that this research gap in the literature is notable considering the prevalence of E-IoT deployments and ever-increasing attacks against smart systems. To address this research gap and analyze the security of E-IoT systems, we first divide E-IoT into four distinct layers: E-IoT Devices Layer, Communications Layer, Monitoring and Applications Layer, and Business Layer. As such, we consider E-IoT components at each layer, the associated threats, attacks, and defense mechanisms. Additionally, we present key observations in E-IoT security and provide a list of open issues that require further research.

Although there are existing studies on IoT systems, this chapter focuses solely on relevant threats and solutions to E-IoT systems. This study aims to provide users with adequate information on E-IoT system components, vulnerabilities, attacks, and defenses. With this chapter, we also aim to encourage further research and development from the research community on the topic of E-IoT systems. For instance, this chapter highlights widely-used E-IoT proprietary technologies that have seen no security scrutiny and thus have relied on security through obscurity for decades. This chapter may be valuable to researchers, E-IoT vendors, users, installers, and manufacturers that want to improve their security practices. Further, users who do not know about E-IoT concepts may find this study a beneficial resource. Ulti-
mately, this chapter sheds light on the security implications of E-IoT systems and raises awareness of security practices, protocols, and viable threats against E-IoT systems.

The contributions of this chapter are as follows:

- We highlight popular E-IoT system platforms and identify security challenges in these systems.
- We categorize and analyze E-IoT components, threats, attacks, and defenses by dividing E-IoT systems into four distinct layers.
- We present the need for further research in E-IoT systems and a number of proprietary technologies used in E-IoT.
- We open discussion on the security of E-IoT systems, and related defense mechanisms.

4.1.1 Differences from Existing Works.

This chapter differs from previously discussed works as it focuses on the insecurities, possible threats, and defenses applicable to E-IoT. To the best of our knowledge, this is the first study that focuses solely on E-IoT systems and their security, categorizing E-IoT systems into four unique layers. Specifically, we categorize E-IoT components into four distinct layers, (1) the E-IoT Devices Layer, (2) the Communications Layer, (3) the Monitoring and Applications Layer, and (4) the Business Layer. We take this approach as E-IoT system architecture differs from many IoT systems. Further, we present a threat model for each distinct layer of E-IoT, as each layer may present different threats and require different capabilities from attackers.
4.2 Taxonomy and Scope

In this section, we firstly explain the taxonomy we employed for the categorization of the security issues and the associated defenses for E-IoT systems. Following that, we highlight the topics covered in this chapter. While covering the topics that are closely related to E-IoT, we do not consider the topics that are not directly related to E-IoT or that are common to general computer systems in the scope of this study.

4.2.1 Taxonomy

In this chapter, we divide E-IoT into four distinct layers: E-IoT Devices Layer, Communications Layer, Monitoring and Applications Layer, and Business Layer. Based on the layers of E-IoT, we consider E-IoT components and we categorize the associated threats, attacks, and defense mechanisms accordingly.

4.2.2 Scope

Scope of E-IoT Devices Layer. For the E-IoT devices layer section, we cover attacks (e.g., sensory attacks, node theft, battery exhaustion) and defense mechanisms that target components at the E-IoT devices layer. Included in these topics are E-IoT devices, supply chain attacks, and physical access attacks relevant to E-IoT systems. Topics outside of the scope of E-IoT devices layer are attacks on chipsets (e.g., processor side-channel attacks) and other physical devices that are either widely researched or not unique to E-IoT.

Scope of Communications Layer. This chapter covers communication interfaces, publicly-documented protocols, proprietary protocols, and other relevant communication components as part of the communications layer. As such, this chapter covers
jamming attacks and other well-known attacks against public and proprietary protocols used in E-IoT. Finally, communication protocols such as TCP/IP, cellular communication, long-range radio protocols such as LoRaWAN, and their respective attacks are outside of this chapter’s scope as they are not common in E-IoT use-cases.

Scope of Monitoring and Applications Layer. Topics in the monitoring and applications layer include E-IoT software, configuration, and software services. Topics outside of this layer’s scope are operating systems as they are a common topic of research and not exclusive to E-IoT systems. For instance, Linux-based operating systems are common in E-IoT and other smart systems, making Linux a common topic of research. Also, outside of this layer’s scope, web-based Distributed Denial-of-Service (DDoS) attacks, mobile application threats, ransomware, firmware attacks, and common software vulnerabilities.

Scope of E-IoT Business Layer. Relevant topics to the E-IoT business layer include remote access cloud services, maintenance services, and CCTV data storage. As the E-IoT business layer is not employed by all E-IoT systems, and cloud security is a diverse field, some topics are not covered. Topics outside of this chapter’s scope are encrypted storage access, computation of stored E-IoT content in cloud environments, online microservices, advanced persistent threats, virtualization technologies, general data storage, and other cloud concepts that are uncommon for E-IoT.

4.3 E-IoT Devices Layer: Components and Security

In this section, we cover the E-IoT Devices layer, threats, defenses, and their implications. First, we introduce components of the E-IoT devices layer, and then cover
threats and attacks. Finally, we give an overview of possible defense and mitigation mechanisms.

4.3.1 Elements of the E-IoT Devices Layer

**E-IoT Devices.** Many devices, such as sensors and lighting controllers, are integrated into E-IoT systems to expand the use cases and functionality. Integrated devices may serve specific purposes (e.g., television, media player) or be a part of larger use-cases such as power control modules for lighting control systems.

**Sensors.** E-IoT and E-IoT-integrated devices will very often have sensors used to trigger programmed actions in an E-IoT system. Sensors may play a role in E-IoT in several different ways. For instance, individual sensors (e.g., glass break, motion, contact) can be integrated directly into an E-IoT system thanks to the official support of E-IoT vendors for several protocols (e.g., Zigbee, Bluetooth, Z-wave) [Con20c, Sav20a, Cre20c]. In addition, an external system, such as an alarm system, can be configured to work with an E-IoT deployment. For instance, an E-IoT deployment with water leak detection sensors and automated valves can be configured to close a leak, inform the user via text, and display a message on E-IoT interfaces about the issue [Con15b].

4.3.2 Threat Model for E-IoT Devices Layer

For this chapter, we consider Mallory to be an attacker that targets E-IoT systems through different E-IoT layers. In the E-IoT Devices Layer, Mallory compromises the E-IoT system solely through physical access to interfaces, devices, cabling, and unattended equipment. To compromise an E-IoT system through the E-IoT devices, Mallory is assumed to have physical access to devices during the manufacturing, in-
installation, operation, or maintenance stages of the E-IoT system. Mallory is capable of this, as security for device-layer components in E-IoT environments relies on the specific devices and the integrator’s installation practices (e.g., directional antennas, access restriction, tamper-proofing). We explain Mallory’s possible actions at different stages of the E-IoT devices as follows:

**Manufacturing and Transportation.** In the manufacturing or transportation stages of E-IoT equipment, Mallory may have several opportunities to compromise a device. During these stages, insiders (e.g., manufacturing workers, delivery drivers, packaging personnel) all have direct access to the E-IoT device before a device is installed, making supply chain attacks possible for Mallory, who may be in the role of an insider attacker. Further, Mallory could be an employee of outsourced manufacturing, and as such, it may be particularly difficult to prosecute Mallory during the manufacturing and transportation stages. In this role, Mallory may target E-IoT devices specifically if she has prior knowledge that E-IoT components may be installed in sensitive locations (e.g., secure conference room, access control, enterprise network).

**Deployment, Operation, and Maintenance.** E-IoT installations may see visitors such as presenting guests or maintenance workers that have direct access to E-IoT equipment. As such, Mallory as a visitor may perform a node capture attack and further compromise an E-IoT system. Additionally, if Mallory is a more knowledgeable attacker, she may perform sensory channel and side-channel attacks. In other roles, such as a role where Mallory is an IT professional, she could compromise devices in the same manner.
4.3.3 E-IoT Devices Layer: Attacks and Vulnerabilities

In the following subsection, we cover attacks and vulnerabilities relevant to the E-IoT Devices Layer. These attacks can be performed by Mallory as highlighted in the threat model.

**Supply Chain Attacks.** Even before E-IoT devices reach integrators, installers, and consumers, devices may be compromised during manufacturing and distribution stages. Several articles have highlighted supply chain threats and provided examples of how systems in different industries (e.g., medical, banking) have been targeted and compromised through supply chain attacks [Mil13, Nat20a, Edw20, FH18, Mar19, YMF20]. As specific industries have been targeted, it is reasonable to assume that E-IoT systems may be a future target for supply chain attacks. With the price-point of E-IoT systems and high-profile clients, attackers may find E-IoT systems an attractive target for supply-chain attacks. Work by Farooq et al. analyzed the risks and research challenges in IoT supply chain security [FZ19]. Their work highlighted three types of interactions in the supply chain: device-supplier interactions, supplier-supplier interactions, and device-device interactions. In device-supplier interactions, a supplier provides maintenance, security patches, and upgrades to devices. Supplier-supplier interactions are when suppliers use different companies to distribute devices. Finally, device-device interactions occur due to the inter-connectivity of devices in the supply chain, that is, communication between devices (e.g., configuration) in the supply chain. As such, an attacker could compromise a device at any of these interactions. The UK’s National Cyber Security Centre highlighted several attacks that can occur from supply chain interactions [Nat20b]. For instance, malware inserted into vendor websites or devices can “trojanize” devices before the devices leave the supply chain. As compromised software is very difficult to detect at the source, target companies may not suspect the software...
is altered or illegitimate. Supply chain threats also extend to embedded hardware such as chipsets, unauthenticated parts, and counterfeit components inserted in the supply chain. These counterfeit components may impact systems by being of lower quality [Gor12]. In other cases, hardware threats extend to hardware trojans, which have been an ongoing topic of research [BR15, TK10, KTC+08]. In this case, malicious chipsets and electronic components are inserted into devices, usually during manufacturing stages, compromising the integrity of the device. These types of attacks have been observed, in a notable case where Chinese manufacturers infiltrated 30 large U.S companies using malicious hardware components embedded in networking devices [RR18]. As such, E-IoT can easily become a target to a variety of supply chain attacks, as distribution, manufacturing, and installation stages of E-IoT provide wide opportunity to compromise E-IoT devices.

**Physical Attacks.** In any E-IoT deployment, E-IoT devices will be found throughout the location or establishment. Some of these devices may be installed in private, unsupervised areas (e.g., a keypad in a closet, an empty conference room). As such, it may be possible for visiting attackers to interact with physical devices integrated into E-IoT systems. As several vulnerabilities against physical devices rely on physical access to E-IoT devices and interfaces (e.g., node capture, tampering, button resets, theft). Physical access to devices and E-IoT components may allow an attacker to perform malicious actions on E-IoT devices, enabling programming mode, hard resets, or otherwise, change the configuration in E-IoT devices that can render them inoperable. For instance, “button sequences” may present a vulnerability to E-IoT devices. Reset sequences are used for purposes such as changing a device’s configuration, resetting a device to factory settings, or even gain information about devices [Cre20h, Con13b]. As such, an attacker can use these sequences to
alter physical devices’ configuration, gather information, or otherwise cause E-IoT components to become unavailable to the E-IoT system.

Physical access to E-IoT devices allows malicious actors to perform node capture attacks, where devices are physically captured (or stolen) to gather sensitive information about a system [BTJS12]. Although there is no study on node capture attacks in E-IoT, attacks applied on related domains may be applicable to E-IoT as well. In this respect, work by Wang et al. covered the implications of node capture attacks in wireless sensor networks (WSNs), which are relevant to wireless E-IoT devices (e.g., sensors, interfaces, remotes) as they often share the similar communication technologies [WWT+20]. The authors of the work identified ten unique vulnerabilities that can be exploited through node capture attacks affecting session keys, users, sensor nodes, gateways, and availability of the network. As such, the attacks could acquire communication keys, eavesdrop on messages, impersonate devices, track user activity, and impersonate users. Several other pieces of literature have discussed node capture attacks that exploit vulnerabilities to gather keys from connected devices [BBP10b, BBP10a, DLD09, KSP07, MT11, RAL+17]. The work of Lin et al. focused more on the efficiency of node capture attacks and introduced the full graph attack (FGA), with two optimal algorithms for this attack [LWYY15]. The attack specializes in compromising relationships between nodes and paths. As such, the attacks reportedly increased the efficiency by 50% compared to previously proposed attacks.

**Side-Channel and Sensory Channel Attacks.** Side-channel attacks are threats against the implementation of computer systems, rather than inherent weaknesses. These attacks allow attackers to compromise a system or component through an indirect channel (e.g., timing information, power consumption, electromagnetic leaks, auditory channels) [Sta10]. A number of E-IoT components may be vulnerable
to side-channel attacks through electromagnetic (EM) approaches. For instance, a study by Smulders et al. on serial-based communication suggested that electromagnetic radiation can be used to eavesdrop on physical cables and serial-based communication as a type of side-channel attack [Smu90]. These methods take advantage of a known fact that most electronic equipment emits electrical radiation, and bit amplitude in serial-based communication is relatively larger than other signals [HW88]. Their tests performed with a standard AM/FM receiver antenna allowed intercepting and reading signals going through the wire. The work concluded that data signals transmitted over serial-based communication could be intercepted from several meters away. Further, this work noted that the equipment required to perform these scans is inexpensive and readily available, as such, similar attacks may be possible in similar unsecured networks with improved equipment and techniques. Legacy systems, or systems without authentication or encryption may be especially vulnerable to these or similar attacks. Electromagnetic attacks are not limited to wiring, as work published as early as 1986 by Eck et al. noted that electromagnetic radiation eavesdropping attacks are possible in video display units [VE85]. Further work by Kuhn et al. noted that while technology has changed, electromagnetic eavesdropping can work on more modern LCD displays [Kuh04].

Researchers have found other ways to compromise systems that may be relevant to E-IoT. For instance, Savage et al. showed that with recorded video (e.g., from a CCTV system, intercom systems), an attacker could use passive sound recovery to eavesdrop on conversations [Sav15]. Further work by Davis et al. demonstrated that an attacker could also use vibrations on object surfaces for eavesdropping under certain conditions (e.g., visible glass or water)[DRW+14].

As E-IoT may control smart lights, light-emitting devices, and light sensors, threats posed by visible-light side-channels may affect E-IoT deployments. Infor-
information leakage through optical side-channels has been an active topic of research. For instance, Xu et al. created a video recognition attack where they were able to identify a video being watched on a television using the light emitted by the television through a window [XFM14]. Similar works as presented by Schwittmann et al. used ambient light sensors on smartphones and smartwatches to perform similar attacks [SBM+17, SMW+16]. Alternatively, Light Ears, presented by Maiti et al., proposed a new attack vector designed to infer a user’s private data and preferences from smart lighting media visualization features [MJ19]. Based on this research, researchers used the light and sound intensity of smart lights to infer ongoing audio and video. Alternatively, covert optical channels have been researched, with Loughry et al. providing the first call of attention to possible information exfiltration attacks on air-gapped systems by using LED light indicators [LU02]. Similar data-exfiltration attacks have been demonstrated using LCD displays [GHKE16], infrared [ZZY18], security camera infrared lights [GB19], air-gapped systems [GE18], and smart lights [RS16].

As E-IoT systems rely on sensors for accurate measurements and to trigger pre-programmed events, physical sensor threats are a concern for E-IoT. Sensor threats and security have been an active topic of research with multiple surveys. However, most of these surveys focus on sensor communication and wireless sensor networks [XSJ+10, SJRB17, SPA17, PS+09, MG10, SSS11, BT11, MOG11, VDM13, WS04, RM08]. As sensors are a vast research topic, different attacks and vulnerabilities on sensors have been discovered that can be applicable to E-IoT. Analog threats such as sound waves can maliciously influence an accelerometer’s output and cause unintended effects in an E-IoT system configured to respond to specific readings [KF18]. Other proposed attacks, such as DOLPHINATTACK, target microphones through inaudible voice commands, can be effective against E-IoT systems that integrate
voice recognition and microphones [ZYJ+17]. With many sensors lacking security mechanisms, E-IoT systems may be particularly vulnerable to sensor attacks. Work presented by Uluagac et al. summarized several sensory channels in cyber-physical systems (CPS) and devices that can be targeted by an attacker [USB14]. These channels are the light, seismic, acoustic, and infrared channels. The light channel functions through light sensors and ambient light temperatures. The light channel may be used in E-IoT to trigger programmed events at nighttime. Seismic channels are vibrational channels that can be detected by devices such as accelerometers that detect the physical movements of a device. Acoustic channels are based on sound waves and can be comparable to sonar technologies. Finally, infrared channels use infrared emitters for navigation assistance and can present a covert side-channel for attacks as it is not visible to the human eye. Further, this work highlighted that these sensory channels can all be used to trigger malware (e.g., keyloggers, DoS, spyware) already implanted into devices by attackers and that traditional security mitigation strategies do not defend against sensory channel attacks.

Other physical attacks on sensors rely on multiple sensors to function. One of the most researched examples is keystroke inference on devices with unprotected sensors [Spr14, CC12, AHIN13, HGC+19, OHD+12, MVCT11, NSN14, LS19, XBZ12, MVBC12, Ngu15, HB18, LCY+18, RRC16, VP09]. While keystroke inference research centers around mobile devices, it may be relevant to E-IoT. Many E-IoT interface devices (e.g., dedicated touchscreens, keypads, remotes) have similarities with mobile devices as they possess several sensors and receive user input. Many of these keystroke inference attacks rely on multiple sensors in different sensor channels to infer sensitive information (e.g., what a user is typing from sensor activity). For instance, a work presented by Han et al. introduced PitchIn, a method for exploiting non-acoustic sensors used in smart environments that can allow an attacker to
perform speech reconstruction attacks [HCT17]. With this method, multiple sensors (e.g., geophones, accelerometers, gyroscopes) were used to reconstruct audio and perform word recognition in the mentioned work.

**Battery Exhaustion Attacks.** As a number of E-IoT devices are battery-powered (e.g., remotes, interfaces, sensors, etc.), an attacker could use battery exhaustion attacks to impact the operation of E-IoT systems negatively. Battery Exhaustion attacks are a type of DoS attack that aims to deplete the batteries of devices by forcing the device to perform an excess amount of tasks [SKR17, BCM15]. Moyers et al. presented the effects of wireless and Bluetooth battery depletion attacks on mobile devices [MDMT10]. This work classified three distinct types of battery exhaustion implementations, *service request power attacks*, *benign power attacks*, and *malignant power attacks*. For service request power attacks, attackers target devices by making repeated requests to these devices and exhaust power through the wireless network interface card. In benign power attacks, victims are forced to perform repeated tasks (e.g., data processing, diagnostics) and consume large amounts of power. Finally, malignant power attacks are usually implemented with malware designed to increase power consumption in a device (e.g., increasing the CPU clock). Other work by Martin et al. highlighted the effects of these attacks on wireless devices, noting that damage caused by battery exhaustion attacks may also cause long-term damage to battery life in addition to a DoS condition when a device becomes unavailable [MHDK04].

4.3.4 Mitigation of E-IoT Devices Layer Attacks

In this subsection, we highlight possible mitigations to E-IoT devices-layer threats.
Supply Chain Defenses. A few solutions were proposed in the literature to defend against supply chain attacks. In order to secure the device endpoints, Yang et al. proposed an RFID-based solution that authenticates devices once they are deployed [YFT15]. This work was taken further with the introduction of ReSC by the same authors, a solution proposed to defend against the theft of authentic smart devices, and the insertion of counterfeit malicious devices [YFT18, YFT17]. Another approach by Chamekh et al. proposed the use of a Merkle tree management framework applied to supply chain architecture to provide a more trusted system and defend against supply chain attacks [CHEK18]. Alternatively, Chao Lin et al. proposed a blockchain-based framework to protect and guarantee anonymous authentication, auditability, and confidentiality for the supply chain [LHH+18]. Another solution proposed by Jangirala et al. proposed the use of blockchain-enabled RFID-based authentication protocol (LBRAPS) for supply chain security [JDV19]. During transportation stages, tamper-proof and tamper-evident packages and equipment may also prevent unauthorized attackers from tampering with devices before they reach a client [EEEE07, Rob19]. The European Union Agency for Cybersecurity (ENISA) provided comprehensive guidelines for IoT supply chain security [Eur20]. These guidelines divide defense strategies into several relevant stages relevant to E-IoT: product design, component assembly and embedded software, device programming, platform development, distribution and logistics, technical support & maintenance, and device recovery & repurpose. For product design, guidelines dictate that secure software libraries and cryptographic practices, sabotage prevention, tamper-resistant software and hardware, and chain of trust are design practices that may prevent supply-chain attacks. Further the ENISA guidelines highlight that vendors can take some preventative measures such as, working with suppliers that
provide security guarantees, maintaining transparency, having a skilled workforce, promoting security awareness, and developing novel trust models.

One of the largest topic of research is counterfeit components inserted in the supply chain, as such best practices and solutions have been proposed. For instance, ENISA guidelines highlight that parts used during manufacturing should be authenticated to prevent counterfeit components from entering the supply chain. Further, to prevent defective components, ENISA also advises for quality control and testing of parts to prevent defective components [Eur20]. Surveys conducted on the topic of counterfeit devices and hardware Trojans have suggested several solutions [BR15, TK10]. First, optical inspection-based detection relies on reverse engineering to detect Trojans. As such, techniques such as scanning optical microscopy, scanning electron microscopy, and pico-second imaging circuitry analysis are used. Images captured with these techniques are then compared to benign chipsets provided by the designer. Testing-based detection techniques use functional testing to detect Trojans. As such, a functional set of vectors need to be designed for each chipset. Side-channel detection approaches rely on factors such as power consumption, EM emissions, and time delays to detect anomalies. Such approaches can also be used to detect Trojans. For instance Agarwal et al. used Principle Component Analysis to create a side-channel fingerprint of a circuit and compare it to a known, benign model [ABK+07]. Run-time detection approaches are also used, usually combining hardware and software to detect Trojans. For instance, DEFENSE is a proposed monitoring framework that operates at device run-time to detect hardware anomalies and Trojans [AB09]. Finally, invasive techniques modify integrated circuit’s structures to avoid the insertion of hardware Trojans. The studies have shown that hardware obfuscation methods can prevent Trojan insertion and assist other detection methods [CB08, CB09a, CB09b].
**Physical Security.** Physical security of cabling and devices is an important part of E-IoT deployments as E-IoT devices can be stolen, tampered with, or otherwise damaged. Vendors implement some physical mitigations and best practices for many of their devices. Additionally, E-IoT systems make an effort towards tamper-proofing their systems and offer suggestions on physical installation. For instance, Control4 released an exterior installation security best practices document [Con12]. This document highlights several important points on exposed devices such as door stations used for gate access and intercom. First, installers are encouraged to use standard tamper-resistant security screws shipped with devices to prevent opportunists from stealing or tampering with devices. Second, relays used to open security gates should not be connected at the door station itself and instead to a relay inside the building. Relays’ endpoints should be in a secure location as physical attackers may compromise devices by tampering with relays and gain unauthorized access to locations. Finally, they acknowledge the risks associated with the network cable running to public interfaces (e.g., door stations, intercoms) and highlight solutions such as network isolation, MAC address filtering, and wireless door station access as possible solutions. In some instances, E-IoT components may only be removed with custom tools to prevent theft and tampering. For instance, touchscreens may come with a special tool so that an unprepared attacker cannot easily remove the interface [Con15a]. Finally, integrators and users should take advantage of monitoring tools (e.g., wireless monitoring, IP monitoring) to identify devices that fall offline to know if they have been tampered with. Practices used for loss prevention may also be useful for E-IoT. Concepts such as beacons, smart tags, and geo-fencing may prevent node capture attacks and alert integrators before an attack occurs [Ing19]. Integrators may also take certain steps in the installation to make sure that E-IoT devices are secure. For instance, installers should follow best practices, place sensors
in places where they are not easily reachable and do not leave any exposed wiring in installations. As noted earlier, physical access to exposed wiring and devices would make it trivial for an attacker to compromise an E-IoT system in public and unmonitored areas. Further, installers and users should consider physical access control to prevent access by unauthorized users.

**Side Channel and Sensory Channel Defenses.** There exist a number of defense solutions against side-channel attacks. For instance, for EM and many side-channel eavesdropping attacks, physical security and encryption provides a level of defense. For attacks that rely on sound, AuDroid is a policy-based framework for smart devices proposed by Petracca et al. [PSJA15]. AuDroid controls information flow in audio channels and notifies users when audio access is requested. Access control frameworks such as these may present a viable solution for side-channel attacks where sensory and audio channels can be abused. A number of defense mechanisms proposed for sensors and wireless sensor networks may be applicable to E-IoT against side-channel attacks. For instance, for sensors in mobile devices such as phones, security mechanisms have been an ongoing topic of research [SZLJ14, WYZ+15, EGH+14, WH14, XZ15]. However, many of these proposed solutions rely on software-based approaches to defend against sensor-based attacks. Alternatively, solutions such as frameworks and intrusion detection systems have been proposed for wireless sensor networks and may apply to large E-IoT deployments configured to rely more heavily on sensors for programmed events [Str07, IDF07, FKWL13, PAL+08, YT08]. One example, 6thSense, a sensor-based defense mechanism by Sikder et al. takes a machine learning approach to detect malicious behavior occurring in smart devices [SAU20, SAU19, SAU17]. The proposed solution relies on sensor co-dependence, sensor sampling, and real-time monitoring. Since E-IoT systems may share some similarities to proposed solutions (e.g., multiple
sensors, centralized design), these defense mechanisms may apply to E-IoT against side-channel and sensory channel attacks. While many of these solutions may protect against side-channels, some side-channel attacks (e.g., LightEars) do not have direct solutions proposed beyond physical security and require future research.

**Battery Exhaustion Defenses.** A number of mitigation strategies have been proposed to combat battery exhaustion attacks on wireless devices. The solution for E-IoT may be entirely dependent on the type of the system. For instance, battery exhaustion defenses may be different in a Zigbee vs another wireless-based deployment. Buennemeyer et al. proposed Battery-Sensing Intrusion Protection System (B-SIPS) that focuses on small mobile hosts and correlates power consumption with wireless activity [BGMT07]. Moyers et al. proposed an intrusion detection system (IDS) to protect against malicious activities [MDMT10]. The proposed Multi-vector Portable Intrusion Detection System (MVP-IDS) works by monitoring electrical current changes and correlating this with malicious traffic. Other IDSs have been developed, such as the one proposed by Nash et al. that uses CPU load and disk access to estimate power consumption and detect if battery exhaustion attacks are occurring [Nas05]. In situations where devices may be homogeneous, defenses against battery exhaustion attacks can be based on comparing these devices to create a realistic baseline and find anomalies that may be effective in wireless sensors and interfaces [UKTB15]. Finally, work by Hristozov et al. using rate limiting approaches to defend against battery exhaustion attacks reported to be successful for devices supporting RESTful services [HHS19].
4.4 Communications Layer

In this section, we firstly cover components of the E-IoT Communications Layer such as interfaces and protocols. We follow up with the threat model for this layer. Moreover, we introduce E-IoT Communications Layer threats and attacks. Finally, we highlight mitigations and security mechanisms applicable to the E-IoT Communications Layer.

4.4.1 Elements of the E-IoT Communications Layer

Ethernet. Internet Protocol (IP) communication has become one of the most widely deployed standards in internal and external networks. Often, modern homes and offices already have the physical Ethernet wiring and infrastructure for Internet Protocol. As such, an E-IoT system installer can use both standards (IPv4 or IPv6) for Ethernet-based communication [FS18]. Additionally, with IP, integrators have the flexibility to divide traffic flow of connected devices with subnetting and virtual LANs (VLANs). For instance, an integrator can divide a larger network into segmented sections with subnetting, determining the maximum number of devices in each segment through network configuration [MP85]. Similarly, VLANs are used to improve information flow, security and better manage an IP network [Sup20]. For instance, Pakedge, a vendor of E-IoT-centered network solutions, encourages VLANs for E-IoT installations and network segmentation [Pak20b]. As IP is popular and widely supported by many vendors, E-IoT systems will often use IP communication in some of their components. Ethernet provides the advantage of a superior level of reliability and speed compared to the wireless counterpart. Further, Ethernet can power devices through Power-over-Ethernet (PoE) technology [Ver16]. As such, integrators only need to cable a PoE-capable connection to a device, such
as a touchscreen, to provide data and power through a single connection. Physical cabling has proven to be a reliable communication method between smart components and remains popular for high-bandwidth, high-reliability applications. For instance, Ethernet may be used to control devices in the equipment rack such as IP-capable A/V receivers, Ethernet-powered IP cameras, or hardwired touchscreens [Mar14]. Moreover, Ethernet offers different networking topologies (e.g., star, ring, single-switch), which grant integrators the flexibility needed for custom E-IoT installations [MLM+99].

**WiFi.** Wireless Fidelity (WiFi) is a frequently used communication protocol for smart devices where Ethernet cabling endpoints are not viable. Various modes within IEEE 802.11 have allowed for increased speeds and frequencies. The main advantage of wireless communication is that E-IoT devices (e.g., thermostats, controllers, A/V) may use a wireless connection without requiring an extra physical connection to integrate into an existing system. Similarly to Ethernet Category cables: 802.11 generations b, a, g, n provide different levels of data rates, as well as operate in 2.4 GHz or 5.0 GHz [Int17]. In many E-IoT systems, WiFi serves different purposes due to its widespread nature. Many smart device vendors enable wireless network connections natively on their devices, making such devices easy to integrate into E-IoT systems. Examples of WiFi usage in E-IoT systems may include interfaces (e.g., phones, touch screens, tablets) and physical devices (e.g., displays, receivers, projectors). In terms of WiFi security, a number of configurations are available for accepted WiFi security standards, such as the Wireless Equivalent Standard (WEP) which is obsolete now or WiFi Protected Access (WPA), with the latest release being WPA3 security [BSK04, AMA20a]. Furthermore, in larger and more complex network deployments, enterprise solutions exist and are usually installed by trained integrators [Li 18]. As such, a number of different configura-
tions are possible with WiFi communication dependent on the equipment, level of security, and installation requirements of an E-IoT deployment.

**Zigbee and Z-wave.** Two of the most popular mesh-network protocols for smart devices are Zigbee and the proprietary Z-wave [Z-W18, Zig18]. Various vendors have embedded radio communication hardware on their thermostats to connect their devices to more extensive mesh networks. While Zigbee and Z-wave are different protocols, they are used for similar purposes in E-IoT systems. For instance, these protocols are often used in low-bandwidth applications to integrate devices such as thermostats, light dimmers, relays, and sensors to a larger system. Mesh networking allows users to retrofit existing installation by replacing existing components such as light switches for wireless-enabled components. For Zigbee, usually, there are three types of devices within the Zigbee mesh network: a coordinator, routers, and end devices [RSP11]. The Zigbee coordinator is the root of the Zigbee network and manages components necessary for Zigbee to operate (e.g., security keys, access control, security policies, stack profile). The Zigbee Router relays information and routes Zigbee packets among devices. Some Zigbee routers may also have the functions of end-devices. Finally, the end-devices send and receive communication from parent nodes and are usually designed for a specific purpose (e.g., door locks, light bulbs, sensors). Z-wave follows a similar device architecture with three basic device types, controllers, routers, and slaves. These devices fulfill similar purposes as their Zigbee counterparts [Dav20].

**Bluetooth/BLE** is a wireless standard for data exchange between portable and fixed devices. A short-wavelength protocol, Bluetooth operates from the 2.4 to 2.485 GHz range [Blu20a]. Additionally, Bluetooth may operate as Bluetooth Low-Energy (BLE) or Bluetooth Mesh, which allow for more varied applications to the protocol [Blu20b]. With the number of Bluetooth devices in the market, E-IoT systems are
compatible with the protocol for different purposes. For instance, Savant may use Bluetooth Low Energy for their smart lighting solutions, while other systems use Bluetooth for connecting mobile devices and stream music to the central system [Sav]. Bluetooth networks, commonly known as piconets, follow a master and slave architecture where up to seven active slave devices can be connected to a master device [SP08].

**IR** Infrared (IR) is a wireless optical communication medium used to control devices over short, line-of-sight ranges [Tec20]. While limited, as it cannot penetrate through walls and the short transmission rate, IR remains popular in many consumer devices (e.g., A/V, televisions remotes, motorized components). As such, because of this widespread support, IR sees common use in many E-IoT systems that need to integrate these devices into centralized E-IoT systems. E-IoT systems integrate these devices using IR flashers placed on physical devices; these flashers relay messages directly to the receiving device [Sna20]. As some devices can only be controlled through IR, E-IoT makes widespread use of IR communication.

**Proprietary Wireless.** Not all protocols used by E-IoT systems are well-known or open-source. Proprietary wireless communication protocols are often used in E-IoT systems and have not seen much research. For instance, the Radio Technology Somfy (RTS), is used by Somfy, one of the major vendors of E-IoT motorized blinds [Som]. Similarly, popular system vendors such as Lutron, Leviton, Legrand, and Crestron also use proprietary wireless protocols that have remained mostly unexplored [Bla20, Creb, Leg19, Lev]. Table 4.1 highlights some proprietary wireless protocols used by E-IoT systems and their usage in E-IoT.

**Serial-based.** Serial-based communication is a precursor to several modern device communication standards. While many may consider the use of serial-based communication as deprecated, various E-IoT systems and connected devices officially
support serial-based communication for system-to-device integration. Further, some E-IoT systems have built their systems on top of existing serial-based communication for proprietary devices. For instance, since the accepted inception in 1969 [fCo02], Recommended Standard 232 (RS-232) has been a well-known medium for device-to-device communication. This standard is often used in E-IoT environments for communication between devices. Some of these devices include thermostats, projectors, A/V receivers, A/V switchers, motorized lifts, displays, pool controllers, motorized drapery, and alarm systems that interface with other devices directly through serial-based links. A more specific example is the Carrier Infinity Series systems module for HVAC units. This module allows an E-IoT system to communicate with Carrier HVAC systems through serial interface or allow for remote access using a physical Ethernet connection [Car13]. In many cases, serial-based communication is wired in a “daisy-chain” bus configuration where the cabling goes from device-to-device instead of each device is individually wired to the E-IoT controller. Such a wiring configuration is a common practice in E-IoT, as daisy-chain is easier to wire and saves the integrators and users in labor and wiring costs.

The use of serial-based protocols for a variety of use-cases is widespread among E-IoT vendors. For instance, Crestron’s Cresnet has become a ubiquitous name in residential, marine, and commercial installations [Cre17a]. Cresnet uses RS-485 half-duplex communication used for communication between devices (e.g., interfaces, components, keypads) and the controller [Cre17b]. Similarly, vendors such as Control4 [Con13a], LiteTouch [Lit06], and Savant [Sav14] use proprietary serial-based protocols to communicate with interfaces. These connections usually are daisy-chained together and work with multiple lines. In addition to these examples, many product vendors manufacture devices with native serial communication to where many devices and systems are integrated into E-IoT through serial communication.
For instance, shades [Som20], advanced audio receivers [Mar14], televisions [Sam20], and alarm systems [ADI20] can all be integrated into E-IoT using serial-based communication. The technical specifications of many of these highlighted serial-based communication protocols are not publicly available, and thus any security mechanisms remain largely unknown.

Another type of serial-based communication are building automation protocols such as BACnet. BACnet was designed specifically to meet the requirements for automation and control within corporate offices, buildings, and other commercial establishments. BACnet can be integrated into some E-IoT systems, with many devices available. The protocol is also used for communication in sensors, security systems, energy management, lighting control, physical access systems, and elevator controls [ASH16]. BACnet operates on top of RS-485 and RS-232 to provide application and networking layers for device operation. BACnet implements four layers: Application Layer, Network Layer, Data Link Layer, and Physical Link Layer. In this protocol, RS-232 is used for point to point communication while RS-485 handles Master/Slave Token Passing [Tex14]. Since BACnet is an open protocol, it has been adopted by various device vendors and manufacturers as a form of external control.

**HDMI.** The High Definition Multimedia Interface (HDMI) is one of the core components of audio/video systems. It acts as the main physical connection between multiple devices (e.g., televisions, projectors, video players, receivers). As such, HDMI is one of the most common interfaces used worldwide, with billions of compatible devices in the wild [Ven15, Wri18, Tsu08]. Per HDMI design, communication transmitted is not limited to audio and video, as HDMI transmits control and information signals through the cabling through the 19-pin connector [HDM18]. Further, HDMI can be a part of distribution networks with switchers, splitters, and other interconnects that allow multiple HDMI-enabled devices to share A/V sig-
Table 4.1: Examples of E-IoT system proprietary RF protocols.

<table>
<thead>
<tr>
<th>Vendor</th>
<th>Protocol</th>
<th>Product Lines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lutron</td>
<td>Clear Connect Technology RF [Bla20]</td>
<td>Lighting, Shades, Interfaces</td>
</tr>
<tr>
<td>Somfy</td>
<td>Radio Technology Somfy [Som]</td>
<td>Lighting, Shades, Interfaces</td>
</tr>
<tr>
<td>Leviton</td>
<td>LevNet RF [Lev]</td>
<td>Lighting, Shades, Interfaces</td>
</tr>
<tr>
<td>Legrand</td>
<td>TopDog RF [Leg19]</td>
<td>Lighting, Shades, Interfaces</td>
</tr>
<tr>
<td>Crestron</td>
<td>inﬁNET EX/ER [Creb]</td>
<td>HVAC, Lighting, Shades, Interfaces</td>
</tr>
</tbody>
</table>

As A/V distribution is an important part of E-IoT, HDMI serves a major role in E-IoT systems [Con20d, Cre20d, Sav20b]. Further, some E-IoT systems use communication protocols embedded in HDMI to control and integrate devices into an E-IoT system [Cre20b]. For instance, the HDMI connection includes the Consumer Electronics Control (CEC) to expand the functionality of HDMI systems [HDM09]. The CEC protocol is a component of HDMI communication and was developed to enable interoperability between HDMI devices. CEC is a low-bandwidth protocol with a maximum of 16 devices and functions in a bus architecture. Some E-IoT systems use CEC to control A/V devices such as receivers, televisions, and projectors. Thus, many vendors implement CEC features on their devices under different trade names, including Anynet+ (Samsung), Aquos Link (Sharp), BRAVIA Link/Sync (Sony), CEC (Hitachi), CE-Link and Regza Link (Toshiba), SimpLink (LG), VIERA Link (Panasonic), EasyLink (Philips), Realink (Mitsubishi) [Goo18].

4.4.2 Threat Model for E-IoT Communications Layer

In this layer, we consider Mallory compromising an E-IoT system through the communications layer, targeting the confidentiality, availability, and integrity of the system. Thus, Mallory compromises the E-IoT system through communication components, often without the need of physical access. Attacks on this layer may benefit
weak protocols, protocol vulnerabilities, flaws in implementation, and other similar factors. As such, Mallory, in this case, is knowledgeable in communication vulnerabilities and has the equipment necessary to compromise E-IoT. For instance, Mallory may carry sniffers and the software necessary to eavesdrop on communication channels and inject messages into E-IoT communication. We explain Mallory’s possible roles in attacking E-IoT communication layer as follows:

*Visitors and Unprivileged Users.* Some users (e.g., visitors, insiders) may not have sufficient privileges to interact with all of the components of a deployed E-IoT system. Mallory, as a malicious unprivileged user, may use protocol vulnerabilities to gain unauthorized access to devices near her. As such, attacks on serial-based protocols, short-range wireless, and HDMI are feasible. An unprivileged user may just need some preliminary knowledge of the protocols used.

*IoT Hackers.* Malicious actors such as hackers may target E-IoT systems specifically in public locations (e.g., presentation rooms, bars, campuses). In this scenario, Mallory as a malicious hacker, may choose to perform reconnaissance of an E-IoT deployment without direct physical access to the system. Additionally, more sophisticated attackers may attempt to compromise a system, gain unauthorized access, cause DoS attacks, or otherwise disrupt E-IoT operations through the communications layer. In this case, Mallory only has unauthorized access to all E-IoT system components.

### 4.4.3 Communication Layer: Attacks and Vulnerabilities

In this subsection, we give an overview of the attacks and vulnerabilities of the E-IoT Communications Layer. Specifically, we cover attacks to serial-based protocols, wireless protocols, HDMI-based protocols, and building automation protocols.
**Serial-based Protocol Attacks.** One of the challenges of properly evaluating serial-based protocols in E-IoT is the proprietary nature of many of these protocols. Many proprietary protocols are long-lived and do not advertise any form of security mechanism to the communication. Information on many of these protocols (e.g., Cresnet) is sparse. These protocols rely largely on security through obscurity as many of these protocols were designed for functionality but not security in mind.

Even with this lack of research, online communities and integrators have explored E-IoT protocols and managed to create sniffers to capture serial-based communication for debugging [Ste15]. As such, these sniffers work without any form of authorization beyond physical access and expose possible threats to E-IoT serial-based protocols. In relation to industrial control protocols, a comprehensive review of the security channels for industrial control protocols can be found in a study by Volkova et al. [VNBd19]. This study highlighted that aging serial-based communication technologies such as Modbus can be attacked (e.g., credential theft attacks, replay attacks, Man-in-the-middle attacks) by a knowledgeable attacker.

An analysis in 2003 by the Department of Commerce found some threats to building automation protocols such as BACnet. While most systems were not connected to the Internet, there was still backdoor access via modem connections to controllers [Hol03]. The study also noted various attacks on passwords, confidentiality, integrity, DoS, spoofing, and eavesdropping within a BACnet installation. Gasser et al. discussed research on Internet-exposed BACnet systems [GSD+17]. BACnet is often an integral part of connected Industrial Control Systems (ICS); these are critical infrastructural systems for any size business and offices [MMA+16]. BACnet operates on UDP ports 47808-47823 by default [ASH16]. Researchers used a pre-rendered BACnet payload in conjunction with Zmap [DWH13] to scan for devices in the IPv4 address space for valid responses. Using this methodology, researchers
managed to confirm a total of 15,429 exposed BACnet devices on the Internet. A notable characteristic of BACnet/IP UDP protocol is that it is both stateless and does not require handshake nor authentication. The previously mentioned characteristics of BACnet make it susceptible to Amplification Attacks, a DoS attack where a response payload is larger than the request payload [GSD+17].

**WiFi Attacks.** WiFi communication has been an active topic of research due to its broad appeal and uses in many connected devices. Many WiFi attacks have been covered in different publications, surveys, and technical documents. Additionally, attacks may be dependent on installed hardware, firmware, security used (e.g., WEP, WPA, WPA2, WPA3), and specific implementation. A survey by Lashkari et al. highlighted weaknesses to security mechanisms in WiFi communication [LDS09b]. Specifically, this work notes that WEP is susceptible to attacks (e.g., packet forgery, replay attacks, de-authentication) and vulnerabilities such as improper key-management and problems with the RC-4 algorithm. Other work from Borisov et al. goes further into the insecurities of the WEP protocol and how poor security practices (e.g., keystream reuse, key management) allows an attacker to compromise WiFi with WEP security [BGW01]. Specifically, WEP is vulnerable to eavesdropping attacks, message modification, message injection, message decryption, authentication spoofing, and reaction attacks against WEP. While considered more secure, WPA vulnerabilities also exist. Lashkari et al. note that WPA/WPA2 has definite security improvements over WEP, such as the use of the Advanced Encryption Standard (AES) and the Temporal Key Integrity Protocol (TKIP) [LDS09b].

However, even with improvements, WPA and WPA2 can be susceptible to attacks (e.g., brute force attacks, dictionary attacks). A related attack for WPA/WPA2 is a handshake capture attack. An attacker can capture the communication hand-
shake and attempt to perform brute force attacks or dictionary attacks against the captured handshake [KKAA14]. An attack proposed by Vanhoef et al. introduces key re-installation attacks against WPA/WPA2 where attackers can force a WiFi network to reuse old keys and compromise confidentiality in the network [VP17]. As such, key re-installation attacks would allow Mallory to perform actions such as packet replay, decryption, and forging in some implementations, severely impacting the confidentiality and integrity of WiFi communications. Other attacks such as the Reaver and Pixie-Dust attacks also target WPA-based security, specifically exploiting the WiFi Protected Setup (WPS) protocol in routers [Kod18]. Finally, as a newer security mechanism, some weaknesses have been found in WPA3 [KH18]. As such, DoS attacks [LZ19a], connection deprivation attacks [LZ19b], and handshake attacks [VR20] can compromise WiFi communication with WPA3 security. As many E-IoT devices use WiFi communication, any WiFi attacks could compromise the confidentiality, integrity, and availability of E-IoT and E-IoT-integrated components.

**Zigbee and Z-Wave Attacks.** Wireless technologies are common in E-IoT systems in many different use cases and have been an active topic of research in the security community. As described in [KHS17], various communication protocols (e.g., Zigbee, Z-Wave) can be attacked, negatively impacting E-IoT systems by directly affecting user interfaces. There have been known security breaches in Zigbee devices. The Zigbee Light Link (ZLL) standard was designed with easy client integration, and installation in mind [Wan13]. One known breach in 2015 involved the leakage of the master key for light-based Zigbee devices. This leak made ZLL devices insecure [ZS15]. It must be noted that there are variations between Zigbee systems, software, hardware, and chipsets; not all attacks may be effective on all Zigbee systems even if the Zigbee stack is an accepted standard.
Energy depletion attacks such as Ghost-in-Zigbee [CSC+16] may prove to be effective against battery-powered E-IoT components. In addition to depleting Zigbee devices’ power, it can facilitate threats such as DoS and replay attacks on a Zigbee network. The attack method involves sending false messages to nodes within a Zigbee network to trigger processor-intensive computations (e.g., cryptographic operations). These unnecessary computations cause power and performance losses on the affected device. Ghost-in-Zigbee attacks also demonstrate three unique types of DoS attacks. First is a computational load attack, which can be done by sending numerous messages at the same time to trigger the depletion of a node’s energy. However, such an attack could be easily detected with abnormality detection. The second type of DoS is referred to as MAC misbehavior, which takes advantage of Zigbee channel sensing. When a targeted node receives continuous traffic, all nodes within that region will not communicate through that node. The third is a replay attack in which a malicious attacker may use frame counters greater than valid values in their message. Since Zigbee keeps an Access Control List (ACL) table, this table will be updated to match the malicious counter values. Any legitimate node trying to make contact after the alteration will be rejected due to their frame counter values being less than the altered values, leading to a malicious spoofing attack. The article [KHS17] mentions a third attack on Zigbee spanning from hardware implementations. Going further in-depth, in [RSWO18], researchers attacked an implementation of an Atmel chip used with Phillips Hue bulbs and Zigbee Light Link (ZLL) mode. In this attack, the researchers created a custom circuit board to target the zigbee chipset used with smart bulbs and created a worm to spread the infection among light nodes.

In [OHA+14] three types of attacks on zigbee were demonstrated using the KillerBee toolkit [Riv17]. The first attack takes advantage of Zigbee’s discovery process
and mimicked a legitimate device to gather information about other devices within the Zigbee network. This information spans various channels and will yield responses from Zigbee nodes within a channel. The second attack is the interception of packages. This attack functions on the basis that some Zigbee networks use weak or no encryption. As such, an attacker can eavesdrop on communication using the toolset and a USB adapter to capture traffic on a given channel. As the third proposed attack, if the previous two attacks are successful, an attacker can intercept and record Zigbee traffic. As such, an attacker can replay previously recorded packets and have Zigbee devices accept sent messages. Z-Wave vulnerabilities may depend on implementation practices, firmware, and hardware. Using reverse engineering methods, Fouladi et al. in [FG13] provided some examples of available exploits that could compromise entire devices. The attack used Z-force, a packet interception, and injection tool, to reset the established network key and take advantage of the protocol’s steps. The researchers describe the issue as a lack of 'state validation' in some Z-Wave devices. An attacker can use packet injection to force Z-Wave devices to overwrite their current shared network key with an attacker-specified key. They demonstrated a successful attack on a connected door lock. While follow-up publications note that some of the attacks described have been patched, devices that have not been updated and usage of older firmware may be vulnerable to these attacks [KHS17].

The research by Fuller et al. explored vulnerabilities of rogue controllers within Z-Wave established networks ranges [FR15]. This work introduced an attack that used a malicious Z-Wave controller to attack unsecured devices. To begin, the authors established a Home Automation Network (HAN) using Z-Wave devices such as connected door locks, smart lights, and connected water valves. The attacker must first gain access to the local WLAN network to perform this attack, assuming
the network is improperly secured. Once access to the network has been granted, an attacker can scan the network and retrieve the address of the Z-Wave gateway and any other gateways. The researchers then took advantage of known gateway vulnerabilities and, in this case, attacked a VeraEdge Z-Wave controller. Further, they retrieved and saved a backup file for the entire system. With this information, the researchers could then duplicate a legitimate Z-Wave controller with a malicious one in the same network. This rogue controller could then communicate to Z-Wave devices within that network, compromising all of the available devices. The study also noted that with this backup file, there is the possibility that sensitive information and activity can be retrieved. Further, log files could also prove valuable to an attacker gathering information in usage or future attacks.

**Bluetooth/BLE Attacks.** Other popular short-range wireless solutions are Bluetooth and BLE. As mentioned earlier, Bluetooth is used by some E-IoT systems during standard operation and device configuration. Due to mobile devices, IoT, and other common use-cases of Bluetooth, attacks on Bluetooth have been widely documented, with a number of surveys written on the topic of Bluetooth security [SW05, DG17, MT12, Dun10, JSSN18]. Relevant to E-IoT, attacks highlighted in these surveys include man-in-the-middle attacks that can occur by compromising Bluetooth’s Secure Simple Pairing (SSP) to impersonate trusted parties [HH07, SMS18, HT10, HT08, HH08, BWM12]. Further, another attack relevant to E-IoT is Bluesniping, which uses specialized antennas to sniff Bluetooth communication beyond the expected Bluetooth range [Her04]. Bluesniffing attacks may also be a concern, as attackers may be able to infer E-IoT activity from sniffing packets coming from Bluetooth-based interfaces and devices [SB07]. Disruption attacks such as Bluechopping, Bluecutting, and Bluedepriving may also affect the availability of E-IoT devices as these attacks all work to disrupt Bluetooth communication.
through different approaches [LZ20]. For instance, for bluechopping, an attacker spoofs the identity of a connected Bluetooth device to cause a DoS condition. Blue-cutting, an attack that disrupts Bluetooth communication by spoofing a Bluetooth device and requesting a target device begins re-pairing. As attacker then discards the stored link key and pairing cannot be performed [LZ18]. Finally, bluedepriving interrupts Bluetooth communication by causing a conflict between a spoofed device and a legitimate device so that this legitimate device cannot pair through Bluetooth connection [AK18]. It must be noted that similar to other protocols, many Bluetooth attacks are dependent on implementations, software versions, and use cases of Bluetooth devices. The differences between Bluetooth and BLE have led to some unique attacks for BLE. For instance, a work by Lounis et al. demonstrated that the “Just Works” pairing mode for BLE can be exploited to perform interception, interruption, fabrication, and modification attacks on BLE devices. Another notable example by Wu et al. is BLE Spoofing Attacks (BLESA)[WNK+20]. In this work, the authors demonstrated that with BLESA, an attacker can impersonate a BLE devices and provide spoofed data to previously-paired devices. In another work, Zhang et al. showed that BLE is susceptible to a downgrading attack with Android-based systems, where devices can be forced to run in an insecure communication mode without a user’s knowledge [ZWD+20].

**IR Attacks.** IR communication is used in E-IoT in the form of IR flashers to control integrated devices (e.g., displays, projectors, blinds). As such, most of these systems use simple, line-of-sight receivers without any form of authentication from the remote. Many of the controlling codes are available from online sources in websites such as remote central [Rem20]. As such, it is trivial for an attacker to capture or emit IR commands through line-of-sight [Adm11]. A malicious attacker could simply use an IR blaster to control IR-enabled devices and disrupt the operation
of E-IoT systems [Ind08]. In other cases, attackers may be able to reconfigure IR-enabled devices as if they had the original device remote. In terms of E-IoT, if a device is reconfigured or reset, an E-IoT system may not be able to communicate with these devices.

**General Wireless Attacks.** In this category, we cover any attacks that can apply to wireless in the Industrial, Scientific, and Medical (ISM) frequency bands and are not unique to any communication protocol. Jamming attack can negatively impact E-IoT system communication in multiple modes of communication and falls under a specialized DoS attack. Specifically, jamming presents a major threat to wireless networks and any E-IoT device that uses wireless networks (e.g., interfaces, sensors, relays), causing the devices to fall offline. Several works and surveys have covered jamming attacks against wireless communication that can be relevant to E-IoT systems [BPP13a, MRR18, MGKP09, GLY14]. Specifically, these surveys highlight several proven jamming techniques against wireless networks (e.g., spot jamming, sweep jamming, barrage jamming, deceptive jamming). Further, jamming attacks are often cheap, easy to perform, and difficult to mitigate. The capabilities of more elaborate jamming attacks such as reactive jamming are covered by Wilhelm et al., highlighting the dangers of reactive jamming in wireless networks, where jamming techniques can target specific packets in wireless communication [WMSL11]. While reactive jamming may have limitations due to cost, demonstrations of jamming attacks show that an attacker can target specific wireless communication (e.g., Zigbee) with some technical knowledge and widely-available low-cost devices [Bas19].

**HDMI-Based Protocol Attacks.** HDMI is one of the core connections of video distribution and contains various protocols that can pose a threat to E-IoT systems. In HDMI-Walk, Puche et al. demonstrated that the CEC protocol can be used to gain arbitrary control of CEC-supported device functions [RBAU19a]. Specif-
ically, the authors demonstrated that CEC can be used with HDMI distributions to attack multiple HDMI devices. The HDMI-Walk attacks further showed that an attacker might control devices, transfer information, cause DoS conditions, eavesdrop, and otherwise harm HDMI networks through a single point of connection or compromised device. For all of the attacks, the researchers inserted a device into an HDMI-capable distribution. The first attack used the inserted device to gather information about all of the connected HDMI devices, returning details such as the language, model number, power state, and running version. Two more attacks proved that eavesdropping and facilitation of existing attacks are possible with CEC. The authors showed that CEC could be used for unauthorized data transfer by transferring audio information and WPA handshakes from one end of the distribution to another rogue device. Finally, there were two DoS attacks demonstrated in HDMI-Walk. On the first attack, the attacker device was configured to identify televisions powering on through CEC broadcast and shutting the displays down before they initiated. The second DoS attack abused television input change and overwhelmed displays through CEC, causing them to become inoperable. Further, the authors of HDMI-Walk noted that CEC propagation is not obvious and difficult to mitigate, creating networks without the user’s awareness. Other relevant work on HDMI sub-protocols was published by the NCC group identified on CEC-based fuzzing vulnerabilities through CEC, and other viable threats through HDMI [Dav13]. Specifically, the NCC Group identified that HDMI’s HEC channel could be used for corporate boundary breach, endpoint protection circumvention, and unauthorized network extension. Similar work presented by Smith et al. contributed to further CEC-based fuzzing with the development of the tool CECSTeR, used to execute CEC-based fuzzing attacks on CEC-supported devices [Smi15, Dav12].
4.4.4 Mitigation of Communication Layer Attacks.

Serial-based Communication Defenses. While not specific to E-IoT, research in serial-based communication defense mechanisms may apply to E-IoT. Studies by Dudak et al. [DGS+19], and Wilson et al. [Wil18] provide insight into securing serial-based protocols and considerations that must be taken to design protocols securely. Further, as standardization may help secure serial-based communication in ICS, the IEEE 1711.2 working group’s efforts have focused on creating the Secure SCADA communications protocol [IEE20]. A similar approach has not been taken for proprietary E-IoT communication protocols yet, but could guarantee interoperability and secure protocol design in the future. In a survey by Volkova et al. highlighting attacks and defenses [VNBd19], the authors noted that network security, best practices, and software updates may help mitigate threats to Modbus and similar serial-based protocols. However, the authors noted that even with existing mitigation strategies, there are vulnerabilities that have to be mitigated by the protocol specifications. Finally, many proprietary protocols may require physical access to compromise, so controlling physical access may be a viable mitigation strategy.

For building automation protocols, vulnerabilities are often dependent on the implementation and installation. ASHRAE, the compendium behind BACnet, has released a security architecture to its initial construction for the deployment of a security layer for BACnet networks [ASH17]. In the addendum, ASHRAE acknowledges the need to update the 56-bit DES cryptographic standard used for communication since 2004 to AES-128 bits. As several threats have been found in DES encryption, protocol updates are needed. Further, the BACnet specification explicitly notes that BACnet security encryption is optional and dependent on an integrator to be deployed [NBGT19]. If the integrator does not choose to deploy the BACnet security encryption, then the BACnet deployment will be insecure. As
such, an improperly configured system may be insecure without the user's knowledge. To keep E-IoT systems and related components secure, integrators should configure systems to use available encryption. Further, entities that create and maintain communication standards must update their protocols to newer cryptographic standards.

**WiFi Defenses.** In a similar manner to many technologies, one of the best solutions to defend against WiFi and other wireless vulnerabilities is ensuring that the most secure protocol implementations are in place in E-IoT devices. For instance, attacks and vulnerabilities such as Reaver have been patched in many modern routers [Kod18]. Literature also references other solutions such as experimental defense mechanisms (e.g., custom key generation practices, modified WiFi standards); however, as most vendors and integrators cannot realistically implement these mechanisms, they are outside of the scope of this chapter [WJZ10]. In a similar manner to the individual network configuration of devices, integrators should follow accepted best practices when configuring WiFi security, such as the ones suggested by the United States Federal Trade Commission [Fed15]. For instance, access to a network should be limited, and routers should be secured with strong passwords, custom SSID names, with management features. Strong passwords practices can help mitigate handshake cracking and brute force attacks on WiFi. Further, using WEP is considered insecure and outdated, and as such, it should be avoided unless completely necessary. Other best practices were also highlighted by the Cybersecurity & Infrastructure Security Agency (CISA) [Cyb20]. Some defenses proposed include installing firewalls, maintaining anti-virus software, frequent networking equipment updates, and following wireless configuration recommendations from manufacturers. Several attacks can be prevented through best practices and proper configuration in WPA/WPA2 devices. For instance, disabling features such as WPS in routers may
be a good practice to prevent threats such as the Reaver and Pixie-dust attacks [SNN13]. Surveys conducted on WiFi security also suggest that if it is possible, users should update their systems to the latest WPA3 security standard, however acknowledge that this is not ideal in all cases [LZ20, LDS09b]. Further, these surveys note that proper configuration of WPA3 can prevent key cracking attacks.

**Zigbee/Z-Wave Defenses.** One of the best solutions to Zigbee and Z-Wave protocol vulnerabilities is verifying that vendors use the latest and the most secure protocol implementations. Further, E-IoT integrators should follow the best practices offered by E-IoT vendors and manufacturers. A survey by Lounis et al. highlighted how updated protocols have resolved many attacks for short-range wireless protocols [LZ20]. This chapter also highlights that network administrators (integrators - in E-IoT systems) should monitor and verify that devices are properly configured and updated. However, as users and integrators of E-IoT systems rely on E-IoT device manufacturers and vendors, solutions for vulnerabilities will come from vendor updates and best practices. For instance, manufacturers of E-IoT controllers must make sure that short-range wireless nonces are not reused to prevent key generation attacks [WAM14]. Additionally, a work by Benzaid et al. highlighted that polling messages and responses should also be authenticated to prevent spoofing attacks on short-range wireless networks [BLAN+16]. An article published in 2006 on Z-Wave security highlighted the main differences between Zigbee and Z-Wave security [Kni06]. The article noted that Z-Wave protocol encryption is optional and for that reason, encryption should always be enabled as a security measure. The study also noted that older Z-Wave systems are open to various attacks, especially if encryption has not been enabled. As such, maintaining systems properly updated and securely configured should be a priority for E-IoT communication.
**Bluetooth/BLE Communication Defenses.** In a similar manner to other wireless defenses, one of the best solutions for Bluetooth attacks are updates and making sure that best practices are followed in Bluetooth configuration. A set of Bluetooth-specific best practices have been proposed in [Lyn07]. For instance, disabling Bluetooth functions when they are not in use, disabling device ID broadcast, strong passwords, and verifying incoming transmissions have been suggested to mitigate Bluetooth-based threats. Further, a survey by Lounis et al. [LZ20] notes that Bluetooth software updates are necessary to defend against well-known Bluetooth attacks (e.g., bluechopping, bluecutting, bluedepriving). Similarly, some defense mechanisms have been proposed for BLE-specific threats. For instance, to address Android-based downgrading attacks against BLE, Zhang et al. proposed some modifications to the Secure Connection Only (SCO) configuration for BLE [ZWD+20]. Another example by Wu et al. is BlueShield, a monitoring system designed to detect spoofing attacks on BLE communication [WK+20a].

**IR Communication Defenses.** As IR communication is line-of-sight, physical security may be one of the best defense approaches. With very little literature on IR communication and defenses, it may be an idea for integrators to cover IR receivers when not in use to prevent attackers from tampering with devices. Further, access control may prevent unauthorized users from disrupting the operation of E-IoT-controlled devices using IR emitters. As IR requires line-of-sight, it may be easy to discern when an attacker is meddling with a device. Further, as CCTV can display the IR spectrum, it may be possible to use cameras to identify an attacker using IR to communicate with devices [Car20].

**General Wireless Communication Defenses.** Securing wireless communication from jamming attacks has been a topic of research with a number of different approaches suggested. Numerous surveys are available on wireless jam-
ming defenses and counter-measures [BPP13a, MRR18, MGKP09, GLY14, LKP07, BPP13b, MS12, OAH18]. As such, a solution for E-IoT deployments will depend on the wireless technology used and the particular wireless use cases. A survey on this topic by Aristides et al. divides anti-jamming approaches into three different types: proactive, reactive, and mobile agent-based solutions [MGKP09]. Proactive counter-measures in the background cannot be initiated, stopped, or resumed on demand and require prolonged implementation time and high implementation cost. An example of proactive measures are software and hardware-based solutions that detect jamming attacks before they occur (e.g., DEEJAM) [WSZ07]. Reactive anti-jamming approaches reduce computation energy costs compared to proactive counter-measures. Reactive jamming defenses rely on active jamming attacks and aim to mitigate attacks (e.g., JAM) [WSS03]. However, in the case of some jamming attacks, reactive-anti-jamming may have some detection delays. Finally, mobile agent-based solutions employ anti-jamming agents that move between hosts to detect jamming attempts. For different protocols, there exist different jamming approaches, subject to surveys of their own. Vendors of E-IoT should consider the best defenses for their supported devices and implement them in their systems.

**HDMI-based Communication Defenses.** While HDMI sub-protocols are usually secured through restrictions to physical access; other options have been explored. For instance, in work proposed by Puche et al., the authors created a passive intrusion detection system framework designed to protect against HDMI-based threats [PBAU20]. The framework uses features in CEC communication to build a machine learning classifier and does not require modification to the original protocol, as a modification to the protocol is problematic, with billions of HDMI devices distributed worldwide. Physical defenses against these attacks involve the use of CEC-less adapters, which can prevent CEC signal from propagating over large dis-
tributions [Ama20b]. As such, an integrator may use a CEC-less adapter to prevent public, easily-reachable HDMI endpoints from receiving CEC communication.

4.5 Monitoring and Applications Layer

In this section we highlight the monitoring and application layer of E-IoT systems. First, we cover elements of the E-IoT monitoring and applications layer then introduce the threat model at this layer. Next, we cover monitoring and application-layer threats and attacks. Finally, we provide relevant defenses and mitigation mechanisms.

4.5.1 Elements of the Monitoring and Applications Layer

E-IoT Monitoring and Applications Layer consists of E-IoT drivers, E-IoT software and services, and E-IoT configuration.

E-IoT Drivers. As introduced in Chapter 2.1.6, drivers are an important part for E-IoT system functionality. As a software-based component of E-IoT systems, drivers provide all the information necessary for an E-IoT system to integrate a device or web service into the system. As such, E-IoT drivers are not standardized from system-to-system and may be known under a different name (e.g., Crestron modules, Control4 Drivers) [RBA+20]. Drivers are inserted and configured in an E-IoT system during programming or maintenance by integrators. Thus, drivers can be obtained in three different ways. (1) Drivers may be acquired directly from the E-IoT configuration software. (2) Drivers may be acquired from a catalog of drivers provided by the main E-IoT vendor. (3) Drivers can be downloaded from third-party sites (e.g., forums, device vendors, third-party developers). However, while many vendors will validate drivers acquired from their software or repositories, drivers
from third-party sources are often not checked for malicious content. Additionally, some drivers are not free which may tempt integrators to use a free, unverified driver with malicious code available online [Bla08].

**E-IoT Software Services.** E-IoT systems use several software services for configuration and maintenance. Beyond proprietary tools used by E-IoT vendors, such as Control4’s composer and Crestron’s Simpl, E-IoT uses common application services [Con10a, Cre20e]. Available software services may vary from system to system. While E-IoT systems may have well-known, documented software services such as File Transfer Protocol (FTP), Secure Shell (SSH), and Telnet communication, E-IoT solutions may also run unknown proprietary services. With the closed-source nature of many E-IoT systems, documentation and details of these proprietary services remain mostly unavailable. As such, operating manuals available online and troubleshooting guides are among the few sources of information on these services. In contrast, well-known and commonly-used services are easier to identify. For instance, file transfer is necessary for E-IoT tasks such as firmware upgrades, image uploads, and vendor software configuration. As such, one of the accepted file-transfer services is FTP, and for more secure communication, Secure FTP (SFTP) [Jon20, Edu20].

Another requirement for E-IoT is diagnostics and configuration; thus, integrators need to communicate directly to the E-IoT system. Secure shell services may be used for diagnostics and configuration as integrators use secure shell clients such as PuTTy to connect to, diagnose, and configure E-IoT system and system components through services such as Telnet or SSH [Nit13, Sim20]. Another use-case of software services is webservers and web interfaces using HTTP or HTTPS. E-IoT systems may host webservers and web interfaces to allow integrators to configure, diagnose, or monitor devices. For instance, CCTV systems host a web interface to configure cameras, view recordings, view a live feed, and manage CCTV systems.
Finally, software suites such as Busybox are common in IoT and E-IoT alike, as BusyBox provides many common UNIX utilities in a compact executable with size optimization and a modular design [Eru20, Wel00]. Due to the convenient design, E-IoT vendors such as Control4 run BusyBox on their main controllers and devices [Joh14].

**E-IoT Configuration.** Beyond software, configuration of E-IoT systems can impact the overall security of the system. Some E-IoT users may need to access E-IoT system features remotely. Additionally, remote access aids integrators, as it allows them to provide remote technical support, especially in moving installations such as yachts. As such, E-IoT vendors and integrators permit remote access through a variety of different methods. While the configuration is different for each system, most E-IoT systems are accessed remotely through subscription services, virtual private networks (VPNs), or port forwarding. First, some vendors offer subscription services, creating a secure and easy way for clients and integrators to connect remotely to an E-IoT system (e.g., Control4’s 4Sight) [Con20a]. VPNs are another popular solutions recommended by many vendors, granting users remote access to the E-IoT network and equipment. For this reason, vendors will recommend routers with VPN functionality to integrators. Finally, as E-IoT devices (e.g., controllers, CCTV NVRs) often use ports for control and configuration, integrators often port forward these devices to allow remote access [Ver20, Mar20, Cre20g].

### 4.5.2 Threat Model for E-IoT Monitoring and Applications

**Layer**

For Monitoring and Application Layer threats, we consider Mallory, an attacker knowledgeable on configuration and software vulnerabilities of E-IoT systems. As
such, an attacker on this layer compromises E-IoT functionality and may gain access to unauthorized resources without any physical contact with E-IoT systems. For this layer, an attacker needs technical knowledge of E-IoT systems and software-based attacks. Mallory can be in the roles of malicious users, integrators, or remote attackers.

Users. Mallory, in the role of a frequent or visiting malicious user, could attack E-IoT systems through the Monitoring and Applications Layer. As malicious actors, these users may attempt privilege escalation, modify E-IoT systems, or otherwise try to cause unintended operation. As regular users are meant to operate E-IoT systems and not alter any configuration, vulnerabilities may allow Mallory to compromise E-IoT system components as an unprivileged user. Further, in an improperly configured network, if Mallory has network access and proprietary configuration software, she may modify E-IoT software, remote access configuration, or compromise an E-IoT system through software (e.g., malicious drivers).

Integrators. Integrators often will have full access to E-IoT systems. As a malicious integrator, Mallory may become the attacker in certain situations (e.g., bribed or disgruntled employees [And20b]). In this scenario, Mallory already has the proprietary tools and access to one or many E-IoT systems through maintenance software. Mallory could inadvertently compromise multiple systems using malicious drivers or remote access tools. Further, Mallory may target wealthy or famous clients and eavesdrop on information for personal gain or otherwise disrupt E-IoT system operation.

Remote Attackers. Mallory may be a remote attacker seeking systems to compromise. She may find E-IoT systems exposed to the Internet. If Mallory is a more capable attacker, she may use configuration tools and manuals used by E-IoT ven-
dors to gain complete access to E-IoT systems, install malicious E-IoT drivers, and otherwise compromise exposed systems.

### 4.5.3 Monitoring and Applications Layer Attacks and Vulnerabilities

In this subsection, we cover Monitoring and Application Layer attacks and vulnerabilities.

**E-IoT Driver Attacks.** E-IoT drivers contain all the programming necessary for E-IoT systems to integrate third-party components such as devices, APIs, and web services [Con10a, Con]. Research on the topic of E-IoT drivers by Puche et al. demonstrated that drivers can be used to compromise E-IoT systems [RBA+20]. Specifically, the authors performed a DoS attack, maliciously expended system resources, and assumed control of the E-IoT controller’s networking functions through malicious E-IoT drivers. The authors note that an integrator may inadvertently compromise an E-IoT system by downloading unverified drivers from third-party vendors, forums, or any external site. Since there is no verification mechanism for drivers in E-IoT controllers, an attacker can gain the control of the E-IoT system.

**E-IoT Software Service Attacks.** E-IoT systems will run a combination of proprietary services and well-known services in their devices. As such, some vulnerabilities have been exposed by researchers on E-IoT systems. For instance, in Defcon 26 (2017), Lawshae et al. presented several Crestron controller vulnerabilities [Ric17]. Specifically, Crestron controllers could be compromised through the CTP console, a Telnet-like interface for Crestron E-IoT systems used to configure and diagnose Crestron devices. This interface also allowed Lawshae to have direct chip communication, browser remote control, UI interaction, and microphone recording capabilities.
Further, as of the time of this writing, CVE Details show over twenty vulnerabilities for Crestron devices and six for Savant systems [CVE20a, CVE20b]. For Savant and Crestron systems, these vulnerabilities include de-authentication code overflow, authentication bypass, remote code execution, directory traversal, cross-site request forgery, and DoS. Vulnerabilities have also been discovered in presentation devices and systems. For instance, Crestron presentation devices, Barco wePresent, and Extron ShareLink presentation systems have had numerous vulnerabilities discovered (e.g., stack overflows, unauthenticated command injection) as they all share underlying code [Lin19]. Vulnerability research by Synack, a company that specializes in security research, tested the now discontinued SR-250 Control4 controllers and found several unpatched vulnerabilities described as unauthenticated management vulnerabilities [Pau15a]. Moreover, improper implementation of encryption could threaten the confidentiality and integrity of E-IoT data. Practices such as ‘rolling your own encryption’ (e.g., implementing self-made cryptographic functions and algorithms) have left products from companies (e.g., Dualcom, Telegram) vulnerable to attackers [Sus19]. For instance, Dualcom alarm signaling products were demonstrated to be vulnerable and susceptible to cracking attacks due to improper use of encryption mechanisms [And15]. As such, improperly implemented encryption can open up E-IoT components to a great number of attacks (e.g., malicious sniffing, brute-force, man-in-the-middle, replay).

**E-IoT Configuration Attacks.** One of the most notable examples of a failure in IoT security was made abundantly clear with the Mirai botnet, which overwhelmed high profile targets through DDoS attacks. The malware hijacked exposed IoT devices and used them to create a botnet. How the Mirai malware grew to a peak of six-hundred thousand infections so quickly is one of the reasons why users should be wary of the security of their connected E-IoT systems and other Internet-facing
Research on this botnet revealed issues with the current state of exposed IoT and E-IoT devices. Mirai created a bank of targeted devices with 46 unique passwords. Most of these passwords targeted exposed systems such as security cameras, CCTV video recorders, routers, and printers. Initially, Mirai used this bank of default passwords to brute force through Telnet and SSH authentication. Future iterations of Mirai altered themselves to attack through known exploits in targeted systems. Attacks such as these could also take advantage of known backdoors, such as those seen in Dahua DVRs and IP cameras, where a firmware had to be released for all installed devices due to the found vulnerabilities [Chr17]. An attacker could compromise an E-IoT system through port forwarded devices. As of the writing of this chapter, a search in Shodan.io, a search engine for exposed devices connected to the Internet reveals over 30,000 E-IoT devices exposed online from major vendors (Control4, Crestron, Savant, and Lutron) [Sho20].

4.5.4 Mitigation of Monitoring and Applications Layer Attacks

Driver Defenses. E-IoT vendors will often provide a number of drivers or validate drivers developed by third-parties. As such, integrators should try to use validated drivers to prevent driver-based threats. The work that presented driver-based attacks highlighted that vendors should approach drivers in a similar manner to untrusted software [RBA+20]. Further, without standardization, drivers are implemented differently in each system; thus, security mechanisms that are viable for one E-IoT system may not be viable for others. A proposed solution is a permission system for drivers, based on the function and what a driver should be allowed to do (e.g., a serial-based controlled device should not have a driver with network con-
nectivity) [RBA+20]. Finally, many users and integrators may not be aware that malicious code could exist in drivers and thus, awareness of this possible threat is one of the best and only current defenses.

**E-IoT Software and Services Defenses.** In a similar manner to any smart system; vendors, users, and integrators should follow patching and firmware best practices. As E-IoT vendors will note and often patch vulnerabilities with later releases, integrators should install the latest software and firmware versions. Moreover, users should schedule frequent product updates [Jac19]. Following frequent updates and patching in E-IoT systems can help mitigate known service vulnerabilities from software services. Further, overall awareness on running services and versions can help integrators gauge the risk of exposing E-IoT components to a network. It may be possible to anticipate unpatched vulnerabilities and prevent an attack before it occurs. As such, integrators may want to isolate E-IoT systems from other networked systems (e.g., guest-accessible networks) and enable proper network-based mechanisms to prevent unauthorized access. Additionally, legacy and discontinued equipment that cannot be upgraded or updated presents a major threat to many smart systems beyond E-IoT, especially Internet-facing systems. Integrators need to be aware of legacy equipment and make sure that their clients are aware of the risks of legacy equipment. Finally, E-IoT developers should avoid mistakes during development such as improper encryption mechanisms by using the latest libraries, avoiding custom encryption, and following verification processes [Sus19].

**E-IoT Configuration Defenses.** E-IoT vendors will often release security best practices, and integrators should follow these best practices for configuring E-IoT systems [Cre20g]. Moreover, installers and users should avoid weak and insecure passwords as Internet-facing devices with weak password practices have allowed attackers to compromise devices in previous large-scale automated attacks [ABB+17].
A whitepaper published by Synack provided an outline relevant to E-IoT, and professionally-installed systems [Syn15]. Proposed best practices from this guide highlighted that vendors and manufacturers should not rely on users for security. Basic password strength requirements should be enforced, as compromising a remote access account could give an attacker access to an E-IoT system. Users should also receive notifications when device statuses change or when sessions are initiated. Finally, the whitepaper notes that vendors should avoid SSL pinning, self-signed certificates, and custom encryption. One other source of vulnerabilities is port-forwarding, which exposes devices to the Internet. E-IoT vendors have always advised dealers and users not to port forward devices as some devices were not designed to be exposed directly to the Internet [Pau15b]. Instead, integrators and users should opt for VPN configuration or vendor remote access services.

4.6 Business Layer

In this section, we highlight the E-IoT Business Layer and common security concerns. Specifically, we first address common Business Layer components of E-IoT systems. Second, we highlight possible threats and attacks. Finally, we cover possible defense and mitigation mechanisms.

4.6.1 Elements of the E-IoT Business Layer

In this subsection, we highlight common elements of the E-IoT Business Layer.

Security Cloud Services. E-IoT CCTV systems usually record camera footage in local hard disk storage in a Digital Video Recorder (DVR) or a Network Video Recorder (NVR) for analog or IP cameras respectively [Swa18]. However, if a DVR or NVR is damaged or stolen in traditional systems, all video recordings are lost.
Moreover, CCTV systems have limited storage space and will often overwrite old recordings with new footage once storage runs out. As a solution to this issue, vendors offer online cloud storage solutions designed specifically for security cameras and CCTV. In addition to cloud storage, security cloud services allow integrators and users to manage multiple E-IoT deployments from a single hub. For instance, services beyond cloud storage include health checks, remote access, and remote camera control for the end-user. Another feature of security cloud services is machine-learning-based tagging and human activity recognition on recorded video, with providers such as Camio providing these features [Cam20]. With this feature, recorded video data can be labeled by events (e.g., van passing, pizza delivery, red shirt), allowing users to search for a specific events in stored recordings easily [HKMA14, BKH+17].

**Vendor Services.** E-IoT vendors will often offer cloud services for monitoring and maintenance of E-IoT systems. These services serve a variety of purposes as maintenance is an important part of E-IoT deployments. First, maintenance services monitor integrated devices in the E-IoT system network. As such, an integrator can know when a device falls offline and can address the issue before a client notices. Second, maintenance services can send integrators and clients phone and email notifications on needed updates, unplanned downtime, Internet failure, and ongoing network issues. Services such as Pakedge’s Bakpak are designed to work with E-IoT and provide vendors with many features. As such, they allow integrators to provide both remote support, monitoring, and maintenance to multiple user E-IoT systems [Pak20a]. Cloud services are also used in E-IoT for secure remote access to E-IoT systems. While not all of E-IoT systems offer this service, major E-IoT vendors or device makers always offer some form of remote access solution. For instance, services such as Control4’s 4sight offer users remote access through mobile apps and
cloud support. Further, 4sight also allows integrators to service a specific E-IoT system remotely through a secure connection.

4.6.2 Threat Model for E-IoT Business Layer

For this layer, we consider Mallory compromising an E-IoT system through the E-IoT Business Layer. As such, Mallory is knowledgeable about cloud and remote services. Specifically, Mallory knows how to use Business Layer services (e.g., security cloud, vendor maintenance) to compromise one or multiple E-IoT systems remotely. As an attacker, in addition to knowledge on integrated services, Mallory must possess an Internet connection, knowledge on business services, and capabilities to perform phishing attacks, dictionary attacks, or web-based attacks. Mallory can be in the roles of hackers or integrators to target the Business Layer of E-IoT.

Hackers. In this scenario, Mallory may be a remote attacker with or without prior knowledge of E-IoT systems. Mallory may target E-IoT cloud and vendor services and disrupt these systems. If Mallory is a more knowledgeable attacker, she may be aware that E-IoT systems can be compromised through management services. Mallory may acquire sensitive information from E-IoT systems such as CCTV recordings, schedules, and E-IoT usage patterns. Further, Mallory can also use phishing techniques (e.g., texting, email, apps) to obtain a user’s or integrator’s credentials and compromise one or multiple systems.

Malicious Integrators. Mallory may be a malicious integrator or an insider in an integrator company with access to user accounts and credentials for remote support. As such, Mallory can become a malicious actor (e.g., disgruntled employees, insiders) and compromise a user’s E-IoT system to disrupt or for personal gain. Additionally, as Mallory is an integrator or an employee, she may know E-IoT user’s financial
or societal status. This may tempt Mallory to sell information (e.g., passwords, accounts, CCTV footage) of users to external attackers for financial gain.

4.6.3 Business Layer Attacks and Vulnerabilities

Cloud Attacks. As cloud services are a part of E-IoT, cloud service threats and attacks are relevant to E-IoT systems. While architectures may vary from system to system and service to service, threats to integrated cloud services could negatively impact E-IoT system security. As an active topic of research, several surveys have highlighted threats, attacks, and best practices in cloud computing [DDGD+19, LSR+15, Rya13, Sha14, SK11, GWS10, MPB+13, SJP16, FSG+14, PAS14, SC17, XX12, AADV15, HRFMF13]. Relevant to E-IoT, surveys by Liu et al. [LSR+15], Ryan [Rya13], Shazad [Sha14], and Zhou [ZCDV17] have highlighted several key challenges to cloud security. For instance, these studies suggest that cloud components are susceptible to DDoS attacks and that encryption solutions will not protect sensitive data if the cloud provider cannot be trusted due to insiders. A comprehensive survey by Fernandes et al. raised additional issues which may occur with cloud computing [FSG+14]. Issues related to unreliable computing, data storage, availability, cryptography, sanitation, and malware can arise from systems that rely on cloud services. Further, this chapter highlights how keyloggers, phishing, malicious redirects, URL-guessing attacks, browser vulnerabilities, cross-site scripting, XML/SAML wrapping attacks, and MitM attacks may impact cloud services. Finally, a survey by Kumar et al. highlights some of the common cloud security threats, such as data breaches, weak access control, insecure APIs, application vulnerabilities, account hijacking, malicious insiders, advanced persistent threats (APT), data loss, nefarious use of cloud services, DoS, and DDoS [KG19].
terms of E-IoT, these threats could mean that E-IoT users may lose access to their accounts, face information theft, or experience system downtime from integrated or vendor-provided cloud services.

4.6.4 Mitigation of Business Layer Attacks

**Cloud Defenses.** Several defenses have been proposed for threats that can impact cloud-based services. In this respect, several surveys have been conducted on the topic of cloud security, often highlighting attacks, defenses, and mitigation mechanisms relevant to E-IoT cloud services [FSG+14, Rya13, SC17, AADV15, MPB+13, KG19, SJP16, YLDL17, YZG+19]. Majority of these works note that there are many ways to attack different types of cloud systems. As such, different mitigation strategies exist for each threat. For instance, LAM-CIoT was proposed by Wazid et al. as a lightweight authentication system to protect cloud-based IoT environments [WDBV20]. Alternatively, to defend against data breaches, properly implemented encryption should be used by cloud services. Vendors should require strong passwords and authentication practices in their cloud services to address weak access control that could compromise users, integrators, and E-IoT systems. Further, as accounts may be compromised, some articles have suggested that two-factor authentication may add an additional layer of security to cloud services [Ed 17]. As browser vulnerabilities such as XSS and redirection attacks can impact web-based GUI interfaces, users should update browsers, have malware protection, and follow best practices to prevent web-based vulnerabilities. Surveys by Fernandes et al. [FSG+14] and Kumar et al. [KG19] specify mitigation strategies against cloud threats. For instance, APIs should be protected with good sanitation practices, secure development standards, signatures, and encryption. To prevent intrusion in
Cloud systems, the authors highlight that network-based, host-based, distributed, and hypervisor intrusion detection systems can be helpful. DDoS mitigation can improve the overall reliability of cloud services in case of volumetric attacks. Specifically, DDoS mitigation strategies may take the form of rate-limiting, proxy filtering, load balancing, crypto puzzles, and flexible network configuration depending on the cloud system and use case. As such, E-IoT vendors and manufacturers should follow these practices to guarantee the security of cloud-based components used in E-IoT.

Cloud hosting can also benefit from privacy-preserving techniques to protect a user’s information. For instance, cloud service providers can provide an additional layer of mitigation by applying Homomorphic Encryption (HE) concepts to stored information [AAUC18]. With HE, concepts such as Partially Homomorphic Encryption (PHE), Somewhat Homomorphic Encryption (SWHE), and finally Fully Homomorphic Encryption (FHE) can be applied to improve data privacy. Specifically, PHE, SWHE, and FHE allow for a number of operations (depending on the type) on encrypted data without the need to decrypt the data for these operations. This allows users to store encrypted information, without the risk of exposing sensitive information to untrusted cloud providers. While these approaches are experimental and require further research, they should be considered for cloud services for E-IoT systems and storage.

4.7 Lessons Learned and Open Issues

In this chapter, we analyzed the threats and defenses concerning individual layers. However, an attacker can follow a cross-layer approach, which means he/she can attack multiple layers at once. So the security of E-IoT systems should be considered
holistically. In this section, we cover lessons learned and open issues in state-of-the-art E-IoT security research.

### 4.7.1 Lessons Learned

**Customized Deployments.** E-IoT deployments are diverse and complex. There may be unique threats from deployment to deployment, especially with the numerous use cases in E-IoT. For instance, a lightning control E-IoT environment will be different from a smart media management system in terms of vulnerabilities. Specifically, a lighting system may rely more heavily on serial-based communication interfaces in every room than media management that relies on touchpanels and mobile interfaces. Further, even in a lighting system, a purely serial-based system will have different threats and vulnerabilities than a lighting control system with Zigbee/Z-Wave interfaces. Many attacks (e.g., node-capture attacks, sensory channel attacks) may have unique system-to-system consequences. Namely, if safety or motorization devices rely on E-IoT sensors, an attacker may create a much bigger safety issue if these sensors are compromised. The degree of customization in E-IoT means that one deployment’s solutions and security guidelines are not applicable for all deployments.

**Legacy Systems.** Legacy systems are systems considered to be outdated, discontinued, and that no longer receive software or security updates. With companies such as Crestron established since the 70's, it is expected that there are legacy E-IoT systems installed worldwide [Mar18]. As these systems may not receive updates for several reasons. For instance, an E-IoT system may simply be discontinued or the manufacturer may no longer exist (e.g., Litetouch lighting control systems) [Lit06]. Alternatively, in systems with frequent updates, a user may choose not to update
due to the additional costs (e.g., new devices, software costs, labor costs). For example, if an entire building is wired to function with a legacy system, it requires hiring an integrator for re-wiring and re-programming. This added labor may be a costly endeavor as opposed to simply keeping an older E-IoT system and using legacy equipment. Updated software, such as drivers, may also cost money for the end-user [RBA+20]. In other cases, discontinued devices may not work on newer systems (e.g., driver availability) and a user might choose to keep the current E-IoT system without updating to keep control of these integrated devices. E-IoT needs unique solutions that can provide protection to legacy E-IoT systems which cannot be updated.

**Reliance on Integrators.** In E-IoT systems, consumers rely upon integrators. This reliance on integrators may create attack scenarios where an E-IoT is compromised because of this trust. For instance, bad account management could allow attackers to compromise one or multiple systems purely due to integrators and remote support tooling. Additionally, as integrators handle devices before installation, they can be considered part of the supply chain. This adds another stage to the deployment process where devices may be compromised by an attacker or a malicious employee for an installation company. Integrators maintain and diagnose E-IoT devices in case of any issues, working directly with the client. As such, there is very little oversight on how well systems are configured. As poorly-configured devices pose a threat to E-IoT systems, a method for auditing E-IoT system security may be necessary to guarantee systems are properly configured. Further, more research into E-IoT security can assist vendors in evaluating existing best practices for integrators and developing new best practices. Finally, as E-IoT relies very heavily on integrators, new solutions are needed to protect end-users against attacks that may come from malicious insiders or poor configuration.
(Near) Future E-IoT Attacks. Attackers have always been in constant search of new types of attacks, including nation-state attackers with unprecedented attack capabilities that may target E-IoT systems. Attacks have already been observed that target E-IoT devices among other devices with Mirai being one of the most well-known. In Mirai, research has shown that CCTV systems, specifically DVRs and NVRs were targeted in the password banks [ABB+17]. These devices were possibly configured with default passwords in many cases and reflects the need for auditing and better research on E-IoT. If research is not done, E-IoT systems may end up being used in large-scale attacks, such as DDoS. Attacks would not be limited to DDoS, ransomware attacks may be different in E-IoT, both rendering a system inoperable and requiring an integrator to repair the affected system. In more advanced attacks, it may be possible for an attacker to compromise touchscreens, keypads, controllers, and other devices for cryptomining through malicious firmware or a malicious controller. Another recent and notable example of an attack has been coined the “SolarWinds” attack, where thousands of devices were compromised through vendor tool updates [Ana20, Thr20]. It may be possible for E-IoT to be affected by similar attacks in the future if precautions are not taken. This shows that trusted software must also be held to high scrutiny. Finally, in a similar manner to IoT, there are privacy concerns with E-IoT (e.g., sensitive data, usage data, occupancy, subscriptions). For instance, E-IoT systems may process sensitive data that may be used to infer a user’s systems usage, home occupancy, and daily activities. An attacker can target E-IoT systems in various ways (e.g., malware, malicious drivers, etc.) and obtain such sensitive information. Additionally, E-IoT systems integrate with cloud and online services (e.g., Netflix, Spotify) that an attacker can leverage to learn more about an E-IoT user through sniffing the network flows and using metadata information.
4.7.2 Open Issues

Proprietary Communication. E-IoT supports a diversity of protocols, from publicly-known to proprietary. However, proprietary protocols in E-IoT are often closed-source, with no public specification. Additionally, E-IoT hardware and software are often unavailable to the public. Researching E-IoT communication can be difficult without vendor cooperation as much of the protocols and practices need to be reverse-engineered. As a result, many E-IoT components and protocols have not been properly investigated, and many attacks have not been discovered and addressed. For instance, serial-based proprietary protocols such as Cresnet are used extensively in Crestron systems; however, little to no security research exists on this protocol. This case is also valid for many wireless protocols as highlighted in Section 4.4 such as RadioRa, TopDog RF, and infiNET, where the security methodology used is unknown. It is a realistic assumption that vulnerabilities must exist with the age and lack of oversight of many of these proprietary protocols. The absence of known vulnerabilities is not due to strong design but through security through obscurity. Unfortunately, once adversaries find vulnerabilities in these protocols, it may lead to easily-compromised systems as security through obscurity provides very little legitimate protection. Much more research and collaboration with vendors are needed to assess the security of these protocols and develop security tools (e.g., monitoring, auditing).

Proprietary Software. In a similar manner to protocols, research on E-IoT software is a challenge as much of E-IoT development is closed-source with minimal external resources available. Further, even if research is done on one E-IoT system, different systems will follow different integration and configuration practices. For instance, components like drivers are different in every system, and the implementation may allow for completely different attacks in each system. We found that many
E-IoT systems have operated under security through obscurity for their software in addition to communication protocols, a practice that is currently insufficient. As such, it may be necessary to find flaws in E-IoT software components and correct these flaws before malicious actors compromise E-IoT installations. It may be a good idea for vendors to cooperate with research and academic communities and provide closed-source configuration software to prevent attacks before they occur. In comparison to more open industries, in E-IoT, an attacker that acquires source code for E-IoT devices may have a running start in compromising these devices before security researchers have even acknowledged the problem.

**Honeypots as a Defense Strategy.** It may be possible for honeypots to offer insight and warnings on possible attackers against E-IoT systems and complement existing security mechanisms. Litchfield et al. noted that honeypots can vary between different applications, highlighting that high-interaction honeypots are not suitable in some applications [LFR+16]. Other solutions may be possible, for instance, Conpot, a honeypot system developed by the Honeynet Project supporting industrial protocols such as BACnet, EtherNet/IP, and Modbus. These developments are applicable in E-IoT installations as honeypot frameworks may be expanded to work with less-known proprietary E-IoT protocols [hon20, Luk20]. For instance, Mays et al. proposed a solution to defend home and building automation systems using decoy networks [MRR+17]. In this work, researchers created a honeypot network on the smart automation Insteon protocol to hide communication using a dummy network and hide genuine network traffic from attackers. Such approaches could apply to E-IoT and other custom systems that rely heavily on physical components, and hopefully to understand the behavior of attackers, thus secure E-IoT systems.

**Third-Party Components.** While E-IoT manufacturers often practice closed-source and limited software access, there are third-party resources for software
modules and hardware devices that integrate with E-IoT systems. As such, the
security of these third-party components could directly impact the overall security
of an E-IoT system. For instance, for E-IoT systems such as Control4 and Crestron,
third-party software is required to integrate third-party devices (e.g., Televisions,
receivers) [dri20, Pin19, C4F]. Device manufacturers and third-party developers will
create these software modules. However, the software modules developed by third-
party developers can have vulnerabilities which can leave E-IoT deployments open
to attacks. In addition, since there is no security assessment for such software, ma-
licious actors can also participate such software market places and try to distribute
their benign-looking malicious software as well. For these reasons, such third-party
software resources need to go through a thorough security assessment process and
the integrators should not blindly trust such resources.

E-IoT Malware and Exploits. With any type of a smart system, software and
hardware can be compromised through malware and exploits. As such, E-IoT ven-
dors should participate more actively in hackathons and bug bounties for their own
systems. The research community should collaborate with E-IoT vendors to find
new bugs and exploits before they are compromised. As E-IoT systems integrate
high-profile and sensitive locations (e.g., government offices, schools and hospitals),
the security of these systems should be of utmost importance. Malware, such as a
ransomware attack, may disable an entire E-IoT system, preventing employees from
working and general usage of an E-IoT system. A spyware targeting E-IoT systems
can cause leakage of sensitive data in such high-profile locations. Further, as E-IoT
systems are often designed for centralization, an attacker who compromises an E-
IoT system may now have access to all other devices (e.g., streaming boxes, alarm
systems, door access systems, lighting control systems) integrated into the E-IoT
deployment.
Privacy Issues. In terms of privacy issues, E-IoT users can have multiple factors to worry about. First, integrators have access to sensitive information from E-IoT systems they install (e.g., authentication codes, remote support). Clients may carelessly give information out and trust that the integration companies and their employees handle sensitive information in a secure manner. Further, the liability of integrators that do not follow proper privacy practices may need to be regulated in a similar manner that healthcare professionals must protect patient data. Second, E-IoT vendors who provide the E-IoT system to the users need consideration. Although vendors have privacy policies, no study has analyzed the privacy policies of E-IoT vendors in detail. Third, third-party components (apps, drivers, devices) and their privacy implications need to be considered. Such components can (un)intentionally leak sensitive data of E-IoT users. Fourth, cloud-integrated E-IoT systems can store sensitive data. Such data should be kept encrypted and processed while still encrypted in such environments in order to prevent leakage. Finally, adversaries can try to obtain sensitive data by attacking the E-IoT system and/or sniffing the network traffic.

E-IoT Security Assessment. Although vulnerability discovery tools exist for traditional computing systems and IoT environments, discovery of vulnerabilities is an unexplored topic of research for E-IoT at the moment. Due to the proprietary protocols, proprietary software, the closed nature of the E-IoT system, and the lack of research interests, vulnerability discovery and security assessment have been challenging aspects of E-IoT security. Although already existing tools for well-known protocols (e.g., Zigbee, Z-wave, Bluetooth) can be extended to work with proprietary protocols used by E-IoT, there is still a need for fuzzing, exploitation, and penetration testing tools developed specifically for E-IoT environments.
E-IoT Forensics. With existing forensic solutions have been offered for IoT systems, few solutions are catered specifically to E-IoT due to the closed-source nature of these systems [BSAU18]. Further research should aim to create forensic tools and mitigation frameworks in case E-IoT systems are compromised. Ideally, forensic frameworks should be created in collaboration to E-IoT vendors, due to limitations that span from black-box testing and closed-source projects. Additionally, E-IoT forensics frameworks need to consider integrators with multiple clients and E-IoT systems under their management. If an integrator’s remote access to E-IoT systems is compromised, forensic tools should exist to know if client systems were affected and the best strategies to effectively mitigate any possible breach. Thus, there is a need for forensic frameworks catered specifically for E-IoT and E-IoT integrators.

4.8 Conclusion

The rising popularity of smart systems has led to millions of users worldwide interacting with smart devices on a day-to-day basis. Many of these devices are commodity, off-the-shelf systems (e.g., Google Home, Samsung SmartThings), easily maintained and installed by the average end-user in small deployments. However, while easy to install, commodity systems are limited and do not provide a viable solution for more sophisticated applications. For more extensive installations, E-IoT systems provide a custom-installed solutions to fit a client’s needs. As such, systems such as Crestron, Control4, RTI, and savant offer a solution for more sophisticated applications (e.g., complete lighting control, A/V management, managed CCTV security), where commodity systems are insufficient. For this reason, E-IoT systems are common in locations such as high-end smart homes, government and private offices, yachts, and conference rooms. In contrast to commodity systems, E-IoT
systems are usually proprietary, costly, closed-source, and more robust for their configured use cases. However, even with their popularity, very little research has focused on the overall security of E-IoT systems. Namely, no study provides a complete overview of E-IoT systems, their components, threats, and relevant vulnerabilities in the literature. To address this research gap, motivate further research, and raise awareness on E-IoT insecurities, this chapter focused solely on E-IoT systems. Specifically, we discussed E-IoT components, vulnerabilities, and their security implications. To provide a better analysis of E-IoT, we divided E-IoT systems into four layers: E-IoT Devices Layer, Communications Layer, Monitoring and Applications Layer, and Business Layer. We considered E-IoT components at every layer, the associated threat models, attacks, and defense mechanisms. We also presented critical observations on E-IoT security and provided a list of open research problems that require further research. We believe this study will raise awareness on E-IoT and E-IoT security, and motivate further research.
CHAPTER 5
DRIVER-BASED NOVEL ATTACKS AND DEFENSES FOR E-IOT SYSTEMS

5.1 Introduction

The introduction of modern commodity IoT devices has changed the everyday lives of users with the deployment of millions of smart environments (e.g., smart buildings, offices, homes) worldwide [IoT18]. While many IoT systems are easily installed by average end-users via Do-it-Yourself (DIY) applications, Enterprise Internet-of-Things (E-IoT) systems exist as an automation solution for professional settings. As such, E-IoT systems are used exclusively for applications such as smart buildings, luxury smart homes, expensive yachts, classrooms, meeting rooms, government offices, and business establishments. In these professional settings, proprietary E-IoT systems (e.g., Crestron, Control4, and Savant) introduce a robust, reliable, and custom solutions catered to meet an enterprise client’s needs. As such, E-IoT systems require professional installation and specialized training to deploy. Additionally, maintenance, upgrades, and service of E-IoT systems is handled by specialized integrators and not the end-users.

Although many consumer-grade commodity IoT systems are well-understood due to their mainstream popularity, very little security research exists on E-IoT systems’ design, development, verification processes, and vulnerabilities. The lack of research on these systems has led many users to overlook E-IoT systems as possible attack vectors and assume that these systems are secure. With many of these professional systems present in high-profile locations, evaluating threats for E-IoT systems should be of utmost importance. In this chapter, we systematically explore E-IoT system vulnerabilities and insecure development practices, specifically, the
usage of drivers as an attack mechanism. In order to demonstrate that malicious actors can easily attack E-IoT systems, we introduce PoisonIvy, a collection of novel attacks that leverages E-IoT system vulnerabilities to an attacker’s benefit. Specifically, we attack one of the integral components of E-IoT systems: drivers, which contain all of the necessary software to integrate external software and devices into E-IoT ecosystems. To show that E-IoT systems may be attacked through drivers, we analyze the highly-programmable nature of drivers and the associated vulnerabilities. With PoisonIvy, we show that it is feasible to use malicious code in drivers to perform attacks using E-IoT systems. As many third-party devices do not have verified drivers, installers must sometimes opt for unverified drivers with no method to guarantee their safety, making PoisonIvy a real and viable threat against E-IoT systems.

To raise awareness on the (in)secure development of the drivers that control E-IoT systems, we perform PoisonIvy attacks in a realistic E-IoT system testbed in a smart building setting. For this, we show how with PoisonIvy an attacker can use E-IoT system drivers to assume arbitrary control of device functions in E-IoT systems remotely. Specifically, with PoisonIvy, an attacker may remotely (1) perform DoS attacks on E-IoT system, (2) assume control E-IoT systems as an effective botnet, and (3) use E-IoT system resources to perform illicit activities (e.g., bitcoin mining, distributed password cracking). As drivers are outside of any traditional protection mechanisms, there are no defense mechanisms against attacks in E-IoT systems.

Securing an E-IoT system against PoisonIvy attacks presents distinct challenges as E-IoT systems are closed-source. E-IoT systems cannot be modified without the help of the vendor to monitor the running processes or API/system calls to detect the activities of the malicious drivers in PoisonIvy. Therefore, a passive network monitoring solution remains as an applicable methodology to detect such
driver-based attacks based on the network traffic they create. Hence, to defend against PoisonIvy-style threats we present Ivycide; a passive network monitoring-based intrusion detection system designed to protect E-IoT deployments against PoisonIvy-like threats using machine learning (ML) and signature-based classification. As PoisonIvy attacks rely on network communication to communicate with the attacker or apply the attack, Ivycide operates as a standalone framework for E-IoT systems, passively monitoring network traffic for unexpected and malicious behavior. Ivycide first classifies individual incoming and outgoing network packets into four types of distinct behaviors caused by PoisonIvy attacks using ML-based techniques. Ivycide then uses these individual network packets and signature-based classification to determine the type of PoisonIvy attack occurring. To test Ivycide’s performance against PoisonIvy attacks, we conducted a set of evaluations in a realistic E-IoT testbed using real E-IoT devices. Our results show that Ivycide achieves an average accuracy of 97% and precision of 94% against PoisonIvy-style attacks without any operational overhead or modification to the E-IoT system.

The contributions of this chapter are as follows:

- We demonstrate that E-IoT system drivers are a viable attack vector for smart buildings by introducing PoisonIvy, a series of novel attacks against E-IoT systems.

- We test and evaluate PoisonIvy attacks in a real E-IoT system and leverage malicious drivers to cause undesired behavior in a smart building on behalf of a remote attacker.

- We articulate the effects and implications of insecure E-IoT systems, their secure development, verification, and we open the discussion to the best practices and potential countermeasures to PoisonIvy attacks.
• We propose Ivycide, a novel intrusion detection system to protect E-IoT systems against driver-based threats. Ivycide monitors active E-IoT network traffic and detects unexpected network traffic generated by the malicious drivers of PoisonIvy.

• We evaluate Ivycide in a realistic E-IoT environment with a variety of E-IoT devices, achieving an overall accuracy of 97% and precision of 94%.

5.2 Differences from Existing Works

Our work differs from the previously works as PoisonIvy focuses on the insecurity of E-IoT system drivers, an attack vector which has been largely unexplored. In contrast to injecting malicious code into an operating system, our attacks rely entirely on weaknesses available through E-IoT system design and lack of secure development practices. We focus on the exploitation of drivers to a remote attacker’s benefit and create proof-of-concept implementations of a malicious driver. Specifically, we present three specific threats that are possible to implement with a malicious driver: (1) DoS attacks on the host system, (2) remote control of a target E-IoT system, and (3) the malicious farming of system resources for unauthorized activities (e.g., bitcoin mining). With PoisonIvy, we demonstrate it is possible for an attacker to assume control of the E-IoT system in a malicious nature, solely through the use of drivers. To address these threats, we introduced Ivycide, a defense mechanism accounting for E-IoT system design and tailored specifically to E-IoT systems. Furthermore, Ivycide poses no modification or overhead to the original E-IoT system, and defends with a passive two-step network traffic defense framework.
5.3 Problem Scope and Threat Model

This section presents the problem scope and threat model for PoisonIvy attacks.

5.3.1 Problem Scope

This work assumes the existence of an E-IoT system installed in a smart building. Indeed, such E-IoT systems have experienced a rapid increase in popularity in smart buildings, luxury smart homes, expensive yachts, classrooms, meeting rooms, government offices, and business establishments. The E-IoT system’s controller is connected to a network and the Internet. The attacker, named Mallory, is a malicious actor with knowledge of E-IoT systems and their weaknesses. In this scenario, Mallory develops a malicious driver for a popular device and advertises the driver through user boards such as online forums [C4F] to integrators. Mallory also creates fake accounts to give good reviews on the driver and mislead integrators. The driver advertised is not available by the manufacturer or through verified drivers, making Mallory’s driver the only way to integrate a particular device into an E-IoT system. With this malicious driver, Mallory assumes the control of E-IoT system controllers and uses her machine to execute remote attacks.

Additionally, we assume that an integrator uses Mallory’s unverified malicious driver for the E-IoT system deployment, introducing it into the system without issues as there are no security mechanisms in place. These assumptions are realistic as online drivers from third-party sites are not verified, and smart systems require Internet connectivity for many of their services (e.g., remote access, music streaming, movies) [Lan18]. Anyone can upload a driver to public forums easily. As integrators may download unverified drivers from any website, an attacker can create an attractive driver for integrators to download and install in their systems. For instance,
unverified drivers may be offered at a third-party website which advertises them. In our current scenario, Mallory compromises E-IoT system devices indirectly through the use of a downloaded unverified malicious driver.

The consequences of driver-based attacks depend on the capabilities of drivers in a specific E-IoT system. Drivers with network capabilities may be used to attack servers and other devices when multiple controllers are infected by the driver. Additionally, access to system resources would allow Mallory to perform cryptographic operations in infected controllers. In effect, Mallory could use infected devices to mine cryptocurrency or perform other cryptographic-based operations (e.g., password cracking) [Set19]. Moreover, Mallory could simply use a driver in an attempt to overwhelm the host system, causing a local DoS condition. Any devices integrated into the E-IoT system may become unreachable through user interfaces. It is also notable that drivers may act as a “bridge” between traditional IP networks and other protocols. A driver may have the capability to communicate with devices with embedded protocols (e.g., HDMI’s Consumer Electronics Control protocol (CEC), Serial, InfraRed (IR)) making previously unreachable devices reachable. For instance, work on the topic of HDMI-CEC has demonstrated that arbitrary CEC control makes attacks on multiple connected HDMI devices viable [RBAU19b].

5.3.2 Threat Model

In this chapter, we consider the following powerful adversaries as part of the threat model.

Threat 1: Denial-of-Service. This threat considers DoS attacks where Mallory disrupts the availability of an E-IoT system through the use of a malicious driver.
Figure 5.1: General end-to-end implementation for PoisonIvy-based attacks. Attack-related components are highlighted in gray, E-IoT system components are in blue.

Threat 2: Remote Control. This threat considers a case where Mallory assumes the control of E-IoT system devices to execute DoS attacks on local/remote devices or webservers.

Threat 3: Malicious System Resource Farming. In this threat, Mallory uses local system resources in a compromised device to perform unauthorized processor-intensive actions to her benefit (e.g., cryptocurrency mining [Set19], password cracking [Dev13])

Note that this chapter does not consider attacks that focus on traditional Linux or other mainstream operating system malware. Similarly, this chapter does not consider protocol-based vulnerabilities (e.g., Zigbee vulnerabilities).

5.4 PoisonIvy Architecture

To demonstrate E-IoT drivers as a viable threat vector, we developed PoisonIvy, a series of driver-based attacks. In this section, we detail the end-to-end implementation of PoisonIvy attacks, which become practical and applicable due to E-IoT component implementations not built with security in mind. Such implementation involves the interaction of four modules: remote attacker, command server, malicious driver, and the target environment.
5.4.1 PoisonIvy Overview

The proposed end-to-end implementation of PoisonIvy is highlighted in Figure 5.1. In this architecture, the integrator has unknowingly installed the malicious unverified driver, and the E-IoT system controller has been compromised. As explained earlier, this could be achieved through a forum post advertising a malicious driver as benign. The attack begins with the remote attacker (e.g., Mallory) initiating an attack with a webclient such as a laptop by communicating with the command server 1. The command server grants Mallory an intermediary point of communication between her device and infected controllers, and includes three components: the server API, server UI, and the command cache. The server API represents the primary endpoints (e.g., REST Architecture) of the server, which can be requested by Mallory or the malicious driver. Mallory uses the server UI component executed by the webclient, which grants her a visual interface, to initiate attacks and view the attack’s status. As the last component of the command server, the command cache stores attack initiation requests fetched by malicious drivers through the server API endpoints.

Once the command server receives initiation requests from Mallory, the malicious driver can now query the command server for new attack details 2. The Malicious driver is the core of PoisonIvy attacks and contains the driver logic and the malicious payload. As such, the driver logic controls a smart device in an expected manner, which allows the driver to appear as a benign driver. In contrast, the malicious payload contains the attacker’s malicious code for the execution of the attacks 3. Finally, the target environment contains the smart system’s controller and the drivers of the smart environment. Mallory takes control of the target environment’s functions through the malicious driver. As attacks complete, the malicious driver sends back the attack status to the command server 4. The attack status includes...
feedback to the attacker from the driver, such as hashing results, errors, or success codes, and can be then queried by Mallory from the command server.

**Remote Attacker.** In PoisonIvy, the remote attacker is the malicious actor of the attacks. The primary purpose of the remote attacker is to send commands to the command server to be executed by a driver-compromised controller. In this case, Mallory uses the attacker webclient, which is any web-enabled device such as a laptop, tablet, or phone that is used to initiate the attack. Additionally, the remote attacker receives information from the command server such as attack results, hashing status, or available controllers to use for attacks.

**Command Server.** The command server module acts as an intermediary communication point between remote attacker and malicious driver. Controlled devices query the command server for new attacks to execute. Additionally, the command server is divided into three components: the server API logic, the server UI, and the command cache. The server API component contains all the API programming logic and REST paths needed for communication between the remote attacker and the malicious driver. The server UI component, in contrast, is an interface for Mallory to interact with and view reports of devices. These reports may contain results on successful hashing attempts, controlled device status, or the current status of an attack. The server UI component, depending on the type of attack performed, could be implemented as a fully-dynamic website (to view reports on attacks) or as a simple command-line interpreter for simplicity. Finally, the command cache holds the last executed commands and other responses from controlled devices. This cache allows multiple compromised smart controllers to fetch the same execution message stored in the command server. Additionally, the command cache allows Mallory to disconnect while an attack is active to retrieve the responses from an attack at a later time.
Malicious Driver. The malicious driver serves as the attack vector and performs the bulk of malicious operations in PoisonIvy. When the malicious driver is active, the driver contacts the command server for new attacks to execute, multiple controlled devices may contact the same server. The malicious driver module contains two components: the driver logic and the malicious payload. The driver logic can be seen as a standard operating code to allow the malicious driver to appear and operate as a non-malicious driver. A malicious driver must appear as if it is benign, providing all standard operations a legitimate driver offers. The malicious payload component contains all the code required to execute attacks. The malicious payload may cause memory leaks, perform malicious requests to servers, eavesdrop, and otherwise execute any operation beneficial to Mallory.

Target Environment. Serving as the host of malicious drivers, the target environment is the E-IoT system itself. These include any system in a smart building, luxury home, or office, which may be compromised by a malicious driver. The target environment is connected to the Internet and contains all of the devices of the affected smart system, including the centralized controller. As part of the PoisonIvy’s end-to-end implementation, the target environment is one of the targets compromised by the remote attacker during attack activation.
Table 5.1: Hardware & software used in PoisonIvy attacks implementation and testing.

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Software</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control4 EA-1 Controller</td>
<td>Microsoft Visual Studio Code 1.4.11</td>
</tr>
<tr>
<td>Control4 SR-260</td>
<td>Control4 Driver Editor 3.0.1</td>
</tr>
<tr>
<td>LG 49LX570H</td>
<td>Control4 Composer 2.10.6</td>
</tr>
<tr>
<td>TP-Link TL-WR841N Router</td>
<td>Jersey JAX-RS with Swagger.io</td>
</tr>
<tr>
<td>Razer Blade 15 Laptop</td>
<td>Amazon AWS Elastic Beanstalk</td>
</tr>
</tbody>
</table>

5.5 Evaluation and Realization of PoisonIvy Attacks

In this section, we demonstrate the implementation of PoisonIvy attacks on our realistic E-IoT testbed. Further, we evaluated the effects of PoisonIvy attacks on the E-IoT system in detail.

5.5.1 PoisonIvy Implementation on Real E-IoT Devices

We created a malicious television E-IoT driver (as detailed in Figure 5.1) and an E-IoT system testbed with real Control4 devices as shown in Figure 5.2. Control4 was selected as it is one of the most popular E-IoT systems available in the market, named a leading brand in E-IoT for five years in a row [Con18]. The testbed included vendor-specific devices and is configured to function as a small E-IoT system (Table 5.1). We utilized Driver Editor, a tool available for the development of drivers in Control4 [C4D14]. Additionally, we used LUA, an open-source programming language which is the core development platform of Control4 drivers [Zap17]. We configured the E-IoT system using Control4’s Composer 2.10.6 and with an EA-1 as the main controller. To grant Internet access to the devices included in the testbed, we configured a network with the TP-Link TL-WR841N Router. We verified the running version of LUA in Control4 devices as LUA 5.1 programmatically (executing a script which returned the running LUA version). To implement Poi-
sonIvy realistically, we created a command and control webserver with a RESTful API in JAX-RS hosted in Amazon AWS. The Swagger-based web interface for the server can be seen in Figure 5.3.

Execution JSON Object. A JSON object is used by PoisonIvy modules to exchange attack details. The JSON response object consists of two fields. The `messageType` field is the attack type to be executed. The `messageContent` field contains additional information such as the target URL to attack.

Command and Control Webserver. To implement PoisonIvy realistically, we created a webserver that could be queried by the malicious driver for attack commands. The server hosts a RESTful API implemented using JAX-RS and Swagger add-on as a UI interface. The Swagger-based web interface for the server can be seen in Figure 5.3. Primarily, the webserver has one endpoint `/driver/driver` with POST, GET, and DELETE. In our implementation, the REST request types were used as follows:

- **GET**: Fetches the last JSON object received by the API, and is used by the driver to poll for the last command received.
• **POST**: Submits a new JSON object to be stored by the API, overwriting the previous values.

• **DELETE**: Clears the stored object fields, setting both the `messageType` and `messageContent` to NULL.

### 5.5.2 Software Modules

To execute PoisonIvy attacks and implement the malicious driver, we created a number of LUA software modules.

1) **Remote Polling Module**: The remote polling module awaits commands from an attacker-managed server which issues commands to execute specific PoisonIvy-based attacks. As with all software modules, the remote polling module was written in LUA. Pseudocode to demonstrate the polling and selection process can be seen in Algorithm 1. As a traditional REST client, the first initialization request is “DELETE: [URL]/driver/driver” which clears the command cache in the webserver (Line 2). Once initialized, the module executes as a loop every three seconds. The command server’s address is polled with the request “GET: [URL]/driver/driver” and the response JSON object stored into a local cache (Line 4). This newly received command is compared to the last command received if the command is different (Line 5), then the attack specified is initiated (Line 6). After the execution, the local cache and the server JSON messages are cleared (Line 7). After the execution is finished, the loop waits and initiates again.

2) **LUA Hashing Module**: A notable challenge for the development of PoisonIvy was the creation of a hashing module to perform cryptographic hashing (SHA-256) operations in a LUA-based driver. LUA 5.1 does not support the bitwise operations from the standard libraries; thus, the hashing algorithm had to be adapted for
Algorithm 1 PoisonIvy attack polling algorithm

1: Initialization; \textit{ // Initializes driver variables} \\
2: DELETE: [URL]; \textit{ // Clear server cache} \\
3: while true do \textit{ // Operation loop} \\
4: \quad \text{LocalCache} \leftarrow \text{GET: [URL];} \textit{ // Get server cache} \\
5: \quad \text{if New Command in LocalCache then} \\
6: \quad \quad \text{Execute Attack Specified;} \\
7: \quad \text{DELETE: [URL];} \textit{ // Clear server cache} \\
8: \quad \textbf{end if} \\
9: \quad \text{Wait 3 Seconds;} \\
10: \textbf{end while}

this version of LUA. We utilized several sources of code for the implementation of SHA-256, commonly used for password hashing and cryptocurrency mining [MO14]. The SHA-256 hashing algorithm was implemented in pure LUA for this module to effectively test cryptography-based threats in PoisonIvy.

3) Memory Exhaustion Module: To perform attacks, we created a software module that would allow an attacker to expend system resources in the controller. This module was implemented as a LUA table data type and a loop that iterated over itself, adding content to the table to expend system resources. This code caused a DoS condition in the target system.

4) Network Request Module: The network request module was created so that PoisonIvy could perform GET requests to remote URLs. The module was implemented using Control4 specific API command \texttt{C4:URLGET()} to execute a GET request to a given endpoint. The request is placed in a loop, in effect, this allows the attacker to perform a set number of requests or continue making requests indefinitely. While the API command returns the fetched data, the data is only used for confirmation of a successful query.
5.5.3 PoisonIvy-based Attacks

In this sub-section, we realize the PoisonIvy attacks and discuss the results and implications of each attack. All of the attacks presented begins with the initiation of the driver and by polling the server. The attacks were executed using an EA-1 controller with a malicious driver querying the AWS-hosted server. The Razer Blade 15 laptop was used for the remote execution of the attacks.

**Attack 1: Denial-of-Service.** This attack was developed to demonstrate that Threat 1 is possible through PoisonIvy. This attack implements a DoS condition in a local system by causing memory exhaustion in the host controller.

*Step 1 - Activation.* The activation of the driver was executed remotely through the attacker’s web interface. With this web interface, the `messageType` field of the JSON object was set to “DOS” to initiate a local DoS attack.

*Step 2 - DoS Payload.* As the driver polls the server with the remote polling module, the activation message was successfully interpreted by the driver, and the attack was initiated. The action activated the memory exhaustion module and begins to consume system resources in the target device.

*Evaluation:* This attack was entirely successful as the device hosting the driver (the controller) was rendered inoperable within five seconds of activation, affecting the controller in two ways. First, any configuration software connected to the main controller lost connection and was locked up. Figure 5.4 shows the configuration software losing connection with the controller during our attack. Second, any communication with the central controller was interrupted, meaning that a user would have no way to use the E-IoT system once this attack was active. On-screen interfaces (e.g., Television UI interface, computer interface) and handheld remotes lost communication with the main controller, preventing access to any of the other smart devices integrated with the controller. With no form of disabling the loop, the only
option to re-establish the device was to power cycle. It is even possible to run this attack on the controller’s initiation, effectively rendering the device inoperable even after rebooting.

**Attack 2: Remote Control.** The remote control attack serves as a way to demonstrate the feasibility of Threat 2. Primarily, we show that a remote attacker (Mallory) can take control of one (or many) devices and command them to make continuous malicious requests to a specific server, negatively impacting the critical servers. We follow Figure 5.5 for the following steps.

**Step 1 - Activation.** This attack was activated through the use of the available web interface by the remote attacker laptop. The JSON object `messageType` field was set to “BOT” and `messageContent` to “www.pucherondon.com” to initiate a repeated querying to the target site.

**Step 2 - Execution.** As we did not want to disrupt the functionality of the target webserver, we used the network request module with a loop of ten requests to the target webserver. Once the JSON object was received, the requests were made to an external website “www.pucherondon.com”. All of the requests were successful on the target webserver.

**Evaluation.** We evaluate this attack by the success of remote attack activation and the requests to the target site. The attack received the remote commands from
the remote attacker laptop and then performed web requests upon the target website without any issues. Thus, the commands issued by the remote attacker were executed on a target site. While the request loop was kept to ten executions, one can easily increase to any number of requests. The purpose of this test was to demonstrate that remote activation and querying of a page is possible via PoisonIvy attacks. Additionally, if there are multiple controllers with the malicious driver, infected devices could perform a more effective distributed attack on a target webpage by increasing the number of requests, creating a Distributed Denial-of-Service (DDoS) attack. The goal of this implementation is to demonstrate the remote attacks are possible, which was proven by our attacks. Additionally, scaling is very straightforward, which can be done by increasing the number of compromised controllers with malicious drivers available to the attacker. It is possible that complex E-IoT deployments may be compromised with drivers and used for DDoS attacks in a similar manner to Mirai with E-IoT systems if not properly secured [AAB+17].

**Attack 3: Malicious Resource Farming.** Resource farming attack was developed to demonstrate that system resources may be used to Mallory’s benefit for a purpose such as bitcoin mining. Currently, bitcoin uses a double hash SHA256 operation (Equation 5.1) where, $B$ represents recent transactions, $N$ represents a nonce, and $T$ is the target value [MO14].
For PoisonIvy, we performed the required cryptographic operations used in bitcoin mining. To demonstrate that such operations can be done within a driver, we executed multiple hashing operations in the infected device.

**Step 1 - Activation:** This attack was activated similar to the previously introduced attacks, using the web interface and a JSON object request. To initiate this attack, the `messageType` field was set to “MIN” in the outgoing JSON object from the client computer, the driver interpreting the change as a request to perform mining-based cryptographic operations.

**Step 2 - Execution:** After the internal remote polling module processed by the driver, the `messageType` field, the driver calls the LUA hashing module which executes ten hashing operations using controller resources. Similarly to cryptocurrency mining, the hashing operations were performed with a static $B$ value and random nonce values for $T$ in each iteration.

**Evaluation:** The driver managed to perform all hashing operations successfully. Figure 5.6 shows a sample of ten mining operations executed in the malicious driver. In the case of multiple devices infected with malicious drivers, the number of machines performing hashing operations on the attacker’s behalf could be increased. This type of resource farming attack could negatively impact the performance of an E-IoT system depending on how many cryptographic operations are executed per minute. The number of hashing operations per minute can also be adjusted to avoid detection.

**Discussion and Findings** As PoisonIvy attacks were developed and tested, we demonstrate that insecure software development, lack of built-in security, and untrusted drivers result in malicious activities. We have found drivers to be a
viable threat vector; thus, we have coordinated and shared of our findings with Control4 for further discussion. Without any form of verification, an integrator may download a compromised driver and allow a malicious actor to compromise an E-IoT system to her benefit. All of the proposed attacks were implemented successfully, the implications which could negatively impact E-IoT systems. In Attack 1, we demonstrate that an entire system can be rendered unusable at the command of an attacker and is possible due to the ability of drivers to consume system resources without limitations. The attack presents a viable method of disabling access to security systems, gates, doors, or any other system which is integrated into an E-IoT system. For instance, if gate access or panic button is controlled purely through an E-IoT system, a user will not be able to operate the gate access or a panic button while a DoS attack is active. Attack 2 is made possible due to the lack of limitations on connections to external websites and shows how an attacker can perform DDoS-type of attacks on target webpages using multiple controllers.

There have been documented cases of malware purposely accessing illegal websites to frame the system owners [New09]. An attacker with a compromised E-IoT system may request illegal websites and frame the owners for illicit activity. In this chapter, we cited an example of one use-case of cryptographic operations as cryp-
tocurrency mining. These results also imply that an attacker may also perform any other hardware-intensive actions such as password cracking. Ultimately, our implementations show that drivers as attack vectors have many possibilities. Attack 3, is possible due to a lack of restrictions in the LUA implementation and unfettered access to system resources. Further, with processor-intensive operations, a compromised controller could also be used for cracking hashed passwords. An attacker with a list of passwords to crack could use the processing power of compromised controllers to attempt to reverse password hashes, a very similar operation to cryp
tocurrency mining. As PoisonIvy-style attacks present a substantial negative impact on E-IoT systems, acknowledging these threats and finding solutions should be of utmost importance. We believe that a security verification mechanism is needed for E-IoT systems that verify the integrity and origin of the drivers. In addition, an E-IoT system controller needs inherent security mechanisms that limit external communications, resource consumption, and access to E-IoT system resources.

5.6 Attack Discussion

In this section, we discuss the implications of these attacks and possible defense mechanisms for PoisonIvy attacks.

**PoisonIvy-based Attacks.** With PoisonIvy, we explored possibilities of attacks that could be implemented through E-IoT smart device drivers. Depending on the capabilities of the driver, in addition to the attacks demonstrated in this chapter, it is possible for a driver to act as a keylogger, capturing key-presses relayed to a device from any interface. For instance, if a user has a media device with login credentials for web services (such as Netflix in an integrated Apple TV) an attacker may be able to capture those credentials. Specifically, if a user uses an infected
driver to communicate to the media device and enter their password with the arrow keys on an on-screen keyboard, a malicious driver could intercept the key-presses and capture the user’s credentials. Another possible attack, depending on the driver implementation, may involve weak script interpreter implementations. If there are weaknesses to the interpreter, an attacker may be able to perform injections through a driver using known vulnerabilities.

**Challenges in Standardization.** One of the biggest challenges in E-IoT systems and IoT as a whole is standardization. There are countless companies, protocols, and implementations of many technologies depending on the vendor. Drivers are no different; how drivers are implemented from system to system are different. As attackers become more sophisticated, manufacturers cannot rely on a closed-source system for security. However, having multiple vendors agree in a standard to interface with devices is not a challenging task. An effort to standardize how drivers and how they are implemented would be the first step towards security. Further, with many E-IoT systems deployed in the world, legacy systems present a problem to developing defense mechanisms against any new threats. By definition, many of these legacy systems can not be upgraded to the latest security practices [Sta19]. A great number of systems may not longer be supported or their vendor is no longer in business (e.g., Litetouch, X10-technology) [Jul15]. As such, there are many legacy E-IoT systems which may be too costly or too impractical to upgrade. Legacy E-IoT raises the issue that these systems cannot be patched easily and be compromised by a knowledgeable attacker. Defense mechanisms must consider the limitations that come with legacy systems and how to secure them.

**Risk Awareness.** Most vendors have documented best practices for the installation of their devices, discouraging risky configurations such as port forwarding directly to their controllers. However, installers will still port-forward their devices,
exposing them to the Internet as it is the easiest solution. As many controllers were not designed to be connected directly to the Internet, they could become compromised by an attacker if exposed. First, the usage of VPNs needs to be documented in a proper manner for remote access to devices. Second, E-IoT system integrators should be wary of drivers on the Internet and favor trusted drivers provided by E-IoT system vendors. We hope this chapter besides motivating further research on protecting E-IoT systems from novel types of attacks, can raise awareness for integrators on what malicious code is able to do, and allow them to evaluate the risks of using unverified drivers. Second, integrators must be aware that because one version of a driver is verified, updated versions may not. This could create a false sense of security, as an attacker may be able to verify a benign driver, then link to their own page for an updated, malicious version of a driver.

**Comprehensive Driver Validation.** As driver development for every vendor is different, vendor certification of drivers is the most effective step towards the security of the E-IoT system drivers. As of now, the development and distribution of unverified drivers come without any form of source control, standards, or code analysis. Existing driver certification needs to evaluate beyond functionality and consider that code could be implemented maliciously. Additionally, E-IoT system vendors could allow for the submission of drivers and perform code analysis to drivers submitted to their platform. Such an idea would create a larger number of drivers available to vendors. Vendors should then highlight that unverified drivers should be used at the integrator’s own risk.
5.7 Ivycide Architecture

To address PoisonIvy attack threats, we introduce Ivycide, a passive network-based intrusion detection system (IDS), easily configurable to detect traffic anomalies in E-IoT controller network traffic.

5.7.1 Design Considerations and Challenges

In this section, we first include the distinct challenges of E-IoT systems that make it difficult to protect against PoisonIvy attacks and require a specialized solution such as Ivycide. The design considerations of the Ivycide framework are driven by these challenges.

Closed-Source E-IoT. E-IoT systems are very often closed-source that makes many accepted defense strategies very difficult without vendor cooperation. Further, software for configuration is not available to researchers and consumers. As such, a defense strategy must be designed with closed systems in mind. In the case of Ivycide, mechanisms must be created using features available to integrators and consumers. Without special permissions, source code, API/system call hooking, performance analysis, and other features, a defense system is a notable challenge to outside developers. Thus, Ivycide is needed as current defense systems may not work with the limited access of E-IoT systems and the lack of support from E-IoT vendors.

System-to-System Differences. There are many different E-IoT system vendors, each E-IoT system often with their type of configuration. As such, traffic will vary from E-IoT system to system, even if they are from the same vendor. For instance, a system that controls a single room (e.g., conference room, theater) will be vastly different in traffic than a large-scale system (e.g., whole home, smart office, yacht
complete integration). Further, systems may differ from the services integrated. For instance, some users may opt for a fully-offline system, while other users may request a system that integrates music services (e.g., Spotify, TuneIn, Weatherbug). Since all systems are custom, a custom solution needs to be proposed for PoisonIvy attacks as existing solutions may not consider or be too costly for complex. A solution for E-IoT needs to be flexible, affordable, and needs to consider that systems may be updated and modified by the integrator.

**E-IoT Traffic.** In contrast to E-IoT devices, E-IoT controllers have some unique characteristics in E-IoT environments due to their role in E-IoT systems. First, the controller is the hub of all communication, as such, integrated devices (e.g., keypads, touchscreens, televisions) communicate with the controller. Second, E-IoT controllers will often have audio and video interfaces, such as audio out, for streaming services and internet radio (e.g., Spotify, Rhapsody, TuneIn). Thus, in some systems, the E-IoT controller will handle the streaming service communication traffic. Finally, the E-IoT controller often communicates with the vendor’s web services and configuration software. In most cases, this means that the only way to modify the system (and drivers) for both benign or malicious purposes will be through the E-IoT controller and a network connection. As the E-IoT controller acts as the central communication hub, monitoring the network traffic of only the controller instead of all of the E-IoT devices can be useful to detect PoisonIvy attacks.

**Constraints of E-IoT on the PoisonIvy Attacker.** While PoisonIvy attacks demonstrate the capabilities of attackers using malicious drivers, there are limitations of E-IoT systems on PoisonIvy attacks that can be of use by a defense system such as Ivycide. First, a PoisonIvy attacker is limited on how they may communicate to the Internet. Namely, an attacker must rely on the driver’s API to communicate
remote servers. Second, an attacker must rely on this form of external communication for the core of Attack 2 and Attack 3 (Section 5.5). Finally, traffic from a malicious driver originates from the controller. Thus, an attacker using the malicious drivers has only one device they can establish communication to external servers (e.g., CnC server, target servers) and cannot execute attacks from other devices integrated in the E-IoT system. Knowing these limitations, a defense solution such as Ivycide can rely on network communication from the E-IoT controller to identify and detect malicious activities originating from a malicious driver.

### 5.7.2 E-IoT Devices, Drivers, and Expected Traffic

Modifications to E-IoT systems are not done frequently for several reasons. First, there are costs associated with contracting an integrator and purchasing new drivers after initial installations. Additionally, if a device integrated into an E-IoT system needs a replacement (e.g., damages, upgrades), an integrator will often replace the device with a similar device to fulfill the same purpose. As such, it may not be necessary to retrain a learned model for an E-IoT system with similar replacements.

Devices integrated into E-IoT have expected communication traffic dependent on the type of driver and device. In Table 5.2, we show some examples of how device type defines the communication traffic of each integrated device. For instance, a display (e.g., television, projector) will communicate with the E-IoT system with information such as power state, firmware version, and volume levels. Further,
depending on the E-IoT devices and their drivers, network traffic will be different. For instance, a driver for a device controlled through Zigbee by the E-IoT system should not create any additional IP network traffic. We highlight some examples of driver types as follows:

**Driver types:** We highlight three types of drivers used for devices in E-IoT, and how each type of driver affects the E-IoT network traffic.

- **Non-IP Drivers.** Drivers (e.g., Zigbee drivers) that do not use any IP network communication to control integrated devices. These drivers should not add any additional traffic to the E-IoT system. Since PoisonIvy attacks require Internet connection, they will not function as this type of driver.

- **IP Drivers.** Drivers that use IP network communication to connect to devices or services (e.g., IP TV driver, Spotify Drivers). These drivers will create network traffic relevant to the device or service. More information on expected network traffic is highlighted in Table 5.2.

- **Drivers with Remote Validation.** Drivers that require online validation, such as a licensed driver that must validate a license key with the developer of the driver. These drivers will have communication with a remote server.

5.7.3 Terminology

In this sub-section, we provide terminology necessary to introduce Ivycide.

**Expected Operation.** We define the expected operation of an E-IoT system, as usage of an E-IoT system in a manner that is benign such as selecting video sources, listening to music, and menu navigation. Activity occurring from malicious drivers is outside of expected operation.
Expected Traffic. We define benign traffic as any IP network communication which is caused by the expected operation of the E-IoT system.

Unexpected Network Behavior. Unexpected behavior occurs from unexpected network traffic due to active PoisonIvy attacks in the E-IoT system. For the scope of this chapter, unexpected behavior is observed through the IP network communication.

5.7.4 Ivycide Overview

Ivycide is designed to protect E-IoT systems from PoisonIvy-based threats. It aims to detect PoisonIvy attacks via passive network monitoring and a two-step classification approach. In the first step of the classification, individual attack patterns are detected via a ML-based classifier, whereas in the second step, series of patterns are checked against attack signatures and the type of the attack is determined via a signature-based classifier.

The proposed Ivycide architecture is composed of five different modules as seen in Figure 5.7. The first module is the Network Collector which captures network traffic incoming and outgoing from the E-IoT controller. Further, the Network Collector pre-processes E-IoT network traffic and forwards it to the Traffic Handler.
The Traffic Handler evaluates incoming traffic and logs suspicious network activity using two sub-modules: the Traffic Analyzer and Evaluation Logger. The Traffic Analyzer sub-module is used as the first step, performing ML-based classification of individual E-IoT network traffic packets. These packets are classified into the four types of behaviors; benign, Unexpected External Request (UER), Command-and-Control (CnC), and Activation. As PoisonIvy attacks are composed of a series of such behaviors, as the second step, the Traffic Analyzer applies a signature-based classification on a set of classified packets within a time window to determine the type of attack occurring. The Evaluation Logger sub-module is then used to forward suspicious network packets and analysis results to the user notification and logged activities modules. The Model Container stores the ML model and Signature Model used by Ivycide’s traffic analyzer. The User Notification module is used to alert and notify the user on warnings and suspicious activities. Finally the Logged Activities module stores all the the suspicious packets and classification results from the Traffic Handler. This logged information may be queried later for reference, or further analysis.

5.7.5 Network Collector

The Network Collector allows Ivycide to passively collect incoming and outgoing traffic to the E-IoT controller. As such, Network Collector only captures TCP/IP network traffic relevant to the E-IoT controller. Additionally, this capture is passive, as packet manipulation of E-IoT traffic may cause undesired operation for the E-IoT system. Further, the captured traffic data that is irrelevant to Ivycide is then filtered out (e.g., internal LAN communication). Relevant packets to Ivycide (e.g., communication from controller to external servers) are parsed and features are
extracted by the Network Collector for further processing. Filtered and formatted network data coming out of Network Collector includes all packet information and additional attributes necessary for Ivycide training and classification (e.g., timestamp, data length, TCP or UDP flags).

5.7.6 Traffic Handler

The Traffic Handler acts as the classification stage for Ivycide and is composed of two sub-modules; the Traffic Analyzer and the Evaluation Logger.

Traffic Analyzer.

The Traffic Analyzer is one of the core components of Ivycide and performs the ML multiclass classification of incoming/outgoing data to the controller. Additionally, the Traffic Analyzer performs signature-based classification using a series of attack patterns/behaviors to determine the type of the attack. This two-stage process is required since the type of the PoisonIvy attacks cannot be identified from a single malicious packet or a single attack behavior. Further, classifying behaviors per packet can yield to more flexibility and types of signatures for future attacks. We refer to Figure 5.8, for the ML and signature-based classification processes employed.
by Ivycide. The first step of the Traffic Analyzer is the Multiclass Classifier. In this step, Ivycide attempts to classify network traffic as benign or as different types of unexpected behaviors/patterns (unexpected external request, activation, malicious CnC). Once network traffic is classified with ML, signature-based classification can take place. However, if a packet is classified as benign, no further classification is needed. For signature-based classification Ivycide follows a set of rules and attempts to determine the type of attack that occurred depending on the unexpected activity observed within a set timeframe. The resulting classification and timestamps are then forwarded to the Evaluation Logger and user notification modules.

**Multiclass Classifier.** The Traffic Analyzer uses ML classification to infer the type of network activity occurring with the E-IoT controller. As Ivycide is designed to be flexible and better fit the heterogeneous nature of E-IoT systems, different ML algorithms and models may be used for better accuracy. For Ivycide we defined four distinct types of behaviors for E-IoT systems and PoisonIvy attacks. Specifically, attacks can be identified by a combination of these behaviors. While we define four distinct types of behaviors associated with E-IoT systems and attack behaviors, more types of behaviors may be learned and added with newer threats. A more detailed description of behaviors classified during this stage are highlighted below:

- **Benign.** Benign behavior is expected network traffic and does not raise any flags for Ivycide. Benign behavior is dismissed from further analysis.

- **Unexpected External Request.** Traffic classified as unexpected external requests (UER) is unauthorized traffic from the E-IoT controller to external servers. Usually these requests are repetitive during a short span of time and can be associated with PoisonIvy DoS attacks.
- **Malicious CnC Requests.** CnC requests are unexpected network traffic used by a malicious PoisonIvy driver to communicate with the command server. As such, malicious CnC requests are associated with an infected E-IoT system actively communicating with a command server.

- **Activation.** Activation requests are unexpected network traffic used by PoisonIvy to initiate attacks. When activation requests are detected, Ivycide can determine that an attack was initiated. Thus, these requests may be used to determine the type of traffic that occurs after an attack.

**Signature Classifier.** The Traffic Analyzer uses signature-based classification to infer the type of attack occurring from unexpected behavior found during the multiclass classification stage. First, the signature classifier stage will determine if the threshold of malicious activity is reached within a given window timeframe to begin classification. If this is the case, the classifier will refer to the Signature Model, a set of rules that define the behaviors that make up the PoisonIvy attacks. Ivycide will then determine the type of attack that occurred in ongoing traffic using the Signature Classifier. As such, it is possible to configure Ivycide to classify for future attacks using additional rulesets. For the purpose of this chapter, we only consider PoisonIvy driver-based attacks.

**Evaluation Logger.**

The Evaluation Logger receives the evaluation results and any relevant packet data from the Traffic Handler. As such, the Evaluation Logger acts as a middle stage between the evaluation and the data logs, caching and formatting data into a database compatible format. Essentially, this module allows Ivycide users to view prior warnings, see ongoing network communication, and review activity that was deemed to be suspicious.
5.7.7 Model Container

Ivyicide’s model container stores the classification model for the E-IoT system. The model container uses several packet attributes as the features to classify E-IoT network activity and is divided into two sub-modules, the ML model and the signature-based model.

ML Model.

The ML model is one of the core sub-components used by the traffic analyzer for multiclass classification. The ML model should be learned from an active E-IoT system, or generated from expected network traffic. As such, the ML model includes several common features in IP communication (e.g., packet size, TCP flags, UDP flags, TCP Source/Destination port). Additionally, Ivyicide includes two custom features described as follows.

- **Packet Rate.** The number packets an IP source communicates with an IP destination within a 0.1 second time window before and after the given packet. For instance, if the E-IoT controller requests information from a Spotify service at time t, the frequency value will show the number packets were sent from the E-IoT controller to the Spotify servers were from time t-0.1 seconds to t+0.1 seconds.

- **External Origin.** A boolean value is set to true if the packet originates from an external source to the E-IoT controller.

Signature-based model.

Ivycede uses a signature-based model to infer the type of attack occurring from traffic classified in the multiclass classification stage. The signature-based model contains
the signatures of each attack. For instance, the signature-based model would dictate that an activation command, followed by a large number of unauthorized requests to an external target address is likely to be a PoisonIvy DoS attack. While PoisonIvy attacks are the focus of this chapter, there may be many more attacks in the future, as new attacks become known, the signature model can be updated to include new attacks. As such, the Signature Model should be flexible, and easily expandable to include current and future attack signatures.

### 5.7.8 User Notification

The User Notification module is used to notify a user or the network administrator on warnings and messages from Ivycide. After traffic is analyzed, the Notification Module will detail the traffic logs and give the user all the information necessary to evaluate a possible breach of security. Additionally, the user should receive a notification (e.g., mobile notification) that suspicious activity is occurring in the controller so that they may take action and prevent further issues.

### 5.7.9 Logged Activities

The Logged Activities module acts as a storage database for any information found during Ivycide monitoring. The administrator queries the logged activities module and can view the suspicious packets and activity detected by Ivycide. Logged Activities only includes packets and data deemed to be of interest to the administrator as well as Ivycide’s evaluation of the traffic data stored. This module acts as the final stage of Ivycide and acts as a point of reference for any network administrator that needs to review logged information and prior events.
Table 5.3: Hardware and Software used in Ivycide implementation and testing.

<table>
<thead>
<tr>
<th>Hardware and Software</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hardware</strong></td>
</tr>
<tr>
<td>Hak5 Plunder Bug</td>
</tr>
<tr>
<td>Acer GX-785 Desktop</td>
</tr>
<tr>
<td><strong>Software</strong></td>
</tr>
<tr>
<td>Wireshark 3.4.3</td>
</tr>
<tr>
<td>Python 3.9</td>
</tr>
<tr>
<td>Python Scikit-learn</td>
</tr>
<tr>
<td>Visual Studio Code 1.55.2</td>
</tr>
<tr>
<td>Control4 Composer 2.10.6</td>
</tr>
<tr>
<td>Python Scapy</td>
</tr>
<tr>
<td>JupyterLab 3.0.12</td>
</tr>
</tbody>
</table>

5.8 Ivycide Implementation

To implement Ivycide’s necessary modules, we used open source, freely-available software and libraries. We detail software and hardware used for Ivycide in Table 5.3. Our testing environment is identical to the PoisonIvy attacks implementation, with the addition of the Hak5 Plunder bug as an active network sniffer between the E-IoT controller and the network router. We assume that the attacker executes the PoisonIvy attacks in the same manner as discussed in Section 5.5, receiving the attack initiation commands from the remote command server and executing the attacks on the local E-IoT system.

5.8.1 Network Collector Implementation

The implementation of the Network Collector required the use of the Hak5 Plunder Bug, Wireshark, and Python scripts to process incoming network data. For the Network Collector, the Hak5 Plunder Bug was placed between the E-IoT controller and the network router. The Plunder Bug was then connected the Acer GX-785 desktop for data collection. Data was collected using Wireshark and then pre-processed using Scapy, a Python-based library used to manipulate and extract data from Wireshark.
.pcap files. This data was then passed through our pre-processing software and exported as a comma-delimited string that extracted all of each packet’s relevant data (e.g., TCP/UDP ports, TCP/UDP flags, timestamp, source/destination IP, packet size). Additionally, our software added additional attributes.

5.8.2 Traffic Handler Implementation

The Traffic Handler and both sub-modules were implemented using Python with JupyterLab and Visual Studio Code.

Traffic Analyzer.

The Traffic Analyzer was implemented using JupyterLab and the Python Scikit-learn library used for ML applications. The Traffic Analyzer receives traffic data formatted by the Network Collector and performs classification on each individual packet using KNN, Decision Tree and Random Forest classifiers using the ML Model sub-module. Packets are tagged by the Traffic Handler as four distinct types of network activity (e.g., benign, unexpected external request, activation, or malicious CnC request) as highlighted in Section 5.7. Packets marked as one of the three types of malicious behaviours are sent sequentially to the signature-based classification stage of the Traffic Analyzer. In the signature-classification stage, the Traffic analyzer refers to the Signature-Based Model for attack classification. All classified packets within the cache window are converted into a string. For instance, two activation packets and seven unauthorized request packets translate to the string ’aauuuuuuuu’. If this string is beyond a threshold (e.g., seven malicious packets per window) and falls under the known signatures of attacks in the signature-based model, the activity is classified as one of the three well-known PoisonIvy attacks.
This classification is then passed to the Evaluation Logger. We chose a three minute cache window as PoisonIvy attacks take less than three minutes to execute. Reducing the speed of the attack network throughput (e.g., less packets per second for a remote DoS attack) would greatly reduce an attack’s effectiveness.

**Evaluation Logger Implementation**

The Evaluation Logger was implemented as a Python-based console notification that provides the classification of E-IoT traffic data.

### 5.8.3 Model Container Implementation

The Ivycide Model Container contains two models used for classification purposes: the *ML Model* and the *Signature-Based Model*. In this subsection we overview both models and the data collection process used to implement these models.

**ML Model Implementation**

The ML Model was stored as a Python object in Jupyterlabs as a list of fitted models. Each model was then queried by the program to process each incoming packet sequentially. For the implementation we evaluated several classifiers including: Nearest Neighbors, Decision Tree, and Random Forest classifiers. We chose the Decision Tree classifier for the final implementation as it provided adequate classification accuracy and precision for the purposes of Ivycide. For better classification, we also introduced the following features:

- **Frequency.** The frequency was calculated using a sliding window during data collection. Essentially, Ivycide stores packets for a given time window (100
ms), then calculates how many packets share the same source and destination address within the time window.

- **External Origin.** The external origin feature was created by comparing the known IP address of the E-IoT controller and setting this flag to 'True' if the E-IoT controller was the destination of the packet.

**Signature-Based Model Implementation**

The Signature-Based model was implemented as a set of rules in our custom Python software. We apply these rules to the signature string generated from the first stage of classification. We highlight the signature rule table as follows:

- **Benign.** A set of traffic data is classified as Benign if the attack pattern does not contain activation commands, indicating no attack was initiated and malicious communication was infrequent.

- **DoS.** A set of traffic data is classified as DoS if the final commands (last five) in attack pattern are classified under “activation”. This behavior indicates that the E-IoT controller became unavailable after a an activation command was received from the attacker.

- **Remote Control.** Traffic data is classified as Remote Control if there is a high frequency of packets classified as UERs in the Multiclass stage. This signature string indicates that the E-IoT controller is making multiple UERs in a short timeframe.

- **Malicious Resource Farming.** A set of traffic data is classified as Malicious Resource farming if CnC requests are observed after activation without unauthorized external requests. This behavior indicates an attack was activated, however, the E-IoT controller is still functional after attack activation.
Data Collection

To train Ivycide, we collected daily usage data from the E-IoT environment by performing expected operation with the E-IoT system as defined in Section 5.7. Expected operation involved the use of the E-IoT environment for streaming media, volume control, menu navigation, and any use consistent with an expected smart system usage. Benign data was collected from the E-IoT environment over the span of two weeks, where the system was allowed to idle, turn on, turn off, and otherwise operate in a manner consistent with expected operation. Malicious data was captured as detailed in the PoisonIvy attacks. In total, we collected 525,705 packets from the E-IoT system for testing and training. To train the model, we followed a supervised learning approach, requiring labeled data for the training. We found that it was necessary to use supervised learning to properly categorize the four types of network activity from the E-IoT controller and evaluate Ivycide.

5.8.4 Other Implementations

The User Notification module was implemented using the Python ctypes library to create a notification on the machine running the core Ivycide software. The Logged Activities module was implemented as direct text file exports on the local machine, allowing for future reference of the attack logs and providing any relevant information of the Ivycide analysis.

5.9 Performance Evaluation

In this section, we evaluate the performance of Ivycide in detecting PoisonIvy attacks. Specifically, we attempt to answer the following research questions:
RQ1: Malicious Behavior Evaluation. How do different ML classification algorithms perform in detecting malicious activity based on individual network packets? (Sub-section 5.9.2)

RQ2: Malicious Activity Type. How effective is Ivycide in classifying between different PoisonIvy attacks with signature-based detection? (Sub-section 5.9.3)

5.9.1 Attack Data Collection

Based on the previously mentioned PoisonIvy attacks, we performed the attacks as specified in Section 5.5. To evaluate the Ivycide data classification, we collected communication packets involving the E-IoT controller. The activities collected for our evaluation included expected and unexpected traffic, as defined in Section 5.7. The collection resulted in a total of 60 datasets of attack data, 20 for each attack. Additionally, we recorded 20 datasets of expected network traffic from the E-IoT system as defined in Section 5.7 for a total of 80 datasets. All of the PoisonIvy attacks were executed as highlighted in Section 5.5. For $AT_1$, we performed a remote activation of DoS attack, disabling the E-IoT controller. For $AT_2$, our attacker issued a CnC request to the malicious driver to perform unauthorized requests to a target webserver. Finally, for $AT_3$, we issued a CnC request for the E-IoT controller to begin performing resource-intensive calculations on behalf of the attacker.

Performance Metrics

Performance metrics in this chapter follow the accepted parameters: accuracy, precision, F-score, recall, True Positive Rate (TPR), True Negative Rate (TNR), False Positive Rate (FPR), and False Negative Rate (FNR).
**True Positive Rate (TPR)**. denotes the total number of correctly identified benign traffic within the test environment.

**True Negative Rate (TNR)**. denotes the total number of correctly identified malicious traffic within the test environment.

**False Positive Rate (FPR)**. denotes the total number of cases where malicious traffic was mistaken as being benign.

**False Negative Rate (FNR)**. denotes the total number of cases where benign traffic is mistaken as malicious.

\[
\text{RecallRate} = \frac{TNR}{TNR + FPR} \quad (5.2)
\]

\[
\text{PrecisionRate} = \frac{TPR}{TPR + FPR} \quad (5.3)
\]

\[
\text{Accuracy} = \frac{TPR + TNR}{TPR + TNR + FPR + FNR} \quad (5.4)
\]

\[
F1 = \frac{2 \times \text{RecallRate} \times \text{PrecisionRate}}{\text{RecallRate} + \text{PrecisionRate}}. \quad (5.5)
\]

### 5.9.2 Ivycide Performance for Different Classifiers (RQ1)

As part of *RQ1*, we evaluate different ML-based classifiers and their performance on individual network traffic packets. As highlighted in Section 5.7, Ivycide may use the most effective classifier to classify between behavior types. For *RQ1* Ivycide evaluation we implemented several classifiers, highlighting *Decision Tree, Nearest Neighbors*, and *Random Forest* with the best performance. We refer to Table 5.4 for the performance of each classifier used with Ivycide. In these results we show how different classifiers perform against E-IoT network traffic in terms of accuracy.
Table 5.4: Multiclass classification of malicious E-IoT traffic behaviors.

Legend: DT = Decision Tree, KNN = Nearest Neighbors, RF = Random Forest
BEN = Benign, CnC = Command & Control, ACT = Activation, UER = Unauth. External Request

<table>
<thead>
<tr>
<th>Model</th>
<th>Class</th>
<th>TPR</th>
<th>TNR</th>
<th>FPR</th>
<th>FNR</th>
<th>ACC</th>
<th>PREC</th>
<th>REC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>BEN</td>
<td>0.98</td>
<td>0.91</td>
<td>0.08</td>
<td>0.02</td>
<td>0.96</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>CnC</td>
<td>0.92</td>
<td>0.97</td>
<td>0.01</td>
<td>0.09</td>
<td>0.98</td>
<td>0.97</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>ACT</td>
<td>0.99</td>
<td>0.96</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>UER</td>
<td>0.84</td>
<td>0.97</td>
<td>0.01</td>
<td>0.18</td>
<td>0.99</td>
<td>0.82</td>
<td>0.85</td>
<td>0.83</td>
</tr>
<tr>
<td>KNN</td>
<td>BEN</td>
<td>0.98</td>
<td>0.85</td>
<td>0.14</td>
<td>0.01</td>
<td>0.96</td>
<td>0.95</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>CnC</td>
<td>0.84</td>
<td>0.98</td>
<td>0.00</td>
<td>0.19</td>
<td>0.96</td>
<td>0.98</td>
<td>0.84</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>ACT</td>
<td>0.94</td>
<td>0.95</td>
<td>0.00</td>
<td>0.06</td>
<td>1.00</td>
<td>0.96</td>
<td>0.94</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>UER</td>
<td>0.92</td>
<td>0.96</td>
<td>0.00</td>
<td>0.09</td>
<td>0.99</td>
<td>0.90</td>
<td>0.92</td>
<td>0.91</td>
</tr>
<tr>
<td>RF</td>
<td>BEN</td>
<td>0.99</td>
<td>0.92</td>
<td>0.08</td>
<td>0.01</td>
<td>0.97</td>
<td>0.97</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>CnC</td>
<td>0.93</td>
<td>0.98</td>
<td>0.01</td>
<td>0.07</td>
<td>0.98</td>
<td>0.95</td>
<td>0.94</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>ACT</td>
<td>0.99</td>
<td>0.97</td>
<td>0.00</td>
<td>0.01</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>UER</td>
<td>0.85</td>
<td>0.98</td>
<td>0.01</td>
<td>0.17</td>
<td>0.99</td>
<td>0.87</td>
<td>0.85</td>
<td>0.86</td>
</tr>
</tbody>
</table>

and precision. For all of the covered classifiers, we observed accuracy and precision rates averaging higher than 90%.

UER (Unauthorized External Requests) were particularly challenging to classify. In most cases, UER was misclassified as CnC attacks. This is possibly due to the fact that the internal programming functions to perform UER requests in the attack code are identical to CnC attacks. The Ivycide architecture (Section 5.7) highlights that the multiclass classification is the first step for Ivycide. We note that perfect classification accuracy on individual packets is not required for effective signature classification because attack signatures have some matching tolerance given the rulesets. Further, the configurable design of Ivycide, means that evaluating different classifiers yields to valuable information. For instance, some classifiers may have more success at classification on some E-IoT deployments and configuration than others. As such, since E-IoT systems are highly heterogeneous, Ivycide can be adapted with one or multiple classifiers to provide better accuracy and precision for individual deployments.
Table 5.5: Signature-based classification of malicious E-IoT attacks.

Legend: BEN = Benign, BOT = Botnet, DOS = Denial-of-Service, MRF = Resource Farming

<table>
<thead>
<tr>
<th>Class</th>
<th>TPR</th>
<th>TNR</th>
<th>FPR</th>
<th>FNR</th>
<th>ACC</th>
<th>PREC</th>
<th>REC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEN</td>
<td>1.0</td>
<td>1.0</td>
<td>0.00</td>
<td>0.00</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>BOT</td>
<td>1.0</td>
<td>0.98</td>
<td>0.03</td>
<td>0.00</td>
<td>0.98</td>
<td>0.91</td>
<td>1.0</td>
<td>0.95</td>
</tr>
<tr>
<td>DOS</td>
<td>0.75</td>
<td>1.00</td>
<td>0.00</td>
<td>0.25</td>
<td>0.94</td>
<td>1.00</td>
<td>0.75</td>
<td>0.86</td>
</tr>
<tr>
<td>MRF</td>
<td>0.95</td>
<td>0.95</td>
<td>0.05</td>
<td>0.05</td>
<td>0.95</td>
<td>0.86</td>
<td>0.95</td>
<td>0.90</td>
</tr>
</tbody>
</table>

5.9.3 Ivycide Signature Classification Performance (RQ2)

We refer to Table 5.5 for Ivycide’s signature-based classification performance in terms of accuracy, precision, recall, and F1 metrics for each attack type. As such we note that Ivycide achieved an overall accuracy of 97% and precision of 94%. More notable, is that no malicious cases were classified as benign, as such, even if an attack is misclassified as another attack, the administrator will still be alerted of suspicious traffic. Specifically, we found that three DoS attacks were misclassified as malicious resource farming attacks. This may be due to both PoisonIvy DoS (memory exhaustion on the controller) and resource farming attacks low network throughput.

In some cases, we found that the music streaming service TuneIn, caused false positives. Ivycide improperly classified some benign data from the streaming service as unauthorized requests. We believe that the addition of whitelisting to approved IP addresses may further improve the accuracy of Ivycide since attackers cannot spoof addresses using the driver API. However, even without whitelisting, the number of unauthorized requests in our proof-of-concept attacks were limited as legal limitations with the target Amazon Web Services hosted website do not allow for DDoS attacks. Specifically, Amazon Web Services explicitly prohibits any type of DDoS testing what would put any stress on their servers. Traffic-based DoS attacks performed by attackers without legal concerns would create many more observable
unauthorized requests within a given timeframe from an E-IoT controller and, as such, become easier to identify using Ivycide.

We note that the classification performance was accomplished using only black-box integration and with no modification to the E-IoT controller, drivers, or system code. While some attacks were misclassified as other attacks, all malicious instances of attacks were detected as suspicious activities. Similarly, benign activity was properly classified in all cases, greatly reducing the number of false alarms by the signature-based classification. As such, in any system implementation, network administrators would have been alerted for all attacks, been able to investigate attacks further, and take action against an infected E-IoT controller.

5.9.4 Detection Time and Overhead

How quickly attacks are detected is dependent on the attacks and the attack payload through the network. For instance, a remote control (DoS) attack is much more noticeable in network traffic than a DoS attack. As such, the maximum time it would take for an attack to be detected is the time window given for Ivycide. We measured the CPU usage and memory consumption of Ivycide for each stage with 4.5% CPU usage and 11.6 MB of peak usage for the multiclass classification stage; and a 0.3% CPU and 19.2 MB peak usage for the signature classification stage. We must note that this overhead is only applied to the computer running the Ivycide system (16 GB RAM and i7-700 3.6 GHz) and not to the E-IoT system controller.

5.10 Ivycide Benefits and Discussion

Ivycide is designed as a defense solution for E-IoT. In this section, we highlight Ivicyde’s benefits and further discuss their implications.
**Passive Monitoring.** Ivycide is based on passive network monitoring. This has two advantages. First, Ivycide will not affect incoming or outgoing network traffic, as such, the quality-of-service of the E-IoT system will not be affected. Second, with passive monitoring, no changes need to be made to the original E-IoT system, a process that may not be viable in some older systems. As legacy systems may be too costly or impractical to replace, Ivycide can provide an alternative that will evolve with newer threats.

**Black-box integration.** Ivycide solves one of the biggest issues with E-IoT systems, lack of available source code and technical documentation. Ivycide does not require knowledge of more technical aspects of an E-IoT system. As such, Ivycide can be trained from a live analysis of an E-IoT system at the configuration phase that uses known certified drivers. Alternatively, if drivers and communication of the E-IoT system are known, models can be reused and configured for an E-IoT system without the need to retrain Ivycide for every E-IoT system.

**Flexible Design.** It is possible to adjust Ivycide for any E-IoT deployment. This is a necessity as most E-IoT systems are custom-built, a custom-built solution to novel threats is needed. As such, the design of Ivycide allows to save and load custom models depending on the components integrated into the E-IoT system and expected operation as highlighted in Section 5.7. Alternatively, it may be possible for Ivycide to ignore traffic originating from known vendor services and approved addresses (e.g., whitelisting). These actions could reduce the number of false positives and reduce the processing requirements for Ivycide in larger systems.

**Independent IDS.** The E-IoT controller and Ivycide are independent systems. As such, in the case of controller failure (e.g., malicious DoS) there will be no effect on the Ivycide system. Additionally, this means that no overhead is added to the E-IoT controller or to E-IoT operations.
Model Re-usability. Ivycide relies on the ML model for accuracy and detection, it may not be necessary to retrain the model for every E-IoT system. First, if two E-IoT systems are identical deployments (e.g., similar conference rooms in a building as separate E-IoT systems), the same model will work for both systems. Further, Ivycide is affected by drivers with networking capabilities. If non-IP drivers between E-IoT systems are different, this does not affect the model used by Ivycide. Second, devices may behave similarly. As highlighted by Table 5.2, different device types have similar expected network traffic. As such, if similar devices are added (e.g., replacing a faulty television) the model may not need to be re-trained as the expected traffic is the same. Third, drivers verified can supply the traffic logs of their drivers and that can be added to the model. As such, Ivycide may be able to offer pre-trained models if all of the drivers in the E-IoT system are known and have vendor support.

5.11 Conclusion

Recent years have seen a dramatic rise in IoT systems and applications that enabled billions of commodity IoT devices to empower smarter settings in buildings, offices, and homes. Although commodity IoT devices are employed by ordinary end-users in small-scale environments, more reliable, complex, customized, and robust solutions are required for enterprise customers. Those solutions called E-IoT are offered by dedicated vendors. With the higher price, customization, robustness, and scalability of E-IoT systems, they are commonly found in settings such as smart buildings, government or private smart offices, academic conference rooms, luxury smart homes, and hospitality applications. As E-IoT systems require specialized training, software, and equipment to deploy, many of these systems are
closed-source and proprietary in nature. This has led to very little research investigating the security of E-IoT systems and their components. In effect, E-IoT systems in professional smart settings (e.g., smart buildings) present an unprecedented and unexplored threat vector for an attacker. In this chapter, we explored E-IoT system vulnerabilities and insecure development practices, specifically, the usage of drivers as an attack mechanism. We implemented an E-IoT system testbed in a smart building setting and introduced PoisonIvy, a novel attack mechanism to show that it is possible for a malicious actor to easily attack and command E-IoT system controllers using malicious drivers. Specifically, with PoisonIvy, an attacker may cause DoS conditions, take control of E-IoT system controllers, and remotely abuse the resources of the such systems for illegal activities (e.g., bitcoin mining). With this chapter, we raise awareness on the (in)secure development of the drivers that control E-IoT systems, the consequences of which can largely impact E-IoT systems as a result. Additionally, we discussed the (in)security of these drivers, security implications, and possible counter-measures. To defend against these threats, we introduced Ivycide, a novel, configurable defense mechanism designed specifically for E-IoT systems. As Ivycide operates as a standalone framework it provides no additional overhead to E-IoT systems. Finally, we evaluated the Ivycide performance on a realistic E-IoT system. Our analysis showed that Ivycide achieved 97% in accuracy and 94% precision for attack type identification.
CHAPTER 6

NEW HDMI ATTACKS AND DEFENSES FOR E-IOT SYSTEMS

6.1 Introduction

Audio/Video (A/V) devices have always witnessed a wide range of adoption as consumer electronics. The High Definition Multimedia Interface (HDMI) is used primarily for the distribution of A/V signals and has become the de-facto standard for this purpose [Tsu08]. For instance, in many applications such as concert halls or sporting events, large displays are chained together via HDMI to show concert images and gameplay. Figure 6.1 shows possible use-cases of HDMI distributions. Indeed, as of this writing, there have been close to 10 billion HDMI devices distributed, making HDMI one of the most highly deployed systems worldwide [Wri18]. With the requirement to merge control and communication over a single connection, the HDMI Consumer Electronics Control (CEC) protocol was specified with the release of the HDMI v1.2a [Hol05]. CEC provides control and communication between HDMI devices through HDMI cabling. This has led many vendors to implement CEC features on their devices under different trade names, including: Anynet+ (Samsung), Aquos Link (Sharp), BRAVIA Link/Sync (Sony), CEC (Hitachi), CE-Link and Regza Link (Toshiba), SimpLink (LG), VIERA Link (Panasonic), EasyLink (Philips), Realink (Mitsubishi) [Goo18]. The adoption of CEC has become a means of control for well-known household devices (e.g., Google Chromecast, Apple TV, Sony A/V Receivers, Televisions). This rapid adoption has made CEC into an ubiquitous protocol in many A/V installations and the adoption of CEC enabled devices in conference rooms, homes, offices, government, and secure facilities. Given the popularity and the penetration of HDMI-based devices, their security is of utmost importance.
Nonetheless, CEC is outside the reach of the traditional networking mechanisms, and most importantly, current security mechanisms provide no protection to CEC-based threats. This creates a widely-available, unprotected, and unexplored threat vector in locations (e.g., homes, government, offices) without mainstream user awareness. Unprotected HDMI networks give malicious entities an attractive medium of attack from which they can remain undetected. CEC allows them to perform activities over an HDMI device distribution network such as information gathering, device control, and attack facilitation. In effect, an attacker can retrieve and alter the power state of all HDMI-Capable devices without physical or traditional network access. While there has been abundant research on the security of traditional networks, this protocol has remained an under-researched communication component in the realm of cybersecurity.

As HDMI distributions are non-traditional components of smart network systems, current security mechanisms do not offer any protection against HDMI-based attacks. Thus, CEC remains as a widely-available, unprotected, and unexplored attack surface without mainstream user awareness. To defend against these threats, we propose HDMI-Watch; a novel passive smart intrusion detection system that protects HDMI distributions against CEC-based attacks. HDMI-Watch operates as a standalone framework in HDMI distributions, passively monitoring CEC traffic for CEC malicious behavior. HDMI-Watch leverages CEC command types and machine learning techniques to detect unexpected activities in CEC communication. Additionally, HDMI-Watch accounts for expected command lengths, associating CEC command types to their acceptable message lengths to improve detection. To test HDMI-Watch performance, we performed an extensive set of evaluations in a realistic HDMI testbed with a variety of consumer HDMI-capable devices and against HDMI-Walk attacks. Our results show that HDMI-Watch per-
Figure 6.1: Possible examples of HDMI distribution use cases where HDMI-Walk could present a novel threat.

formance achieves an average accuracy and precision of 98%, detecting unexpected activities without any form of operational overhead or modification to HDMI devices.

The contributions of this chapter are as follows.

• We introduce HDMI-Walk, a novel attack vector against HDMI distributions to demonstrate that arbitrary control of CEC devices is feasible for an attacker using this method.

• We implemented five unique attacks to HDMI distributions. Specifically, we performed topology inference, DoS attacks, eavesdropping, targeted device attacks, and facilitate existing attacks.

• We demonstrate the threat of HDMI-Walk with a specific testbed of commonly used HDMI equipment (e.g., Google Chromecast and Sharp Smart TV) for the evaluation of HDMI-Walk attacks.

• We propose HDMI-Watch, a novel intrusion detection system that protects HDMI distributions against CEC-based threats in HDMI distributions. HDMI-Watch monitors CEC communication and detects unexpected CEC behavior occurring in an HDMI distribution.
We evaluate HDMI-Watch in a realistic HDMI testbed with a variety of consumer devices (e.g., Google Chromecast and Sharp Smart TV) achieving an average accuracy and precision of 98%.

6.1.1 Differences from Existing Works.

This chapter differs from other works as follows. We introduce a novel attack method called HDMI-Walk to HDMI devices. Our scope is entirely through CEC as the main vector of attack and does not rely on any custom applications, software vulnerabilities, fuzzing, buffer-overflows, vendor-specific attacks, or traditional network connectivity. We focus on the exploitation of the CEC protocol in both local and remote attacks. We demonstrate proof-of-concept implementations of five different types of attacks; specifically, (1) malicious device Scanning, (2) eavesdropping, (3) facilitation of attacks (e.g., WPA Handshake theft), (4) information theft, and (5) denial of service through HDMI. Finally, we introduce HDMI-Watch, the first IDS designed specifically for CEC threats over HDMI connections, achieving overall accuracy and precision of 98%.

6.2 Problem, Assumptions, and Threat Model

In this section, we present the assumptions, definitions, and the threat model for HDMI-Walk-based attacks.

6.2.1 Problem Scope

This sub-section denotes an HDMI distribution network within a conference room which may be used for confidential presentations. The topology of this distribution
network includes common HDMI distribution equipment such as switches, hubs as well as HDMI devices such as displays and sources. The attacker is an invited guest presenter Mallory, who has a small amount of time to prepare in the conference room without any supervision. Mallory either compromises an existing HDMI device through malicious apps, or hides a malicious HDMI-capable device within the distribution (e.g., connected behind a television). We later elaborate compromising devices through malware in further detail. This is realistic, as A/V systems are very rarely inspected by users, and are physically accessible by visitors. Mallory connects her own laptop to auxiliary ports on the podium prior and during the presentation and perpetrates the HDMI-Walk attacks. After presenting, Mallory leaves. Sometime after her departure, further security policies are enacted and unsupervised access to the conference room is disallowed to visitors. Mallory’s only avenue of attack is to access her hidden device indirectly, locally or remotely.

Compromising Devices: We note that Mallory may compromise an HDMI distribution without direct access to the HDMI network. Malware (e.g., firmware, app-based) could compromise an existing device to Mallory’s benefit, acting as a link between the distribution and their machine. For instance, privileged malware applications in an Android-based A/V device could make use of the `HdmiControlManager` functionality which is available to transmit and receive arbitrary messages [Dev19]. An attacker can therefore compromise a system with a malicious app installed by a user, or by a visitor.

Possible Payloads: CEC attacks can provide access to devices which may have been believed secure or isolated in a conference room. Conference rooms may serve varying purposes from unrestricted to confidential usage. When a space is in unrestricted usage, an attacker may disrupt operation, damage equipment and prevent normal usage of a conference room through CEC attacks. If the space is used for con-
fidential purposes, an attacker may gather data about a system, gather restricted information within a conference room, or simply facilitate more complex attacks (e.g., wireless handshake theft, eavesdropping). In both of these cases, an attacker may avoid traditional means of detection through the use of CEC.

Attack Mode 1 (Local Communication): Mallory only has local access when connecting directly to the HDMI distribution network as a presenter. This case is independent of any form of network access, it relies on Mallory’s ability to connect to the auxiliary connection on the conference room podium. Local communication from her laptop through the HDMI distribution with HDMI-Walk and to the hidden or compromised device.

Attack Mode 2 (Remote Communication): In this case, Mallory has found an open guest network connection during her first visit or later gained unauthorized internet access. This allows Mallory to enable remote access to her hidden device. Furthermore, this allows Mallory to perform specific attacks.

6.2.2 Definitions

In this sub-section we denote definitions for concepts used in this section.

Definition 1 - Isolated Device: An HDMI device which has no network connectivity to traditional IP networks in any manner.

Definition 2 - Limited Access User: A limited-access user is primarily described as a user with temporary physical access to a location and limited IP network connectivity. This user can be a temporary visitor such as a presenter.

Definition 3 - Attacker (Temporary Visitors): An attacker is any limited-access user which attempts malicious access to unauthorized resources. The attacker’s motivations are to disrupt, gather information, gain unauthorized access, learn user
behavior, and perpetrate the attacks listed in the threat model below. In our case, the attacker may be a temporary visitor with limited access to the facilities (e.g., a presenter, Mallory).

6.2.3 Assumptions

To perform the HDMI-Walk attacks, we have the following assumptions.

*CEC Propagation:* HDMI-Walk assumes full CEC protocol propagation over the distribution of HDMI devices. Some devices tested had no function to disable CEC propagation, even if CEC control was disabled. In testing performed on devices with multiple HDMI ports, we found 80% of devices provided some form of propagation.

*CEC Control:* We assume CEC control is active on connected devices in the distribution. This is a realistic scenario, as we found that in all CEC-capable devices tested, CEC functionality was enabled by default. We also observed that many devices revert to default settings after a firmware update.

*Access to HDMI Components:* We also assume that Mallory has access to some HDMI components (or endpoints) in the distribution. This is a realistic assumption as A/V components are often not as secure as networking components. Display inputs and outputs are often visible and available to presenters. Presenters are often given enough time to prepare and free access to A/V equipment in a conference room without supervision or suspicion is expected. In some cases, we have found displays (often used for information purposes) outside conference rooms which could act as another connection point to an HDMI distribution inside a conference room.

6.2.4 Threat Model

HDMI-Walk assumes the following five threats as part of the threat model.
**Threat 1: Malicious CEC Scanning:** This threat considers the malicious use of scanning features through CEC and exposed HDMI ports to gather information about the connected devices. For instance, Mallory can create a topology of available HDMI devices to control and use this information to perform further attacks.

**Threat 2: Eavesdropping:** In this threat, Mallory is not present but actively eavesdrops on CEC communication through an implanted device.

**Threat 3: Facilitation of attacks:** This threat eliminates time and physical access limitations in wired and wireless attacks. HDMI-Walk facilitates many of these attacks so that they become more viable or more difficult to detect. For example, Mallory installs a device to passively capture WPA handshakes, avoid detection, and control through CEC remotely.

**Threat 4: Information Theft:** This threat considers information theft as a form of data transfer which Mallory may find valuable. For example, information about available HDMI devices or wireless handshake capture which would enable future attacks.

**Threat 5: Denial of Service:** This threat considers DoS attacks where Mallory disrupts the availability of a system through an HDMI connection. These attacks may be targeted to a specific device or broadcast to multiple devices. For example, Mallory prevents the use of a television through the repeated broadcast of HDMI control commands.

Note that HDMI-Walk does not consider attacks which focus entirely on IP networks; data injection attacks through CEC such as buffer overflows over CEC or setting manipulation attacks. Similarly, other protocols such as USB or Bluetooth are entirely outside the scope of this chapter.
6.3 HDMI-Walk

In this section, we present the details of the HDMI-Walk based attacks. Figure 6.2 depicts the general architecture of HDMI-Walk which comes with four main components: local attacker, HDMI Distribution, attack listener, and remote attacker.

The first component of HDMI-Walk is the Local Attacker which runs the Client Service in their local machine. This local hardware is temporarily connected to the HDMI distribution. The client service contains any required modules for communication to the listener and facilitates the attacks through HDMI-Walk (1). The second part is the HDMI Distribution, which is the core of our attacks and allows for end-to-end communication between devices through HDMI as a medium. The user may scan the distribution for addressed CEC devices, as well as communicate bidirectionally with other devices (2). The third part of the architecture involves the Attack Listener. The attack listener is the physical attacker device and hosts the Listener Service. The listener service includes all the required modules for HDMI-Walk communication and listener-run attacks. This service also includes a remote access module to enable communication to the remote client if a connection is available (3). Finally, we have the Remote Attacker, which communicates directly through a remote connection to the attack listener if remote access is possible (4).
**Local Attacker:** A local attacker establishes communication with the listener device through CEC and the HDMI Distribution. The local attacker places their client device in an exposed HDMI port such as an auxiliary connection in a presentation room or a side input of a television. In our case, the client device can be a laptop with a CEC capable adapter. The client’s main purpose is to establish communication with the listener and serves as the main interface for an attacker to issue commands and receive data from the listener device. The local client communicates to the listener through HDMI-Walk derived control of the distribution. Additionally, the client device hosts the client service. This service contains all necessary software modules for specific actions within the scope of CEC such as the ability for file transfer, arbitrary CEC communication, and CEC scanning.

**HDMI Distribution:** This allows for the core concepts of this chapter is the nature of the CEC protocol which allows propagation and control. These are not inherently equal or mutually exclusive; for instance, a device may be able to both control and propagate CEC commands through auxiliary HDMI ports. In contrast, a different device, such as an HDMI hub, may allow propagation but offer no CEC based control. The inherent design of CEC allows for any device to transmit and request information to and from any other device within the same distribution. During our evaluations, we found that CEC commands propagate from device to device, passing through different ‘hops’ in a similar fashion to a bus network while allowing individual devices to further propagate communication to their own branched connections. This is a requirement in ‘scanning’ behavior, which allows for any device to query others by logical address for a name, type, language, OSD string, vendor, power status, CEC version, and source status. With this, the querying device is able to build a map of available CEC devices within the distribution. Since the headers
signify a broadcast or a message to a specific device by logical address, this becomes useful for targeting specific devices or broadcasting to all devices.

**Attacker Listener:** The listener device awaits client commands. Ideally, the listener is hidden by the attacker in a location such as behind a television, in an equipment cabinet or anywhere where there is a connection to the HDMI distribution. The listener may establish communication with CEC-enabled isolated devices (see Section IV) through HDMI-Walk. In the attack model, once the listener receives expected commands from the attacker client (local or remote), it will enact actions in the HDMI distribution on behalf of the attacker. In our proposed HDMI-Walk, the attack listener performs the core actions for our attacks and runs all the separate modules required for each attack. Additionally, the listener hosts all the software modules required by the attacker for CEC communication, CEC file transfer, CEC scanning, microphone access, wireless access, and remote access.

**Remote Attacker:** The remote attacker maintains a remote web interface to a listener device. Commands and messages are relayed bidirectionally from the listener and the remote attacker. In contrast to the local attacker, the remote attacker operates in a remote web server, has no direct CEC connectivity and only hosts remote communication modules. The remote attacker’s server is polled via an Internet connection by the listener for new commands. This allows the attacker to perform remote execution of CEC actions using the listener. These actions may involve CEC information gathering, targeted attacks, DoS, or any attack module within the listener device.
Table 6.1: Hardware and software used in HDMI-Walk.

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Software</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sharp Smart TV.</td>
<td>Pulse Eight LibCEC 4.0.2</td>
</tr>
<tr>
<td>Samsung UN26EH4000F</td>
<td>Python 3.6.1</td>
</tr>
<tr>
<td>Monoprice Blackbird 3x1 HDMI Switch</td>
<td>Aircrack-ng 1.2-rc4</td>
</tr>
<tr>
<td>Wyrestorm - 1x4 HDMI 1.3b Splitter</td>
<td>Eclipse IDE</td>
</tr>
<tr>
<td>Chromecast NC2-6A5</td>
<td>PyAudio v0.2.11</td>
</tr>
<tr>
<td>Sony STR-ZA2100ES</td>
<td>Jersey JAX-RS</td>
</tr>
<tr>
<td>Raspberry 3 Model B x2</td>
<td>Raspbian Version 9</td>
</tr>
<tr>
<td>TP-Link TL-WN722N V1 Adapter</td>
<td>Swagger.io</td>
</tr>
<tr>
<td>Motorola G5 Plus Phone</td>
<td>Java 1.8</td>
</tr>
<tr>
<td>TP-Link TL-WR841N Router</td>
<td>AWS Elastic Beanstalk</td>
</tr>
</tbody>
</table>

6.4 Evaluation and Realization of HDMI-Walk Attacks

In this section, we describe and evaluate the HDMI-Walk attacks in detail. The purpose of the attacker is to leverage the HDMI-Walk capabilities to discover, manipulate, control, and cause undesired operation to devices within an HDMI distribution. The adversary also aims to use CEC as the primary medium for their attacks. This is achieved via a connection to the listener through a remote client or through a local HDMI connection. As explained in earlier in Sections IV and V, in all of the attacks, the attacker plants the listener device somewhere within the CEC distribution (e.g., behind a television).

6.4.1 The implementation of HDMI-Walk

In order to ensure the attacks are implemented in a realistic HDMI environment, we created a CEC capable testbed with standard and widely available commodity HDMI devices presented in Table 6.1. Here we included two displays, an HDMI switcher, an HDMI hub, a source and the attacker devices as depicted in Figure 6.3. We utilized LibCEC, an open-source CEC implementation [Pul18]. This library provides Python modules which we used to create both the client and the listener services. Due to readily available CEC support in Raspberry Pi v3 devices, we used
two Pis, one as the listener and one as the local client to perform the attacks and evaluations. To test WiFi (handshake) and remote attacks, we created a network with SSID Portabox. Note that even with a non-CEC-addressed TV, the TV simply propagates any CEC commands through additional ports.

### 6.4.2 Software Modules

#### CEC File I/O

This module facilitates sensitive data transfer within the CEC protocol. We leveraged HDMI-Walk for data transfer between client and listener devices within the CEC distribution. This module can be subdivided into three sections: serialization, transmission, and deserialization. We break down a file transfer from the listener (sender) to the attacker (receiver) below:

- **Serialization:** LibCEC allows the transfer of CEC packets through the distribution. The attacker device (hosting client service) first begins the file request
with the “aa:aa:aa:aa” packet. The data is then imported into the running service and converted into hexadecimal values. This serialized file is stored locally within the buffer of the current sender (i.e., the attack listener).

- **Transmission:** The buffer is segmented into hexadecimal strings of length 28 in preparation for the file transfer by the sender. Each segment of the buffer is sent with the data header “xx:00” over CEC to the receiver. Finally, once all segments are exhausted, the transmission ends with “ee:ee:ee:ee”. Any packet received without these headers are dismissed by the receiving device.

- **Deserialization:** packets are received in order by the receiver (i.e., the attacker laptop), cropped and then stored locally in a clean data buffer. With transmission finished, the client now deserializes the stored buffer into the original file.

**CEC SND/RCV**

This module sends and receives custom CEC messages through the alteration of the header (destination) and data blocks. These may be used to activate listener conditions, attacks, or request a file transfer from the listener. We achieve sending and receiving of custom CEC messages through the use of the libCEC Python module. This library provides the communication method which allows the creation and transmission of CEC commands within specifications. This function is used as part of File I/O transfer or to transmit specific commands to a device over the HDMI distribution.

**CEC Scanner**

This module scans a distribution to identify CEC devices. The CEC scanner implements the standard LibCEC `scan` command which queries all possible devices within
a distribution and records all valid responses. HDMI-Walk captures the available devices and provides the attacker information on each device and the logical address of their listener.

**Microphone Module**

Used to record and store anything captured by the embedded microphone on the listener device for the purpose of audio eavesdropping. Microphone access and recording were achieved through the use of the PyAudio library. PyAudio allows local storage of audio data within a Python operation at pre-determined length and bandwidths. We created this module to activate the microphone in the listener device.

**CEC Sniffer**

CEC sniffer allows the listener to passively monitor all the commands and data passing through the CEC distribution. Targeted attacks may use this feature to trigger commands upon the action of a device. This is implemented through the command callback in the LibCEC library which allowed us to handle any command received through the bus. We analyze every packet for specific calls during the attack phases. With this form of detection, attacks may target specific devices based on their power state change.

**Wireless Module**

The wireless module comes in two parts. The first part provides standard wireless access or the capability to connect to an Internet-enabled network for remote support to the attacker. The second part implements Aircrack-ng to allow for sniffing, capture, and final cleaning of WPA/WPA2 handshakes for further cracking. We use
Table 6.2: Module utilization per attack

Legend: ◆ = Local Attack, ● = Remote Attack, ○ = Neither, ♦ = Both

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>File I/O</td>
<td>◆</td>
<td>●</td>
<td>◆</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>SND/RCV</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Scanner</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Mic Mdl.</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>CEC Sniffer</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Wireless Mdl.</td>
<td>○</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Remote Mdl.</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>●</td>
<td>●</td>
</tr>
</tbody>
</table>

a monitor mode capable adapter with this module (TP-Link) and Python calls to automate the process in the target WiFi network.

**Remote Access Module**

The remote access module is utilized to allow for remote requests to the listener device through a valid Internet connection. It is divided into two parts: Server Component and the Listener Web Component.

*Server Component:* We hosted a RESTful API running Swagger GUI as the remote client and server component within AWS’ Elastic Beanstalk service. We create two string caches reachable with the paths `/cec/listener` and `/cec/webclient` each with GET and POST methods. The attacker accesses this server component and submits their commands through POST: `/cec/listener` with a JSON object containing the desired command to execute remotely.

*Listener Web Component:* We implemented the web component using Python threading and polling requests to our server. The listener polls GET: `/cec/listener` every two seconds for new commands submitted for remote execution. This listener component posts to POST: `/cec/webclient` for later retrieval by the attacker.
6.4.3 Attacks

In this sub-section, we realize HDMI-Walk attacks and discuss its implications. We also present individual uses of every module aforementioned for HDMI-Walk attacks in Table 6.2.

**Attack 1: Topology Inference Attack (Local and Remote)** This attack is a demonstration of Threat 1 (Malicious CEC Scanning) possible through CEC in online and offline scenarios. We use the HDMI-Walk architecture to move through the distribution and gather information about every device available with malicious intent. This attack can be executed through the local or remote client.

*Step 1 - Activation:* Upon initial placement within the HDMI distribution, the listener automatically connects and begins the information gathering process with remote and local execution of HDMI-Walk scans.

*Step 2 - Information Gathering:* The listener begins to perform a “walk” over all of the devices using the CEC scanner module. This easily yields information about HDMI device type, device, logical address, physical address, active source, vendor, CEC version, device name, and power status from available devices in the distribution. Once this has been processed, the listener stores the data locally.

*Step 3 - Leakage:* For a local client, the data is ready to be retrieved through the File I/O module upon local client request. For the remote client, the listener performs a call to POST: `/cec/webclient` with all the captured information. The data is submitted to the remote server in the form of a JSON object to be retrieved by a remote attacker.

*Evaluation:* With this attack, we used the scanning functionality to “walk” and gather more information on the controllable devices available. The attack was entirely successful and allowed us to learn information both locally and remotely about each accessible device. As seen in Table 6.3, we gather information such as...
the device logical/physical address, active source state, Vendor name, CEC Version, OSD Name, and power status. With this information, an attacker may as well infer usage from the power state of the equipment. For example, an attacker may be able to infer that a room is in use when the power state of the displays is on or perform more vendor and device-specific attacks with more research on specific devices.

**Attack 2: CEC-Based Eavesdropping (Local)** We perform this attack to demonstrate Threat 2 (Eavesdropping) and Threat 4 (Information Theft). In this local attack, an attacker has access only to the HDMI port for communication with the listener device. The attacker walks the HDMI distribution and forwards messages to the listener to activate and record audio using the Microphone Access Module. This audio data is stored locally in the listener device. The audio data is then transferred to the client at a later date through the use of the File I/O module.

**Step 1 - Listener:** The attacker first places a listener device in the CEC distribution as noted by the architecture. The listener device awaits attacker commands from another location in the HDMI distribution.

**Step 2 - Listener Activation:** The attacker sends the request to performs an HDMI-walk to scan the devices and identifies the listener device in the CEC distribution. We note the logical address of the listener device and activate the Microphone module with “bb:bb:bb:bb” command received by the listener. The listener device records audio and stores the data locally.
Step 3 - Client Request: The client requests a file transfer using the File I/O module and the command “aa:aa:aa:aa” to the listener. The listener receives this command via the CEC distribution and serializes the stored audio data as the client awaits the data transfer. Once the audio file is serialized the File I/O module transmission begins.

Step 4 - Client processing: The audio data is transmitted from the listener device to the client service through the File I/O module. Once this is finished the client saves the audio file locally, making it available to the attacker.

Evaluation: For this attack, we had success at every stage of the attack. Tests performed in different locations of the HDMI distribution proved successful. Script activation began and a recording was saved locally. The listener device successfully received the activation command from the client and a recording was successfully stored locally within the listener device. At a later time, the client requested the audio data from the listener device through the assigned message. The listener successfully confirmed the receipt of this message and began the data transfer over the CEC network to the client as seen in Figure 6.4. The client successfully stored and deserialized this data into a valid file format. This further opens the possibility.
to a listener which could await keywords such as “password” passively or use voice-
to-text technology to transfer days of conversations to an adversary.

**Attack 3: WPA/WPA2 Handshake Theft (Local)**  This attack was spec-
ified in order to demonstrate the concepts of Threat 3 (Facilitation of Attacks) and
Threat 4 (Information Theft). In this local attack, the attacker uses HDMI-Walk
to facilitate WPA/WPA2 handshake capture and prevent detection by a security
system in place. In traditional handshake theft attacks, an attacker has to wait for
a handshake to occur, this can take an indefinite amount of time as the WPA hand-
shake is only transferred in specific cases [LDS09a]. If there is a time constraint,
the attacker must attempt forced de-authentication [Dor17]. This raises the issue
that forced de-authentication may be detected through a network scanner such as
Wireshark or through more complex IDS [BADA15]. In this attack, we facilitate
such a threat through the removal of time constraints.

**Step 1 - Initial Configuration:** The attacker must be especially careful about the
listener placement. The listener must be able to reach wireless network connections
and must also come equipped with a wireless adapter capable of “monitor mode”
for packet capture.

**Step 2 - Client Trigger:** The client triggers the listener’s service wireless at-
ack module. This activates the wireless adapter in monitor mode with airmon-ng,
then begins the capture with airodump-ng using the wlan1 interface and BSSID
“7C:8B:CA:49:45:D2” in the listener device. Airodump-ng process is opened in
separate terminal using Python’s `os` import command. This places the listener
in a passive state which awaits handshakes to naturally occur without forced de-
authentication. The attacker is not needed for the duration of this capture. At a
later time, an authorized user connects and the handshake is captured passively.
Step 3 - Handshake Retrieval: The attacker reconnects with the client and requests the handshake from listener. The listener first cleans the capture .cap file using wpaclean. This greatly reduces the file size and the transfer begins. The attacker can finally receive the cleaned capture through the CEC File I/O module.

Evaluation: Local CEC client triggers for the activation of this attack proved entirely successful. Activation of the wireless module, Airodump-ng, and cleanup functions succeeded as seen in Figure 6.5. With the capture size reduced, the handshake was transferred to the local client successfully. This process would allow the attacker to retrieve the handshake at a later date and use more computing resources to attempt to crack the handshake and gain unauthorized access to the network. This would then allow the attacker to enable remote functionality to their own listener.

Attack 4: Targeted Device Attack (Local and Remote) This attack was developed to demonstrate Threat 5 (Denial of Service) through arbitrary sniffing and control of a device. In this attack, the attacker uses functionality from the Python-based listener service to target a specific device in the HDMI distribution. She also takes advantage of the nature of CEC to sniff and detect when a device has been turned on. This attack can be divided into three main steps.
Step 1 - Activation: The listener awaits attack activation. It awaits commands either from the local client (through a walk) or from a remote client to activate the targeted attack. Once a command is received, the listener activates the attack.

Step 2 - Sniffing: The listener is set within an HDMI distribution and monitors CEC packets flowing through the distribution. We particularly listen to the data commands “84:00:00:00”, “87:1f:00:08” and “80:00:00:30:00” from any incoming source. These values, usually signify a device broadcasting to HDMI distribution devices that its power state has changed and has been turned on. More specifically, 84 reports physical address, 87 reports vendor id, and 80 reports a routing change. In this particular attack, the attacker targets a CEC enabled display, the Sharp television.

Step 3 - DoS attack: Once the attack is active the listener awaits commands associated with power state change within the HDMI distribution. Once the power state change is detected it sends the CEC shutoff command “20:36” to the display (ID: 0) in the distribution. This automatically powers off the display as soon as it is powered on.
Evaluation: The listener began in an inactive state as expected with passive listening of the CEC commands. Powering the display did not cause any changes in this inactive state. The listener successfully received the activation command over remote and local clients, activating the attack mode. With this mode active, the display was manually powered on. The module in our service successfully identified the power state change in the display and provided the shutoff command as seen in Figure 6.6. The display received the shutoff commands and immediately powered off as expected. No matter which method of powering on, the attack could not be avoided, successfully executing the DoS attack. We additionally had another notable finding while performing this attack. That is, during DoS, the user was prevented from disabling CEC control within the system. Additionally, this attack may prove difficult to detect as it may be mistaken for a malfunctioning display.

Attack 5: Display Broadcast DoS (Local and Remote) We developed this attack to demonstrate Threat 5 (Denial of Service) through broadcast functionality. This attack abuses the broadcast function in CEC to cause a DoS condition in any display within a given HDMI distribution. This attack specifically targets displays by producing standard CEC commands for source and input control. We divide this attack into three steps.

Step 1 - Insertion of Attacker Listener: The listener device is placed in any location of the HDMI distribution. The device then awaits instructions from a client service to begin the attack. In the case of an available wireless connection, the listener’s Remote Access Module becomes active.

Step 2 - Activation Phase: The listener activates in two different methods: (1) the listener receives a direct command from a client service to begin the attack. (2) the listener receives through a remote client with the DOS1 command.
Figure 6.7: Attack 5–Input-change induced DoS attack. Executed by remote attacker with command DOS1.

**Step 3 - DoS attack phase:** After activation conditions are reached, the listener device begins broadcast of various *display input change* commands. These are standard CEC commands accepted by enabled televisions to adjust the active source on the display device. The CEC distribution is flooded with a broadcast loop: power on (“20:04”), input 1 (“82:10:00”), input 2 (“82:20:00”), input 3 (“82:30:00”), and input 4 (“82:40:00”). This renders the displays unusable by the user, effectively creating a DoS attack.

**Evaluation:** In this attack, the listener began in an idle state as intended in the distribution. The listener successfully received the activation command over remote and local clients. Then, it initiated the DoS broadcast loop over the entire distribution as depicted in Figure 6.7. The attack first powered on the display if it was powered off. The loop then began rapid input change over all inputs on the display. The display began to flash rendering it unusable. We noticed faster switching between inputs than if compared with manual input change. Another effect of this condition is that it made it impossible for the user to alter any settings in the display to disable external control after activation.

**Summary and findings:** During testing of HDMI-Walk attacks, we identified a vendor-specific vulnerability, and are currently coordinating to report this finding to
the product’s respective manufacturer. HDMI-Walk can identify specific device information to develop further attacks. We have proven arbitrary control over HDMI devices which could be used to an attacker’s advantage. Also, we enabled control of the TV volume and Amplifier volume with devices in our testbed. This control is completely feasible in an HDMI distribution with the concepts of HDMI-Walk. We find these attacks critical as they occur over a medium without any form of security mechanisms or existing techniques for mitigation. Via Attack 4, we found that the input change control could become a viable form of a visual attack. With these functions, display input changes could be used to trigger seizures (e.g., television epilepsy) with the rapid flickering of a display switching between inputs [JIS13]. We also consider volume control to an Amplifier device. A remote attacker with the control of a distribution can easily adjust the volume of devices with CEC commands. Extended playback at high volumes is known to damage sound equipment [Hey13]. An implementation of Attack 1 would first allow an attacker to infer room occupancy via power state. Combining this with Attack 4, the attacker could peak the volume output in a room when nobody is present and cause gradual damage to the sound system, which cause a notable financial cost to the user. Combination of HDMI-Walk and targeted device attacks such as Attack 4 could also allow a malicious person to assume control of menu functions in specific HDMI devices. This would allow the attacker to change menu settings, make purchases, or update firmware through device-tailored command sequences. With attackers in constant search for new vectors of attack, disruption, data leakage, behavioral leakage, and any type of information leakage could present catastrophic outcomes to an organization. A conference room while in confidential use can be a target to eavesdropping and handshake theft, giving attackers a chance to acquire passwords, access codes, and confidential information. In normal usage, inferring devices and disrupting func-
tionality is possible and may present a threat which many users have not considered or anticipated.

6.5 HDMI-Watch Architecture

To address CEC-based threats, we introduce HDMI-Watch, a passive, easily configured intrusion detection system. In this section, we detail the different modules of the HDMI-Watch architecture.

6.5.1 HDMI-Watch Overview

The proposed architecture of HDMI-Watch is divided into five different modules, as seen in Figure 6.8. The first module is the CEC collector which captures CEC packets from an HDMI distribution and supplies them to the data handler ①. The data handler evaluates and logs the incoming CEC traffic utilizing the two sub-modules: the data analyzer and the data logger ②. The data analyzer is a sub-module used for classification, applying a machine learning model over incoming CEC traffic to perform both binary (malicious or benign) and signature-based (scanning, data
transfer, power change, or input control abuse) classification. The *data logger* is then used to forward this processed data (classification results, and violations) to both the logged violations and the user notification module. The *model container* stores a machine learning model of expected communication behavior for CEC-enabled devices, which is used by the data analyzer sub-module to evaluate CEC data. Any incoming CEC data flagged as a violation by the data analyzer is forwarded to the data logger. The data logger sends the flagged violations to the user notification module which notifies the user on unexpected CEC activity which occurs over the distribution. Finally, the logged violations module stores all the flagged violations and relevant data found by HDMI-Watch. The logged information may be queried later for reference, or further analysis.

### 6.5.2 CEC Collector

The CEC collector provides HDMI-Watch the CEC traffic necessary to operate over an HDMI distribution. Due to the design of CEC as a bus architecture, a single point of connection allows HDMI-Watch to monitor all active CEC communication from devices within the same HDMI distribution. Additionally, the CEC collector parses the raw data received into a format that other modules of the HDMI-Watch architecture can interpret. Formatted messages out of the collector include all information necessary for evaluation: timestamp, CEC command type, and CEC packet length. If needed for logging purposes, the entire CEC packet is also included. The command type is the main feature and later used by the Markov model, while the length model uses the packet length during the binary classification stage.
6.5.3 Data Handler

The data handler acts as the evaluation stage for HDMI-Watch. We divide its functionality into two main sub-modules; the Data Analyzer and the Data Logger.

Data Analyzer

The data analyzer is the core of HDMI-Watch, making the distinction on whether incoming CEC data is from malicious or benign activities. Additionally, the data analyzer performs signature-based classification of malicious activity into different types of attack behaviors (see Section 6.4).

We refer to Figure 6.9 for the classification process performed by the data analyzer. The first step in HDMI-Watch classification is binary classification, which attempts to classify CEC activity as benign or malicious. To perform binary classification, the data analyzer refers to the model container which contains the Markov and length model used for binary classification. Any violation found from the incoming data by the models is cached locally by the data analyzer into lists as flagged data. The data analyzer can determine the number of violations for the number of messages received. If the number of flagged violations exceeds the detection thresh-
old, the activity is deemed malicious. Once a malicious activity has been identified, HDMI-Watch begins signature-based classification, inferring the specific type of activity in the flagged data (scanning, data transfer, power control, or input control abuse). To perform signature-based classification, HDMI-Watch uses a behavior rule table where command types associated with different types of activities. For instance, malicious activity found during the binary classification stage will be labeled as power change abuse if most of the violations in the flagged data are power control commands. The resulting evaluations from both binary and signature-based classification along with the flagged data are then passed to the data logger module for logging and to the user notification module.

**Binary Classification.** The data analyzer uses binary classification in HDMI-Watch to infer if activities within the HDMI distribution are benign or malicious. HDMI-Watch is a flexible system with adjustments to improve classification accuracy and better fit the likely heterogeneous HDMI distributions where HDMI-Watch is deployed. Thus, HDMI-Watch employs a configurable violation threshold as the acceptable number of violations for a number of received CEC messages. In addition, the sample of received CEC messages may also be adjusted to improve the quality of classification. Binary classification in HDMI-Watch classifies sets of violations as malicious CEC activity if the number of violations exceeds the violation threshold for a number of received messages.

**Signature-Based Classification.** HDMI-Watch uses the data analyzer to perform signature-based classification of malicious CEC behavior. We create a set of rules for each behavior (scanning, data transfer, power control, or input control abuse) and classify violation sets as a second step to the initial binary classification. HDMI-Watch uses a predefined ruleset to infer the type of behavior occurring in a malicious set of data. These behaviors were selected as they are related to HDMI-Watch attack
behaviors. It is possible to configure HDMI-Watch to classify other behaviors with additional rules. We narrow down to four different unauthorized behaviors from five attacks using command types:

- **Scanning.** Scanning is heavily associated with Attack 1. Scanning is required for an attacker to gather information about a CEC distribution and devices.

- **Data Transfer.** Attempting file transfer over a CEC bus is not standard CEC operation and is strongly associated with Attack 2 and 3. To the best of our knowledge, data transfer capabilities through CEC are not commonly used by any manufacturer.

- **Power Control.** While power control commands may be issued by devices in a benign manner. We can associate the unexpected use of power control to Attack 4.

- **Input Control.** Input change may be issued by devices in standard operation. However, abuse of these commands is associated with Attack 5.

**Data Logger**

The data logger module receives evaluation results, violations, and relevant data found during the data analyzer stage. The data logger serves a storage endpoint to process these results into a database-compatible format. Additionally to formatting, the logger is responsible for storing this data into the logged violations database. This module, essentially allows for the users of HDMI-Watch to refer to past events and view logs on activity which may have been deemed suspicious.
6.5.4 Model Container

The model container stores the HDMI-Watch models used to evaluate CEC traffic in an HDMI distribution. This module uses the command type of CEC packets as its main feature, with length as a secondary attribute and is used by the data analyzer module to predict unexpected behaviors and also specific types of malicious activities. Specifically, the model container is divided into two parts, the Markov model and the length model. HDMI-Watch uses the Markov model to determine if a command type in CEC traffic is expected after the last message received. Additionally, HDMI-Watch uses the length model to determine if the length of a CEC packet matches expected lengths for the command type. Packets which violate these models are flagged as violations.

Markov Model

The Markov model is the core module of the model container and is used by the data analyzer for CEC data evaluation. Since vendors and attackers have the ability to create CEC packets of any command type, HDMI-Watch must consider all possible command types as states. In effect, this yields to a total of 256 (00-FF) states for the HDMI-Watch machine learning model. The data analyzer refers to this model to analyze CEC traffic and infer if received command type follows expected behavior. Any CEC packet which does not follow expected behavior is marked as a violation and acts against the detection threshold, causing CEC activity to be deemed malicious after being reached.

Mathematical Foundations: We build a Markov-Chain-based model to perform binary classification of the CEC behavior within the HDMI distribution. With the Markov chain model, we evaluate the probability of changes in CEC command
Figure 6.10: Three command types are shown as states in a CEC Markov Model. Probabilities given (P_1 to P_6) as the possibility one command type following another command type.

behavior over time. The Markov chain model serves as the core classification mechanism for HDMI-Watch.

We represent the probabilistic condition of CEC state changes in Equation 6.1 where X_t denotes the CEC command as a Markov chain state at time t. Figure 6.10 illustrates a simplified version of a CEC behavior with three command types defining Markov Chain states and probabilities (P_1,...,P_6) of transitions between these states. For instance, P_5 being the probability of a CEC “Power Off” command being sent after an “Input Select” message.

\[
P(X_{t+1} = x|X_1 = x_1, X_2 = x_2, ..., X_t = x_t) =
\]

\[
P(X_{t+1} = x|X_t = X_t)
\]

(6.1)

when, \(P(X_1 = x_1, X_2 = x_2, ..., X_t = x_t) > 0\).

In HDMI-Watch, we observe the commands transmitted by a set of devices over time. Let us assume that \(C\) denotes a set which represents a set which contains all transmitted command types over a CEC bus, such that \(C = \{C_1, C_2, C_3, ..., C_n\}\).
where \( C_1, C_2, C_3, \ldots, C_n \) = any CEC standard command value type (e.g., 36, 8f, 00).

For the function of time, \( t \), we consider the command during time \( t \) as the state in our model. If we consider the number of total number of unique CEC commands, there are a total of 256 possible commands which must be considered.

If we assume that the distribution’s states are \( X_0, X_1, \ldots, X_T \) at a given time of \( t = 0, 1, \ldots, T \). We can then represent the transition probability \( P_{ij} \) as shown below:

\[
P_{ij} = N_{ij}/N_i,
\]

where \( N_{ij} \) is the number of transitions from \( X_t \) to \( X_{t+1} \), with \( X_t = i \) and \( X_{t+1} = j \); \( N_i \) being the total number of transitions from state \( i \). Initial probability distribution of this Markov Chain is represented as follows:

\[
Q = [q_1, q_2, q_3, \ldots, q_m],
\]

this model denotes \( q_m \) as the probability that the model is in state \( m \) at time 0. The probability of observing a sequence of states \( (X_T) \) at a given time \( T \), can be computed as shown:

\[
P(X_1, X_2, \ldots, X_T) = q_{x_1} \prod_{2}^{T} P_{X_{t-1}X_t}.
\]

For HDMI-Watch, instead of predicting future states, we determine the probability of a transition between states at a given time. We train our Markov Model with a dataset collected from active CEC devices and create a prediction model to calculate the probability accordingly. Any packet with a probability of zero from a previous state is deemed unexpected and therefore a violation of the Markov model.
Length Model

HDMI-Watch uses a length model to determine if a command received is of the expected length. This model contains mappings of associated lengths to command types found during the training phase of HDMI-Watch, taking advantage of the association between length and type of CEC packets in CEC communication. For instance, messages with the command type “36” shut off should not contain additional data and the length model serves as a method to detect discrepancies in cases such as these. The data analyzer refers to the length model in the binary classification stage to determine if CEC packets are violations of the expected length model. Any CEC packet which is deemed a violation of the length model acts against the detection threshold and may cause incoming data to be classified as malicious.

6.5.5 User Notification

The user notification module is the primary form of notification to a network administrator using HDMI-Watch. After CEC traffic is analyzed, the user notification module details any violations to an administrator. This administrator is shown the complete set of packets including packet source, packet destination, command type, data, length, timestamp, violation type, and possible attack type. Ideally, an administrator receives a text message or an email when a violation or a set of violations occur. This information is also archived by logged violations module of HDMI-Watch.

6.5.6 Logged Violations

The logged violations module acts as a storage database for any violations found during HDMI-Watch monitoring. The administrator queries this module to view
a history of violations and react accordingly to any threat. This enables proper mitigation by the administrator and allows for simple tracking of past suspicious behavior.Logged violations only include commands deemed malicious, as well as evaluations of what type of action is occurring with a set of these violations based on HDMI-Walk attacks. This acts as the final stage of HDMI-Watch and as a point of reference for any network administrator authorized to view HDMI-Watch logging.

6.6 Implementation of HDMI-Watch

To implement HDMI-Watch’s necessary modules, we used a modified version of Pulse-Eight’s LibCEC library [Pul18] and Python extensions [Pyt19]. All the software used is open source and freely available online. We refer to Figure 6.11 as the testing environment for HDMI-Watch. Our testing environment uses several commodity HDMI devices (A/V receiver, switcher, source devices, displays), an attacker client, the attack listener, and a device hosting HDMI-Watch. We assume the attacker executes all the HDMI-Walk attacks as covered in Section 6.4 of this
manuscript, receiving execution commands from an attacker with a connection to the attacking device.

6.6.1 CEC Collector

Implementing the CEC collector required modification to the original LibCEC library. The original LibCEC code filters some incoming CEC packets, which was not desirable for HDMI-Watch. For the CEC collector, we removed all forms of filtering from the original LibCEC source code. The removal of such allowed HDMI-Watch to monitor all ongoing CEC communication in an HDMI distribution, no matter the source or destination. Live CEC data was received using our modified LibCEC library. The received data was then pre-processed with Python into a comma-delimited string that included the CEC packet’s timestamp, command type, length, and the CEC packet itself. Once data was formatted, data was passed to the data handler module.

6.6.2 Data Handler

The data handler includes two sub-modules, the data analyzer and the data logger. Both sub-modules used by the data handler were instrumented using Python libraries.

Data Analyzer

The data analyzer was implemented as a Python-based sub-module operating within HDMI-Watch. Internally, the data analyzer fetches each attribute from the received data (timestamp, packet, and length). The data analyzer takes note of the command type of each incoming packet. For instance, the CEC packet “02:89:01” was marked
Table 6.4: signature-based evaluation by behavior type rule set. Malicious activity is tagged as the case with the most occurrences by command type.

<table>
<thead>
<tr>
<th>Command</th>
<th>Behavior</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>83</td>
<td>Scanning</td>
<td>Scanning, eavesdropping behavior</td>
</tr>
<tr>
<td>00</td>
<td>Data Transfer</td>
<td>Multiple occurrences data transfer</td>
</tr>
<tr>
<td>36</td>
<td>Power Control</td>
<td>Possible abuse in power control</td>
</tr>
<tr>
<td>20</td>
<td>Input Control</td>
<td>Possible input control abuse</td>
</tr>
</tbody>
</table>

as command type “89” and length of “8”. This sub-module then queries the model container in search of violations in incoming data. Incoming CEC packets deemed suspicious are flagged and logged. This flagged data was then used to infer the type of CEC activity occurring in an HDMI distribution given the specific rules from Table 6.4.

Data Logger

The data logger uses standard Python I/O libraries to convert data into a comma-delimited format. This information was then exported as an external document containing all the flagged data, classification results, and relevant information.

6.6.3 Model Container

The model container was comprised of the two models used by HDMI-Watch for classification purposes, the Markov model and the length model. In this subsection, we overview the Markov model, the length model, and the data process to implement these models.

Markov Model

The Markov model was stored as a map of key pairs and probabilities created from the training data. This model was a comma-delimited document that was imported
Figure 6.12: User notification shown when detection threshold is exceeded in HDMI-Watch.

into the HDMI-Watch at runtime. For instance, an association of command 9D to 90 was stored as follows “9D-90,0.5”. The first value expresses a command type pair (90 received after 9D). The second value was the probability of the command type pair occurs in this trained model.

**Length Model**

The length of each packet was associated with the command type gathered during the training phase. The length model was stored as a serialized Python dictionary derived from the training data and functions as a complementary feature to the Markov model. The length model stored the associated lengths in key-list pairs to their respective command type. For instance, if the command type “87” has the expected length as 11 and 14, this was stored as “87: [14, 11]” in the length model.

**Data Collection and Training**

To train the HDMI-Watch classifier, we collected daily data usage from an HDMI environment. We performed normal operation of the HDMI equipment as defined in Section 6.5. Normal operations involved using the environment for music, movies, videos, and any manner consistent with an HDMI distribution system. Data from the environment was collected over the span of two weeks, where users performed
normal operations using the testbed. This collected data was then used as the
training data for the model container module using a python-based software designed
for HDMI-Watch. In total, we collected 61,765 benign CEC communication packets
during the standard operations of the HDMI testbed as the training data. To train
the model, we followed an unsupervised learning approach that did not require
labeled data for training. We found that the unsupervised learning approach with
the Markov model provided more flexibility for HDMI-Watch and required fewer
system resources during the learning process.

6.6.4 User Notification

The user notification module in HDMI-Watch was implemented to notify the user
when the detection threshold was exceeded and thus, malicious activity was de-
tected. The current implementation functioned as a popup notification on the local
machine using the Python module Tkinter [Pyt19]. Figure 6.12 shows the notifica-
tion which occurs when violations exceed the detection threshold. Implementations
of email, texting and other notifications are a very straightforward task which can
be very easily implemented.

6.6.5 Logged Violations

Violations are logged directly into a comma-delimited document stored in the device
hosting the HDMI-Watch system. This file is created using standard Python I/O
libraries, appending messages to the end of the output document. This comma-
delimited document contains all relevant information to the violation: timestamp,
data, packet length, violation type, and possible attack-type of each violation.
6.7 Performance Evaluation

In this section, we evaluate our solution against HDMI-Watch attacks. Specifically, we aim to answer the following research questions:

**RQ1: Threshold Evaluation.** How does HDMI-Watch’s detection threshold affect the binary classification results in HDMI-Watch? (Section 6.7.1)

**RQ2: Malicious Activity Type.** How effective is HDMI-Watch in classifying between different types of malicious behaviors? (Section 6.7.2)

**Attack Implementation**

Based on previously mentioned HDMI-Watch attacks, we perform the attacks as per Section 6.4 specifications. We assume that the attacker perpetrates the attacks following a Normal distribution. As such, we assume there is an equal probability that any attack will occur at any given time and a valid model to emulate a single attack executed at the time, which we consider a realistic approach to emulate HDMI-Watch attacks. Considering \( t=\left[0,T\right] \) as the timeframe of the attack, we present the vector of the attacks as follows, with five types of attacks:

\[
AT_i = [AT_1, AT_2, AT_3, AT_4, AT_5],
\]

such that the probability of having an attack occurring:

\[
P(AT) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(AT-\mu)^2}{2\sigma^2}},
\]

where \( \mu \) is the mean number of attacks per given timeframe and \( \sigma \) being the standard deviation of attacks occurring within a given timeframe.
Attack Data Collection.

To evaluate the data classification capabilities of HDMI-Watch, we collected data from the interaction between all CEC devices in the distribution. The activity collected for the evaluation included regular CEC activity as defined in Section 6.5 and malicious activities from HDMI-Walk attacks. During the malicious data collection, we executed each attack 30 times within the HDMI test environment. The collection resulted in a total of 150 datasets of attack data, 30 for each attack. Additionally, we recorded 30 datasets of CEC traffic from the expected operations of the HDMI testbed as defined in Section 6.5. All of the attacks were executed as noted in Section 6.4. For $AT_1$, our attacker device performed CEC-based scans over the distribution. For $AT_2$ and $AT_3$, we performed file transfer of the captured data to the attacker device. For $AT_4$, we activated the attack and attempted to power on the display under attack conditions, recording the attacker device shutting off the display. In $AT_5$, we attacked a display in the distribution via rapid input change.

Performance Metrics

For performance metrics, we utilized the standard parameters: accuracy, True Positive Rate (TPR), True Negative Rate (TNR), False Positive Rate (FPR), False Negative Rate (FNR), recall, precision, and F-score. For instance, in the case of benign evaluation True Positive Rate (TPR) denotes the total number of correctly identified benign CEC activity within the test environment. True Negative Rate (TNR) denotes the total number of correctly identified malicious CEC activity within the test environment. False Positive Rate (FPR) denotes the total number of cases where malicious CEC activity was mistaken as being benign. False Negative Rate (FNR) denotes the total number of cases where benign CEC activity is mistaken as malicious.
Table 6.5: Binary classification performance evaluation of HDMI-Watch on varied violation thresholds $T$

<table>
<thead>
<tr>
<th>$T$</th>
<th>Binary</th>
<th>TPR</th>
<th>TNR</th>
<th>FPR</th>
<th>FNR</th>
<th>ACC</th>
<th>PREC</th>
<th>REC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Benign</td>
<td>0.87</td>
<td>1.0</td>
<td>0.13</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
<td>1.0</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Malicious</td>
<td>1.0</td>
<td>0.87</td>
<td>1.3</td>
<td>0.0</td>
<td>0.97</td>
<td>0.97</td>
<td>1.0</td>
<td>0.99</td>
</tr>
<tr>
<td>2</td>
<td>Benign</td>
<td>0.90</td>
<td>1.0</td>
<td>0.1</td>
<td>0.9</td>
<td>1.0</td>
<td>0.9</td>
<td>1.0</td>
<td>0.947</td>
</tr>
<tr>
<td></td>
<td>Malicious</td>
<td>1.0</td>
<td>0.9</td>
<td>0.1</td>
<td>0.0</td>
<td>0.98</td>
<td>0.98</td>
<td>1.0</td>
<td>0.99</td>
</tr>
<tr>
<td>3</td>
<td>Benign</td>
<td>0.97</td>
<td>0.99</td>
<td>0.01</td>
<td>0.03</td>
<td>0.94</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>Malicious</td>
<td>0.99</td>
<td>0.97</td>
<td>0.03</td>
<td>0.01</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>4</td>
<td>Benign</td>
<td>0.97</td>
<td>0.96</td>
<td>0.04</td>
<td>0.03</td>
<td>0.81</td>
<td>0.82</td>
<td>0.97</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>Malicious</td>
<td>0.96</td>
<td>0.97</td>
<td>0.03</td>
<td>0.04</td>
<td>0.95</td>
<td>0.99</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>5</td>
<td>Benign</td>
<td>0.96</td>
<td>0.93</td>
<td>0.07</td>
<td>0.03</td>
<td>0.73</td>
<td>0.74</td>
<td>0.97</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>Malicious</td>
<td>0.93</td>
<td>0.97</td>
<td>0.03</td>
<td>0.07</td>
<td>0.92</td>
<td>0.99</td>
<td>0.93</td>
<td>0.96</td>
</tr>
<tr>
<td>6</td>
<td>Benign</td>
<td>0.96</td>
<td>0.91</td>
<td>0.10</td>
<td>0.03</td>
<td>0.66</td>
<td>0.67</td>
<td>0.97</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>Malicious</td>
<td>0.91</td>
<td>0.97</td>
<td>0.03</td>
<td>0.10</td>
<td>0.90</td>
<td>0.99</td>
<td>0.91</td>
<td>0.95</td>
</tr>
</tbody>
</table>

\[
RecallRate = \frac{\text{TNR}}{\text{TNR} + \text{FPR}},
\]

\[
PrecisionRate = \frac{\text{TPR}}{\text{TPR} + \text{FPR}},
\]

\[
Accuracy = \frac{\text{TPR} + \text{TNR}}{\text{TPR} + \text{TNR} + \text{FPR} + \text{FNR}},
\]

\[
F1 = \frac{2 \times RecallRate \times PrecisionRate}{RecallRate + PrecisionRate}.
\]

### 6.7.1 Performance of HDMI-Watch Classification for Different Violation Thresholds (RQ1)

As part of RQ1, we evaluate binary classification and the effects of the violation threshold as defined in Section 6.6, we processed a total classification of 180 datasets (30 malicious for each attack and 30 for benign cases) with HDMI-Watch using different threshold values. As highlighted in Section 6.5, part of HDMI-Watch classi-
fication involves the violation threshold per number of packets received. We refer to the classification results in Table 6.5 for different detection threshold values (per 400 packets received). In these results, we show how different threshold values affect the classification results in terms of accuracy and precision.

Table 6.6 presents the binary classification results for T=2 against malicious and benign behavior with accuracy, precision, recall, and F1 metrics for each case. We use this value for T as it presents no false negatives for malicious test cases. For this case, we obtain an accuracy of 90% and precision of 100% for benign detection, with only three benign cases misclassified as malicious out of 30 cases. In the case of malicious activity, we achieve an overall accuracy and precision of 98%.

With the configurable design of HDMI-Watch, evaluating the behavior on different thresholds is important and yields some interesting results dependent on attack behavior. We observed that the violation threshold is particularly important for attacks with fewer violations (scanning and power control). The proposed scanning and power control attacks require less CEC packets to execute than attacks involving rapid input switching or data transfer. As a result, the number of violations is much less for scanning and power control behaviors, making such attacks less noticeable. Behaviors such as data transfer in CEC were more easily detectable (higher number of violations) than power control, as an attack involving data transfer or input change spam involves many more packets than abusing shut-off commands. Therefore, if the threshold is too high then attacks with fewer violations may be missed by HDMI-Watch. Inversely, a threshold that is too low, benign behavior may be improperly classified as malicious, reducing the accuracy of HDMI-Watch.

During testing, a more interesting case was a benign case with 16 violations. This case occurred during a manual power cycling of an AppleTV in the distribution.
Table 6.6: Binary performance evaluation for HDMI-Watch. Classifying expected vs unexpected behavior for T=2.

<table>
<thead>
<tr>
<th>Binary</th>
<th>TPR</th>
<th>TNR</th>
<th>FPR</th>
<th>FNR</th>
<th>ACC</th>
<th>PREC</th>
<th>REC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td>0.90</td>
<td>1.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.9</td>
<td>1.0</td>
<td>0.9</td>
<td>0.947</td>
</tr>
<tr>
<td>Malicious</td>
<td>1.0</td>
<td>0.9</td>
<td>0.1</td>
<td>0.0</td>
<td>0.98</td>
<td>1.0</td>
<td>1.0</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Media centers such as these are “always-on” devices thus power cycling was benign, but unexpected operation detected by HDMI-Watch.

### 6.7.2 Classification of Malicious CEC Behavior (RQ2)

As part of RQ2, we refer to Table 6.7 for HDMI-Watch’s effectiveness in classifying different malicious CEC-based behaviors. For HDMI-Watch testing, we classified malicious activities into four different types of behaviors (scanning, file transfer, input control, or power control) based on the command type of the violation. Our results show that HDMI-Watch achieves an average accuracy of 98% and an average precision of 99% for signature-based classification. Additionally, our results show that transfer and input change behavior detection achieved perfect classification with HDMI-Watch. In the case of power command abuse, HDMI-Watch mislabeled one case as scanning behavior, impacting the individual accuracy for scanning and power behavior classification.

One of the observations made is that some attacks were more easily distinguishable than others. We highlight that data transfer and input behaviors were classified with better accuracy as they involve many CEC packets from the attacker. For instance, in the case of file transfer, the serialization of packets and then transmission of those packets yields to many violations of command type “00”. This command type is matched to values on the table and the activities identified as data transfer. Similarly, rapid input requests require the use of CEC command “20”, allowing
HDMI-Watch to easily distinguish the type of behavior being executed. In contrast, other behaviors with a smaller footprint (less CEC packets required) such as scanning and power control do not rely on a large number of CEC commands to execute. In effect, these behaviors were more difficult to detect by HDMI-Watch compared to other types of behaviors.

6.7.3 Benefits and Discussion

There are notable benefits to using HDMI-Watch.

**Complete Passive Monitoring.** HDMI-Watch is based on complete, passive monitoring. This has two main advantages. First, HDMI-Watch does not affect CEC performance in an HDMI distribution. Second, our method does not require any changes to the overall protocol or to existing devices in a distribution.

**Complete Black-box integration.** HDMI-Watch resolves one of the biggest issues of HDMI-based devices, the lack of technical documentation. HDMI-Watch does not require knowledge of source code or operation of any device. HDMI-Watch may learn from live analysis during the training phase of a system.

**Flexible Design.** It is possible to adjust HDMI-Watch to specific deployments. For instance, the threshold used to classify if an activity is malicious or benign can be adjusted. In addition to the threshold, the number of packets on which the threshold is applied to may also be easily configured to fine-tune HDMI-Watch classification. Additionally, the signature-based classification ruleset may be altered to include different types of behaviors not covered under this chapter.

**Privacy.** HDMI-Watch only requires command type and length to operate. With the ability to strip communication data from packets HDMI-Watch requires no sensitive information to operate. HDMI-Watch can improve the privacy of an HDMI
Table 6.7: Signature-based classification performance evaluation of the proposed IDS. Detecting behavior by type.

<table>
<thead>
<tr>
<th>Behavior</th>
<th>TPR</th>
<th>TNR</th>
<th>FPR</th>
<th>FNR</th>
<th>ACC</th>
<th>PREC</th>
<th>REC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scan</td>
<td>1.0</td>
<td>1.0</td>
<td>0.008</td>
<td>0.0</td>
<td>0.968</td>
<td>0.968</td>
<td>1.0</td>
<td>0.984</td>
</tr>
<tr>
<td>Transfer</td>
<td>1.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Input</td>
<td>1.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Power</td>
<td>0.967</td>
<td>1.0</td>
<td>0.0</td>
<td>0.033</td>
<td>0.967</td>
<td>1.0</td>
<td>0.967</td>
<td>0.983</td>
</tr>
</tbody>
</table>

system by detecting the insertion of new devices and preventing malicious CEC scanning. Even though inferring sensitive information within an HDMI distribution from malicious scanning or passive sniffing is possible, a more formal privacy analysis on HDMI is necessary to fully evaluate CEC information leakage. As CEC behavior varies from different devices and device-to-device interaction, a future study on privacy issues from HDMI behavior is needed.

**Detection Time.** HDMI-Watch attack detection is based on how quickly CEC packets are issued during the attack, most attacks were detected before the attacks had finished. As such, attacks that issue more packets in a shorter span of time are going to be detected quicker. The time of detection is also difficult to guarantee due to several factors affecting the attack behavior. For instance, an attacker may send CEC packets at a slower rate to accomplish the same attack over a longer span of time. Additionally, data-transfer behaviors may vary depending on the amount of data transmitted and the rate of transmission. As attacks are detected through the detection threshold, the threshold can be adjusted to detect slower attacks by reducing the detection threshold. However, while this may raise the number of false positives, attacks would also be slower and more ineffective.

**Scalability.** As with many machine learning systems, data must be gathered on every testbed and on the addition of every new device. This is not unreasonable, as new devices might not be added often within HDMI distributions. As such, the design of HDMI-Watch allows to save and load models. It may be possible to create
models of combinations of devices, and just load the right model into HDMI-Watch when a new device is added. As devices of the same make and model should have similar behavior, models may be reused in multiple distributions. Additionally, it is possible for HDMI-Watch to ignore certain devices temporarily while a new model is built. Such actions could reduce false positives for devices which were not in the testbed before. Another solution is to add a CEC-less adapters to new devices, this would keep them from entering the CEC bus while allowing all other HDMI functionality.

6.8 Conclusion

Today there are close to 10 billion High Definition Multimedia Interface (HDMI) devices in the world and HDMI has become the de-facto standard for the distribution of A/V signals in smart homes, office spaces, sports events, etc. A component of this widely-deployed interface is the CEC protocol which is used to control devices using the HDMI interface. With no currently known security solutions in place or security implementations in the CEC protocol design, CEC opens a realm of possibilities to attackers. In this chapter, we highlighted HDMI-Walk, a novel attack surface against HDMI distribution networks and presented five different attacks using this vector. We studied how current insecure CEC protocol practices and HDMI distributions may grant an adversary a viable attack surface against HDMI-enabled devices. Using HDMI-Walk, we analyzed the CEC propagation and implemented a series of local and remote CEC based attacks as a proof-of-concept design. Specifically, we used HDMI-Walk to perform malicious analysis of devices, eavesdropping, DoS attacks, targeted device attacks, and facilitate existing attacks through HDMI. As current network security mechanisms only protect traditional networks and components,
CEC-based threats are outside of their scope. To defend against these threats, this manuscript proposed HDMI-Watch, a novel easily-configured security mechanism tailored specifically for the classification of CEC-based abnormal behavior. HDMI-Watch operates as a passive, standalone framework in an HDMI distribution and provides no additional overhead to CEC communication. Finally, we evaluated the performance of HDMI-Watch in an HDMI testbed under realistic conditions. HDMI-Watch evaluation results showed levels of over 90% in accuracy and precision for binary and signature-based classification.
7.1 Introduction

The rapid adoption of specialty smart systems has changed the lives of millions of users worldwide [IoT18]. As part of these ecosystems, Enterprise Internet of Things (E-IoT) are smart systems designed to allow users to integrate and control very complex installations at a higher cost than off-the-shelf IoT systems. As such, E-IoT systems grant users a robust, reliable, and accepted solution for smart installations and complex deployments. Many vendors such as Savant, LiteTouch, Crestron, and Control4 offer E-IoT solutions, which are then deployed and configured to a user’s specification by trained installers. In effect, E-IoT systems are often found in smart settings where security oversight is critical (e.g., smart buildings, hotels, government and private offices, smart homes, businesses, yachts, colleges).

While the security of numerous off-the-shelf IoT smart systems is well-understood due to prior research and mainstream knowledge, very little research exists on E-IoT and their proprietary technologies. With many of these E-IoT systems deployed in high-profile locations (e.g., government and enterprise offices, colleges, conference rooms, hospitals), evaluating possible threats for these E-IoT smart systems should be of utmost importance. However, many E-IoT systems use proprietary communication protocols that rely solely on security through obscurity. The motivation of this paper is to shed light upon the security of E-IoT systems and uncover possible vulnerabilities of E-IoT proprietary communication protocols that can affect millions of E-IoT deployments. To address this open research problem and determine if E-IoT systems are susceptible to attacks, we focus on one of the core E-IoT
components, E-IoT communications buses. E-IoT communication buses are used by E-IoT proprietary communication protocols to carry out fundamental internal communication functions such as interactions between user interfaces and the central controller. Specifically, communication buses are used to trigger programmed E-IoT events on integrated devices. In this work, we take a look at Crestron’s Cresnet, a proprietary communication bus protocol used by one the major E-IoT system vendors. Crestron is a great example of a globally accepted E-IoT system with billions in sales, deployments in over 90% of Fortune 500 companies, and thousands of independent installers [Mar18]. To demonstrate that it is feasible for attackers to compromise E-IoT systems through insecure communication protocols, we propose LightningStrike, a series of novel attacks created to leverage communication buses against insecure communication protocols, namely Cresnet, to an attacker’s advantage. With LightningStrike, we demonstrate that an attacker with limited resources can (1) cause Denial-of-Service (DoS) conditions in an E-IoT system, (2) maliciously eavesdrop system communication, (3) execute replay attacks to cause undesired behavior (e.g., open a door), and (4) impersonate other E-IoT devices.

Our evaluations with a realistic E-IoT testbed show that LightningStrike provides attackers with effective, practical, and covert mechanism to compromise E-IoT systems and cause great damage which can broadly impact millions of current and future E-IoT deployments. For this reason, protecting E-IoT systems against such attacks are imperative. However, E-IoT systems have distinct challenges. For instance, E-IoT systems and underlying protocols are closed-source and cannot be modified by third-parties. Further, modifications to existing protocols would require upgrading or replacing E-IoT systems at a great cost to the system users. These limitations make traditional defense strategies inadequate for such threats. Thus, a new defense mechanism is needed that considers the mentioned challenges.
and utilizes existing system resources. Thus, we present LGuard, a defense system
designed specifically to protect E-IoT deployments against LightningStrike threats.
LGuard first increases the difficulty of eavesdropping by obfuscating E-IoT traffic
through the insertion of redundant traffic in the E-IoT communication bus. Further,
LGuard uses passive traffic monitoring to identify E-IoT device tampering against
impersonation attacks and voluminous traffic to detect LightningStrike-style DoS at-
tacks. Finally, LGuard detects replay attacks using computer vision techniques and
the video captures of existing CCTV system. To test LGuard’s performance, we im-
plemented LGuard and created a realistic E-IoT testbed. Our extensive evaluations
show that LGuard achieves an average accuracy and precision of 99% in detecting
LightningStrike-style DoS, impersonation, and replay attacks without operational
overhead or modification to the E-IoT system. In addition, LGuard effectively in-
creases the difficulty of extracting valuable information for eavesdroppers via E-IoT
traffic obfuscation.

The contributions of this chapter are as follows:

- We introduce LightingStrike, a set of attacks against E-IoT proprietary com-
  munication protocols.

- We demonstrate that communication buses used by major E-IoT vendors (e.g.,
  Cresnet) can be used as an attack vector against E-IoT systems using Light-
  ningStrike.

- We test LightingStrike attacks in a realistic E-IoT Crestron testbed and lever-
  age communication buses to cause undesired behavior on behalf of an attacker.

- We propose LGuard, a novel defense system designed to protect E-IoT deploy-
  ments against LightingStrike-style threats.
• We evaluate the performance of LGuard in a realistic E-IoT testbed and show that it achieves an overall accuracy and precision of 99% in detecting DoS, impersonation, and replay attacks while mitigating eavesdropping attacks via obfuscating the E-IoT traffic.

7.2 Differences from Existing Works

While prior works highlight threats against off-the-shelf IoT systems through well-known attack vectors (e.g., TCP/IP, WiFi, Zigbee, Z-Wave), LightingStrike is the first in the literature that uncovers the insecurities of E-IoT by focusing solely on proprietary protocols used in E-IoT. By this way, we shed light upon security of proprietary E-IoT communication through unconventional attack vectors. In order to analyze the security of such systems and demonstrate realistic attacks, we created a testbed utilizing real E-IoT devices of one of the most popular E-IoT systems, namely Crestron. We demonstrated four attacks, specifically two distinct types of DoS, eavesdropping, and replay attacks. The scope of our attacks relies on proprietary communication, and does not rely on any software-based vulnerabilities, overflows, traditional network connectivity, or fuzzing. To address these threats, we introduced LGuard, a defense mechanism tailored specifically to protect E-IoT communication buses against LightingStrike-style threats. Furthermore, LGuard functions without modification or overhead to the E-IoT system, targeting each threat individually with high precision and accuracy.
7.3 Problem Scope and Threat Model

In this section, we present the problem scope and the threat model for LightingStrike-based attacks.

7.3.1 Problem Scope

This chapter assumes the existence of an E-IoT system with a communication bus network within a smart building, with electric loads integrated to the E-IoT system. Full integration is a realistic assumption as the purpose of E-IoT systems is to integrate many devices into common interfaces. The topology of the communication network includes common components such as lighting modules, switches, magnetic relays, lights, and user interfaces. As such, users have communication bus interfaces (e.g., keypads, touchscreens) available throughout the building to control the lights, physical access, and other smart E-IoT functions. The attacker is Mallory, a visitor with authorized access only to public areas of the smart building. With security policies enacted on all traditional networks (e.g., TCP/IP, WiFi), Mallory’s only avenue of attack is through indirect means through an available communication bus in a smart building.

With many wired communication bus interfaces, Mallory finds an unsupervised wired device such as a touch screen docking station. This is a viable assumption as it is unrealistic that every communication bus endpoint and interface in the smart building (i.e., restroom, private office) is being supervised by the building security. Mallory may easily find an empty room with a touchscreen or a keypad and compromise the communication bus by inserting a device such as a compact computer with a communication adapter into a daisy-chain (communication bus) line. The inserted device physically connects to the bus network and grants Mallory
the ability to eavesdrop and inject messages into the network bus. Compromising
the communication is possible as network buses often do not have any form of
security monitoring, as noted in previous sections. An inserted device will not be
detected as no intrusion detection mechanisms exist for communication buses in
E-IoT. Additionally, bus-based communication is often unencrypted and accessible
to all devices that use the same bus. *This behavior allows Mallory to monitor and
broadcast arbitrary messages to all devices into the communication bus.* As such,
with the compact computer (e.g., Raspberry Pi) inserted, Mallory can hide her
inserted device and begin executing her attacks elsewhere.

**Attack Practicality.** While we proposed an example scenario where an attacker
can compromise an E-IoT deployment, there can be many other practical scenarios.

- **Third-party contractors.** Repair and maintenance services often require ex-
ternal contractors (e.g., electricians, plumbers, painters, external I.T.) with
unsupervised temporary access to facilities such as smart buildings. In some
scenarios, such as re-painting walls or repairing damages, contractors must
remove fixtures and mounted E-IoT devices (e.g., keypads, touchscreens). An
attacker can be a part of the contractors or can bribe an employee to insert a
malicious device in the communication bus line.

- **Rented Rooms.** Some locations may opt to rent conference rooms, allowing
outsiders to gain frequent access to parts of the facility, with services such as
LiquidSpace [Liq21]. Conference rooms need E-IoT interfaces for the users to
control projects, lightning, screens, and A/V required for a presentation. If
the communication bus wiring is shared between the rented room and other
areas of the facilities, it would be trivial for attackers to insert their devices
in the line and later perform attacks.
• **Neighbors.** Locations with E-IoT systems may have neighboring offices or other locations for rent. Cases of attackers using their proximity to their target have occurred in the past [Dav11], as such, E-IoT systems can be attacked in a similar manner. An attacker may temporarily rent a location (e.g., store, office) adjacent to the target E-IoT system as a way to gain physical access to the communication bus wiring of target location through a shared wall or a shared low-voltage junction box. Once the attacker inserts a malicious device into the communication bus, the boxes and the walls can be closed up and the E-IoT system can be compromised.

### 7.3.2 Definitions

In this sub-section we cover essential definitions for the concepts used in the LightningStrike attacks.

**Limited-Access User.** A limited-access user is any user, such as a temporary visitor, with guest access to any facility. As such, he/she has restricted access and limited permissions to a facility.

**Attacker.** The attacker is any user (e.g., temporary visitor) with limited access to the facilities that attempts to gain access to unauthorized resources. The attacker's motivations are to disrupt, gather information, learn user behavior, gain unauthorized access, and perpetrate attacks.

**Interface Devices.** An interface device is a device that a user can use to interface and operate a smart system (e.g., keypads, touchscreens, buttons, tablets, phones, remotes).
7.3.3 Threat Model

LightingStrike considers the following powerful threats as part of the threat model.

**Threat 1: Denial-of-Service.** This threat considers DoS attacks where Mallory disrupts an E-IoT system’s availability through a communication bus connection. These attacks may target specific devices or affect multiple devices. For instance, Mallory can prevent the usage of multiple keypads by causing conflicts in the communication bus or flooding the bus with redundant messages. Hence, ordinary users cannot use E-IoT interfaces to open/close magnetic doors, operate window shades, trigger lights, trigger emergency panic buttons in case of an emergency situation.

**Threat 2: Malicious Eavesdropping.** This threat considers Mallory monitoring the communication bus maliciously. As an unauthorized user, this threat allows Mallory to maliciously gather potentially sensitive information about an E-IoT system such as usage, button sequences, and user activity.

**Threat 3: Impersonation.** This threat considers Mallory maliciously impersonating devices connected to the communication bus. For instance, Mallory altering the identification number of a device to impersonate or cause an undesired E-IoT system behavior.

**Threat 4: Replay Attack.** This threat considers Mallory replaying messages captured through the communication bus to cause undesired behavior on connected devices. For instance, Mallory can replay a button press to unlock a door relay controlled by a lighting system, turn all or specific lights on/off as frequently as she wants, generate fake emergency button presses, and affect the quality of the working/living environment in various ways.
7.4 LightingStrike Architecture

In this section, we describe the LightingStrike architecture and the end-to-end implementation of LightingStrike-based attacks which involves the interaction of three unique components: attacker client, attack device, and target environment.

7.4.1 LightingStrike Overview

We highlight the architecture of LightingStrike in Figure 7.1. In this architecture, Mallory (the attacker) has compromised the E-IoT communication bus with the insertion of a malicious device (e.g., Attack Device). The attacks against the proprietary E-IoT communication protocol begin with Mallory, using LightingStrike’s attacker client, such as a tablet, phone, or laptop, to communicate with the attack device and initiate the attacks with the client software. In our case, Mallory sends the malicious payload and all the information necessary to initiate the attacks to the attack device using her client software. Communication between the attacker client and the attack device may be wireless (e.g., cellular, Bluetooth, WiFi), using a command-line interface or a VNC connection. The target environment is the E-IoT system being attacked and contains the communication bus sub-components. As such, attack device’s adapter sub-component acts as the physical connection.
between the communication bus and the attack device. The *software modules* sub-component is the software necessary to interface with the communication bus and attack the proprietary communication protocol. With communication in place, Mallory begins the LightingStrike attacks, transmitting attack-specific commands (using the payload) to the target environment. Finally, the status and results of ongoing attacks are returned to Mallory’s attack client with attack device’s communication sub-module as the attacks are executed. We further detail the components of the LightingStrike end-to-end architecture.

**Attacker Client.** The attacker client is any device Mallory uses to execute the attacks, such as a phone, laptop, computer, tablet, or any device capable of running the necessary sub-components and communicating wirelessly with the attack device. Mallory uses this component to initiate, stop, and monitor ongoing attacks against the target environment. As such, to execute the LightingStrike attacks, the attacker client includes two sub-components, the *client software* and the *malicious payload*. The client software is the primary means of communication with the attack device, and may be a command-line interface, VNC client, IDE, or any piece of software that can command and control the attack device. The malicious payload contains all the necessary information to initiate the attacks; for instance, if Mallory wants to execute a DoS attack, the payload specifies the attack type and target. In effect, Mallory runs the client software in the attacker client, submitting her malicious payload to the attack device through her client software, where responses and attack statuses are displayed.

**Attack Device.** In the proposed architecture, the attack device is a compact device connected to the communication bus. For instance, the attack device is connected physically to the physical wires behind an unattended keypad, or hidden under a docking station. The attack device is designed to act as the intermediary commu-
Table 7.1: Hardware & software used in LightingStrike attacks implementation and evaluation.

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Software</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crestron DIN-PWS50</td>
<td>Eclipse IDE 2020-03</td>
</tr>
<tr>
<td>Crestron C2N-DB12W</td>
<td>Crestron D3 Pro</td>
</tr>
<tr>
<td>Crestron DIN-EN-2X18</td>
<td>Crestron Toolbox</td>
</tr>
<tr>
<td>Crestron DIN-AP3</td>
<td>Java RX-TX Library</td>
</tr>
<tr>
<td>Crestron DIN-8SW8-I</td>
<td>Java 8 SDK</td>
</tr>
<tr>
<td>Razer Blade 15 Laptop</td>
<td>VNC Viewer 6.20.529</td>
</tr>
<tr>
<td>Acer GX-785 Desktop</td>
<td>TightVNC 2.8.27</td>
</tr>
<tr>
<td>GearMo Mini USB to RS485</td>
<td>-</td>
</tr>
</tbody>
</table>

cation point between the attacker client and the target environment. As such, the attack device sends/receives messages through the communication bus to/from the target environment on behalf of Mallory. Additionally, the attack device receives the malicious payload from the attacker client software and executes the attacks.

The attack device is comprised of three sub-components, 1) the communication, 2) the adapter, and 3) the software modules sub-components. The communication sub-component allows the attacker client to communicate with the attack device wirelessly (e.g., Bluetooth, WiFi, cellular) or through wired communication. The adapter sub-component, such as a USB-to-Serial interface, acts as the attack device’s physical connection and is directly connected to the E-IoT system’s communication bus. Finally, the software modules component contains all software logic necessary to monitor, interface, and attack the proprietary protocol through the communication bus. It is configured to the baud rate and communication specifications of the communication bus. We elaborate on independent software modules as follows:

- **Monitoring Module.** The monitoring module passively eavesdrops on active bus communication without transmitting messages. As bus-connected devices broadcast messages in bus architectures, the monitoring module is able to capture all messages transmitted.
• *Injection Module.* The injection module injects arbitrary messages from Mallory into the communication bus.

• *Flooding Module.* The flooding module is designed to cause DoS conditions in the communication bus, by maliciously flooding the communication bus.

• *Re-addressing Module.* The re-addressing module has the ability to re-address and modify the configuration in devices that use the communication bus. As such, it may allow devices to impersonate others by setting identification numbers and other configurations.

• *Filtering Module.* The filtering module filters communication received by the monitoring module to allow Mallory only to view the information requested and make incoming data easier to interpret.

**Target Environment.** The target environment is the E-IoT system compromised by Mallory using the LightingStrike attacks. The target environment integrates several physical devices (e.g., lighting, shades, relays, magnetic door access, fans) into a central system. With all the devices integrated, they are operated through any user interface such as a keypad or a touch screen connected to the communication bus. These interfaces are all connected through the *communication bus* sub-component, which is used by the target environment.

### 7.5 LightingStrike Attacks Implementation

In this section, we describe the LightingStrike attacks implementation. We use LightingStrike to attack the Cresnet E-IoT proprietary communication protocol. As noted earlier in Section 7.3 and Section 7.4, Mallory compromises an E-IoT system through the insertion of a malicious attacker device into the communication
bus. To ensure that LightingStrike attacks are demonstrated and evaluated realistically, we created an attack suite and a realistic E-IoT testbed. The Attacker client was implemented as the Acer GX-785 desktop and the attack device as the Razer Blade 15 laptop with the attached Gearmo Mini USB-to-RS485 adapter. We established the connection from the attacker client to the attack device using a VNC client/server.

**LightingStrike Testbed.** As most E-IoT systems are proprietary systems that define their own specifications for protocols using communication buses, we had to select a proprietary protocol which is a representative of E-IoT systems for this chapter. To ensure that we evaluate LightingStrike attacks realistically, we selected Crestron for implementation and evaluation. Crestron represents one of the most flexible and highly-deployed E-IoT systems available with 1.5 billion dollars in annual revenue [Mar18]. Further, 90% of Fortune 500 companies have some form of Crestron solution in their facilities. In addition to being one of the largest players in smart installations, Crestron highlights a commitment to security [Cre20f]. As such, Crestron is expected to be at or above industry security standards for E-IoT systems. Specifically, we chose Crestron’s Cresnet for analysis, a proprietary serial-based communication protocol used in E-IoT integration and other smart use-cases.

We created an E-IoT testbed using common Crestron devices highlighted in Figure 7.2. Crestron proprietary software was used for testbed deployment and configuration. To configure the Crestron system, we utilized D3 Pro and Toolbox, the software used by integrators to deploy Crestron lighting systems. We utilized a Crestron DIN-AP3 processor as the primary logic unit of the testbed and a Crestron DIN-8SW8-I as the lighting module (8 controlled loads) for the testbed. Crestron devices utilize a proprietary communication protocol, namely Cresnet. To create a single Cresnet daisy-chain, we implemented two C2N-DB12W keypads using Cresnet
wiring. The Cresnet-based 12-button keypads and similar interfaces are common in public areas such as restrooms and are used as user interfaces to control lights, door access, relays, and any programmed functions. Finally, the entire system is powered by a Cresnet-based DIN-PWS50 power supply.

**The Cresnet Bus.** With the need to interface multiple devices together, proprietary communication protocols using communication buses are commonly used in E-IoT. Cresnet is a widely-used proprietary protocol of the popular Crestron E-IoT smart systems. Based on RS-485 communication, Cresnet is used to power, control, update, identify, and configure Cresnet-enabled devices (e.g., controllers, lighting modules, keypads, touchscreens). As a proprietary protocol, not much information is available on the technical specification of the Cresnet protocol. Cresnet comes in a 4-wire configuration, with 24 (red, power), Y (white, TX/RX+), Z (blue, TX/RX-), and G (black, ground) [Cre20a]. While there is no public specification given, we found the information to support that Cresnet communication operates at a 38400 baud rate and half-duplex operation [Cre06].

*Cresnet ID.* Devices in a Cresnet network are addressed with a network ID. The IDs are hexanumerical and range from 00 to FF. Cresnet IDs identify individual
Cresnet devices in the network. The integrator assigns unique Cresnet IDs to each
Cresnet device during the configuration.

*Cresnet Protocol Analysis.* As Cresnet is largely undocumented, we faced a
number of challenges in the analysis stage of this protocol. With no available doc-
umentation on the protocol, we referred to some existing open-source software and
legacy manuals to find the proper baud rate and specification of the Cresnet proto-
col. While the data structure of Cresnet communication is not publicly accessible;
our analysis shows that Cresnet devices place their Cresnet ID on packet headers.
Further, our analysis of the protocol showed that Cresnet packets end in the hex
code “02:00”. Additionally, we found that Cresnet has two distinct types of traffic
which we refer to as *idle traffic* and *active traffic*. Idle traffic is caused by packets
that are transmitted when no user interactions are occurring. For instance, the
Crestron controller periodically queries the existing Cresnet devices in the E-IoT
system every 500ms. Active traffic occurs when users interact with a Cresnet de-
vice. Actions such as button presses or disconnecting a keypad generate such active
traffic.

**Software Module Implementation.** In order to execute the LightingStrike at-
tacks, we developed a number of software modules. The attacks were implemented
using open-source tools available online. We used Java as the base language with
RX-TX libraries for serial-based communication [RXT20]. Java was chosen as it is
compatible with many platforms. Modules requiring communication rate specifica-
tions were configured with a 38400 baud rate, eight data bits, one stop bit, and no
parity. The software modules are implemented into the attack device, as highlighted
in our end-to-end implementation (Section 7.4).
1) Monitoring Module. The monitoring module was implemented in Java and the RX-TX library for RS-485-based communication. As such, the module executes as a loop that listens to Cresnet communication with the serial settings specified.

2) Injection Module. The injection module was implemented using RX-TX’s write() function. The write() function allows us to inject any message as a hex string over the Cresnet bus.

3) Flooding Module. The flooding module is implemented using a Java loop and RX-TX broadcasting RS-485 packets over the Cresnet bus. This code was effective in causing a DoS condition in the target E-IoT system.

4) Re-addressing Module. To perform an attack, we used existing tools to allow an attacker to modify the configuration of Cresnet devices. This module is implemented through Crestron’s D3 Pro proprietary tools, allowing us to reconfigure Cresnet IDs in interfaces.

5) Filtering Module. The filtering module was implemented as a Java character array ArrayList and a filtering component in the monitoring module. While software such as Wireshark exists, programmed filtering was sufficient for testing purposes since the protocol is proprietary.

7.6 LightingStrike Attacks Evaluation

In this section, we realize the LightingStrike attacks and analyze their effects on E-IoT systems. Additionally, we discuss the results and implications of individual attacks.
**Attack 1: Flooding Denial-of-Service.** This attack was created to demonstrate that Threat 1 (DoS, Section 5.3) is viable through LightingStrike by overwhelming the communication bus with messages.

*Step 1 - Activation.* Activation of this attack was executed through the attacker’s client interface. This initiated the attack condition with the attack device and began the execution.

*Step 2 - DoS Payload.* As the attack executed, the attacker’s adapter flooded the Cresnet bus with repeated RS-485 messages to overwhelm communications. This was accomplished with LightingStrike’s flooding module which injected messages that did not even need to follow any special format to flood the Cresnet bus.

*Evaluation.* This attack was a complete success as all Cresnet communication was rendered inoperable just in a few seconds. This caused several notable negative impacts to the system. First, all keypads connected to the communication bus were inoperable, thus any control to any light or programmed event in the Crestron system became inaccessible. Second, the attack is not easily traceable; there were no messages or feedback from the system to notify a user or an integrator that the system was being attacked. The quick activation allows the attacker to easily control the availability of the E-IoT system on activation and de-activation. As a DoS attack is not easily identified, a user or technician may believe that there is a faulty component in the system. This DoS attack is presented as a proof-of-concept which can act as a part of more complex attacks.

**Attack 2: Malicious Eavesdropping.** Attack 2 demonstrates that Threat 2 (Malicious Eavesdropping, Section 5.3) is viable on the Crestron testbed. This attack used the monitoring and filtering modules to observe and infer information from Cresnet packets.
Figure 7.3: A snapshot of the captured periodic query-response traffic during Attack 2 (Malicious Eavesdropping) where the Cresnet IDs are highlighted.

**Step 1 - Activation.** With the attacker’s device inserted into the Cresnet bus, the attack began through the attacker’s client machine. It started with the activation of the Java client and the monitoring module began to sniff packets over the bus.

**Step 2 - Monitoring.** Using the monitoring module active, the attacker eavesdropped on active communication occurring through the Cresnet bus. The monitoring module operated in a loop, in an independent thread and captured Cresnet communication.

**Step 3 - Analysis and Filtering.** During this step, we analyzed the ongoing communication and performed traffic filtering using the filtering module. This allowed us to filter the periodic query-response traffic between the Crestron controller and the devices. Such filtered messages allowed us to capture the unique Cresnet IDs 00, 02, 03, 15, and 23 in the network.

**Step 4 - Final Analysis.** After the periodic query-response traffic was filtered, we focused on the remaining E-IoT traffic and we observed spikes in data packets when user actions were occurring. The spikes signal Cresnet activity such as button presses, disconnected keypads, or activity occurring in other rooms.

**Evaluation.** The attack monitored and gathered information from the Cresnet bus successfully due to Cresnet’s lack of encryption. We highlight a snapshot of
the captured Cresnet communication in Figure 7.3, where communication is in the order it was received. First, monitoring the Cresnet bus easily allowed us to gather Cresnet IDs. As such, an attacker can easily know how many Cresnet devices are connected to the communication bus through their unique IDs. Our eavesdropping revealed at least four unique devices: the keypads, the lighting module, and the controller. We could observe spikes of activity when keypad buttons were pressed and other actions were executed on the bus. An attacker can use this information to infer building occupancy by identifying keypads in specified locations and listening for events originating from the associated Cresnet ID. As the attack was performed through passive monitoring, no alarms, or any unexpected behavior occurred in the Cresnet bus or any of the dependent devices (e.g., keypads, controller).

Attack 3: Impersonation-based Denial-of-Service Attack. This attack was designed to demonstrate another form of DoS attack using Threat 1 and Threat 3 (DoS and Impersonation, Section 5.3) through LightingStrike. As such, we accomplished a DoS condition by creating an ID conflict between devices. The attack takes advantage of Cresnet’s identification phase when a new device is added to the system. Our research showed that new devices broadcast several packets upon connection and Cresnet relies solely on the Cresnet ID to identify the individual devices, button presses, and other actions.

Step 1 - Removal. We initiated the attack by disconnecting a keypad (Cresnet ID: 03) from the network bus. Disconnection only disables that keypad as it is offline. Disconnection is trivial as it can be done by simply removing a keypad from the wall with a screwdriver and disconnecting the physical Cresnet connector.

Step 2 - Modification. Using a spare controller and software, we altered the Cresnet ID of the keypad to “23” without any form of validation as shown in Figure
7.4. We changed the ID of a keypad with the ID of an existing keypad to purposely cause an ID conflict in the Cresnet bus. Additionally, this was also accomplished by physically replacing the original keypad with an identical keypad with a pre-assigned ID.

**Step 3 - Re-connection.** The altered keypad was reconnected to the Cresnet bus, where the keypad attempted to advertise itself as a new keypad with ID “23”. This caused an internal conflict in the Cresnet network between both keypads, causing the keypads to fall offline.

**Evaluation.** The attack was completely successful. When the conflicting keypad was connected the Cresnet bus, both keypads caused conflicts and stopped functioning. As such, this can act as a form of targeted attack over the communication bus. Additionally, an advantage is that our attack device in this case could also be an existing keypad and would only require re-addressing an available keypad to cause a DoS condition.

**Attack 4: Replay Attack.** This attack was created to demonstrate that Threat 4 (Communication Replay, Section 5.3) is possible on the Cresnet bus. Further, we highlight the implications of replay attacks on E-IoT systems.
Step 1 - Activation. With the attack device connected to the Cresnet bus, the attack was initiated through the attacker’s client using the monitoring module.

Step 2 - Monitoring. With the monitoring module active, we awaited keypad press commands relayed through the Cresnet bus. The Cresnet communication was recorded for later analysis.

Step 3 - Analysis. After the initial capture, we determined the packets issued from the device with Cresnet ID 03. We successfully identified the Cresnet packet transmitted during a button press to activate a programmed event (powering on light 1 in the lighting module). The specific packet was identified from the header “0300”, which notes the message from ID 03 (keypad) to ID 00 (controller).

Step 4 - Replay. With the packet captured, the same packet was replayed using a user interface in the attack client. As such, the message was then injected into the Cresnet bus. The testbed reacted by powering on light 1 on the DIN-8SW8-I as if the button had been pressed.

Evaluation. We evaluated this attack on the success of replaying button presses from a Cresnet keypad. As such, the attack was entirely successful in replaying button presses on the Cresnet bus. The initial monitoring phase for messages was successful as the packets were captured during physical button presses. Step 2 of
the attack can be observed in Figure 7.5. In this step we could easily observe spikes in activity on button presses. With the messages captured, our attempts to replay a button press (button 1) were successful, with the testbed reacting by turning on a light associated with button 1 as if the button had been pressed. Further, we could use the same captured packet to turn on the light again, demonstrating there is no replay protection in the Cresnet bus. The implications of this attack show that an attacker could capture a button press to unlock an Crestron-controlled door with the same captured code, or ultimately assume control of integrated devices by replaying the associated button presses.

**Summary** As LightingStrike attacks were developed and tested, we demonstrated that insecure proprietary protocols can have many negative impacts on the security of E-IoT. From our attacks, we concluded that without any form of security beyond obscurity, a knowledgeable attacker can easily compromise E-IoT to their benefit. All of the proposed attacks were implemented successfully, the implications of which clearly show the potential of LightingStrike attacks. In Attack 1 and Attack 3, we demonstrated that multiple Cresnet-based interfaces can be disabled by an attacker. This is a viable form of preventing access to any user-controlled systems through a DoS attack. As E-IoT manages light control, gate access, and other essential components, an authorized user can be prevented from operating a connected system through the attack proposed in our examples. Further, programmed events such as panic buttons will not execute while a DoS attack is active on the affected interfaces. In Attack 2 we showed that an attacker can capture communication between multiple devices from a single point of connection, the implications of which can be abused by an attacker. With Attack 3, creating a Cresnet ID conflict would be no issue for attackers as all the source and destination addresses are broadcasted over the
communication bus. Further, if an attacker has an idea of which Cresnet IDs belong in which locations, they can infer which room is occupied. As button presses and messages are broadcasted no matter where the keypad is located, an attacker can infer information on unauthorized locations and query equipment unreachable via traditional means (e.g., TCP/IP, WiFi, Bluetooth). As Attack 4 (replay attack) was successful, we show that an attacker can severely compromise the security of Crestron systems. For instance, if an attacker manages to re-address a keypad using a replay attack, it is possible to reprogram a number of devices. Understanding the Cresnet protocol through further reverse engineering may allow future attacks through generating Cresnet packets without the need for capture and replay.

7.7 Attack Discussion

In this section, we outline the findings and contributions, and discuss the possible defense mechanisms and the corresponding challenges.

Findings. In this chapter, we explored the security of E-IoT and found some inherent vulnerabilities of proprietary communication protocols in E-IoT. Specifically, we focused on Crestron, one of the most popular E-IoT vendors. We found that the widely-used Cresnet protocol does not have any security mechanisms to ensure confidentiality, authenticity, integrity, or access control. As such, we found some notable vulnerabilities in the Cresnet protocol. First, we found that Cresnet has no encryption in the protocol, allowing any device in the Cresnet bus to capture and monitor ongoing traffic. Thus, it is trivial for an attacker to observe communication, collect IDs, and infer user interactions. Second, there are no rate-limiting functions, allowing an attacker to easily flood the communication bus and cause DoS conditions. Third, Cresnet message integrity is not guaranteed. Without timestamps or
signatures, an attacker can replay any message anytime as the protocol does not reject older messages. An attacker can easily abuse the protocol and replay malicious packets with the E-IoT system accepting them as legitimate. Finally, Cresnet devices do not have protections against unauthorized modification. For instance, re-addressing a keypad for Crestron E-IoT can be done without any form of authorization. An attacker can reconfigure devices to cause a DoS, or simply disrupt E-IoT operation by altering the IDs of multiple devices. Once the devices have been altered, the Crestnet-based system cannot self-recover. In addition, the end-users cannot fix this issue and will be forced to contact their integrator at a cost of time and money. LightingStrike demonstrates that it is trivial for an attacker to use communication buses in order to compromise E-IoT through proprietary protocols. These threats could be critical, as E-IoT systems such as Crestron, control emergency equipment and physical access, the consequences of which may be as costly and dangerous as well-known attacks with a low level of effort and knowledge from an attacker.

**Contributions.** Our research provided several contributions towards the security of E-IoT systems. As mentioned in Section 7.5, we emphasized that the Crestron brand is currently one of the most popular E-IoT systems available worldwide with 1.5 billion dollars in annual revenue [Mar18]. With this chapter, we demonstrated that unsecured proprietary communication protocols used in E-IoT systems can lead to downtime, a breach of privacy, and a breach of physical security. Additionally, this chapter aimed to raise awareness on lesser-known but widely-used protocols in E-IoT systems such as Cresnet. As such, we highlighted vulnerabilities found during our research, and how the lack of common security mechanisms in proprietary-protocols can easily lead to critical vulnerabilities in E-IoT systems. We used the LightingStrike proof-of-concept attacks to expose these vulnerabilities, and
presented several practical attacks that can contribute towards more complex, larger attacks. LightingStrike introduced a new threat vector, so that future iterations of E-IoT systems and their proprietary protocols can be designed with secure practices in mind for communication buses. Since systems such as Crestron have been deployed for decades, we expect that this chapter can motivate further research on E-IoT attacks, security mechanisms, proprietary protocol security, highly-deployed threat vectors, and other popular E-IoT systems that have not received any form of security scrutiny.

Possible Defense Mechanisms and Challenges. Security for E-IoT must go beyond ensuring the confidentiality, integrity, and availability but also must consider the challenges associated with E-IoT design, proprietary architecture, physical security, and software security. One of the biggest challenges in securing proprietary E-IoT communication is that most of these systems are closed-source that use custom protocols. Without specifications available on most proprietary protocols, the packet structure, exception cases, and communication process have to be reverse engineered. Further, depending on the system and software versions, the implementation of proprietary protocols can differ. Additionally, many E-IoT systems require backward compatibility, making some traditional solutions that patch existing protocols with security mechanisms (e.g., encryption, signatures, timestamps) difficult to deploy on older systems. Ideally, proprietary communication protocols should follow a secure communication standard stack and implement vendor-specific functions. However, a standard would require an agreement between the top E-IoT vendors. For newer E-IoT systems, eavesdropping can be remedied by enabling encryption in the network. Additionally, newer protocols should protect from impersonation and replay attacks through the use of timestamps and signed messages. Physical-based mitigation strategies can also be helpful as there are physical actions
an attacker must take to compromise E-IoT devices. For instance, E-IoT systems can use broadcast messages from devices to identify when a keypad is removed or tampered and notify administrators before an attack occurs. Such a design could expand into a live-mode where any modifications to any devices notify administrators as tampering. Further, it can be possible to segment daisy-chain lines depending on the location of interfaces (e.g., all devices of a sensitive location on one line, all devices in public locations on another line). Sensor-based solutions can also prevent physical tampering, as well as to provide a context-aware solution to button presses. For instance, certain messages should only be received if there is a sensor activity near the user interface.

7.8 LGuard

To secure E-IoT systems against LightingStrike threats, we introduce LGuard, an easily-configurable defense system designed to protect E-IoT communication buses using traffic analysis, computer vision, and traffic obfuscation. In this section, we firstly discuss the design considerations and challenges for LGuard. We then define the necessary terminology and introduce our additional findings on the Cresnet protocol over our prior study [RBA+21]. Finally, this section details the LGuard architecture and its individual components.

7.8.1 Design Considerations and Challenges

In this sub-section, we explain the distinct features of E-IoT systems that make it challenging to employ existing schemes to protect against threats over the E-IoT communication buses, therefore necessitate a specialized solution like LGuard.
**Closed-Source E-IoT.** E-IoT systems are very often closed source, with no source code or technical documents available to the end-user or integrators. Thus, a defense strategy must work without relying on the source code constructs, system hooking, or modification to the E-IoT system. LGuard is designed with these limitations in mind on top of an existing E-IoT system. In this manner, an integrator or an end-user would be able to deploy LGuard on an E-IoT system without modification to the underlying code.

**Legacy Systems.** As E-IoT systems have existed for decades, there are many deployments that are either outdated and unsupported. As buildings and homes were pre-wired for many legacy E-IoT systems, modification (e.g., rewiring) may be costly or impossible for users looking to install new systems. For instance, homes wired for panelized lighting are wired differently than traditional homes, as they often have high voltage running to interfaces (e.g., keypads, touchpanels). Converting a system such as this to traditional electrical wiring would require substantial labor and cost. As such, a defense mechanism is needed to protect these systems without the need for costly and impractical solutions.

**Bus Architecture.** The architecture of E-IoT communication buses allows attackers to easily eavesdrop and compromise the communication from any single point. An attacker can easily replay or spoof packets which causes a defense mechanism fail to distinguish the origin of a packet. Indeed, E-IoT protocols such as Cresnet rely on bus architecture. Although it causes challenges for defense systems, the same attributes of bus-based communication can also be used to a defense system’s advantage. For instance, an attacker’s replayed or spoofed messages destined to any E-IoT device will be received by all the devices connected to the bus. Therefore, a defense system like LGuard can monitor all messages in the E-IoT bus from a single point.
Modification Costs. As the aforementioned characteristics of E-IoT allow an attacker to compromise E-IoT systems through communication buses, defense solutions may consider relying on additional data sources such as motion, proximity, or touch sensors to detect the attacks. Although this is a viable option, it comes with additional device and labor costs for end users. In addition, an attacker can also compromise such additional devices to evade the detection system. However, E-IoT systems are often installed with other integrated components such as Closed-Circuit Television (CCTV) and alarm systems. Especially, systems such as these may be integrated if the E-IoT system is installed in a sensitive location. A defense mechanism may leverage access to integrated security systems to defend against LightningStrike attacks.

Security Systems. LGuard takes two assumptions. First, that there is a CCTV system present in the location the E-IoT system is installed. This is a valid and feasible assumption as E-IoT systems are often designed to integrate Closed-Circuit Television (CCTV) systems and other security systems. For instance, some of the largest E-IoT system vendors, advertise CCTV control and integration as one of the core capabilities of their systems with several compatible CCTV systems [Con21b, Con21a, Cre21a, Cre21b]. Further, CCTV systems are expected to be present to be installed in secure locations. Second, that at least one of the CCTV cameras can see the E-IoT interface keypads. This is a viable and practical assumption, as security cameras can be adjusted to face different keypads. Further if no cameras are available, wireless cameras may be installed for LGuard installed in sensitive locations.
7.8.2 Terminology

This sub-section introduces the necessary terminology to understand LGuard.

**Interface Interaction.** We define interface interaction as any interaction between a user and an E-IoT interface. For example, a user pressing a button to turn on the light.

**Tampering.** We define tampering as any manipulation or modification of an E-IoT device (e.g., interface) or communication bus wiring such as the unauthorized removal of a keypad.

7.8.3 LGuard Overview

LGuard is a novel defense system against LightingStrike-style attacks in E-IoT deployments. It consists of tailored solutions against individual LightingStrike attacks. First, LGuard identifies the removal of E-IoT interfaces and excessive network traffic on the bus to detect impersonation and DoS attacks. Second, LGuard benefits from the existing CCTV system to detect replay attacks. Specifically, using computer vision, it performs pose estimation on the CCTV video footage to determine if messages received from an E-IoT interface were caused by a replay attack. Finally, LGuard mitigates eavesdropping attacks by obfuscating Cresnet communication with the insertion of redundant communication packets from non-existing E-IoT devices.

The proposed LGuard architecture consists of five distinct components as shown in Figure 7.6. The first component is the Serial Collector, which connects directly to the communication bus of the E-IoT system. It inserts the redundant traffic generated by the Obfuscator component to the bus and also collects the traffic and feeds it to the Data Handler. The Obfuscator component is used by LGuard
to generate redundant communication packets to obfuscate the E-IoT traffic. It obfuscates the E-IoT traffic using two sub-components: the System Profile and the Traffic Generator. The System Profile sub-component contains the E-IoT system information and the device details which are used by the Traffic Generator sub-component to generate redundant traffic. The generated traffic is fed to the Serial Collector to be inserted to the communication bus. The third component of LGuard is the CCTV Collector. This component connects to the CCTV system and transfers video captures for LGuard upon a request from the Data Handler. The Data Handler is the core of LGuard and is used for detection of the LightingStrike attacks. It consists of Detection Engine and Logger sub-components. The Detection Engine obtains the traffic of the E-IoT communication bus via Serial Collector and detects DoS, impersonation, and replay attacks via three tailored solutions. When an attack is detected by the Detection Engine, the details with the attack are passed to Logger sub-component. The Logger stores the relevant attack data to its Log DB and also forwards attack information to the Notifier component, which finally notifies the users about the attack.
7.8.4 Serial Collector

The Serial Collector allows LGuard to collect and transmit data packets to the communication bus, acting as the main interface between LGuard and the E-IoT system’s communication bus. As such, to capture and transmit packets, the Serial Collector includes a physical interface connected directly to the communication bus. The Serial Collector is also responsible for pre-processing communication packets into a format that LGuard can use. It contains a message buffer to process concatenated, partial, and invalid packets received on the bus and format them. These formatted packets include the raw packet information, timestamp, length, and any other attributes necessary for LGuard to detect the LightingStrike attacks. Serial Collector also transmits the redundant E-IoT traffic generated by Obfuscator component as needed.

7.8.5 Obfuscator

The Obfuscator component obfuscates the E-IoT traffic against eavesdropping attacks for LGuard and includes two sub-components: the System Profile and the Traffic Generator. As an eavesdropper aims to obtain valuable information by listening the E-IoT communication bus traffic, Obfuscator component intends to make the job of the attacker harder by generating and inserting redundant traffic to the bus. The logic of Obfuscator is if the bus has the traffic of \( n \) real E-IoT devices, then the Obfuscator generates the same amount of redundant traffic to show that there are \( 2n \) devices in the E-IoT deployment. Hence the probability of obtaining valuable information for the eavesdropper reduces, which means the adversary cannot easily discriminate legitimate traffic from redundant traffic.
System Profile

The System Profile sub-component contains all the information (e.g., IDs of the existing E-IoT devices, reserved device IDs) necessary for the Traffic Generator to generate packets. If the E-IoT system has $n$ devices, then this sub-component creates $n$ additional Cresnet IDs representing non-existing E-IoT devices. The System Profile sub-component always includes the IDs of all the existing E-IoT devices communicating over the bus, and must be updated when new devices are added to the deployment. As such, the System Profile sub-component should be flexible and easily-modifiable by the administrator or integrator that perform the original configuration.

Traffic Generator.

The Traffic Generator sub-component aids LGuard in transmitting redundant traffic into the E-IoT system’s communication bus. This additional traffic intends to make eavesdropping more difficult for an attacker. The Data Handler refers to the System Profile sub-component to generate data packets then transmit them to the E-IoT system’s communication bus through Serial Collector. Packets are only be transmitted when LGuard detects user activity. To mimic interface activity, the Traffic Generator first loads a random Cresnet ID from a non-existent device and generates idle and active traffic (sub-section 2). To do so, the Traffic Generator first generates redundant to mimic the controller pinging dummy device. LGuard then generates redundant communication packets to mimic keypad-to-controller communication as active packets every 500ms. These packets are ignored by the E-IoT controller for two reasons: first, the devices do not exist, thus the controller has no programming for these devices. Any packet originating from an invalid device is dropped. Second,
Figure 7.7: Architecture of the Detection Engine component of LGuard that detects DoS, impersonation, and replay attacks via DoS Detector, Tamper Detector, and Interaction Detector modules respectively.

E-IoT systems do not allow new keypads to be added without re-configuring the controller, as such new device ID’s cannot be added by an attacker.

7.8.6 CCTV Collector

The CCTV Collector acts as the main interface between LGuard and the E-IoT CCTV system. The CCTV Collector receives requests for video capture data and passes this information to the Data Handler for evaluation. Specifically, this video data is then used by to LGuard to perform all necessary valuation of E-IoT communication bus traffic.

7.8.7 Data Handler

The Data Handler performs the communication bus traffic analysis and attack detection for LGuard. It is composed of two sub-components: the Detection Engine and the Logger.
Detection Engine

The Detection Engine is one of the core sub-components of the LGuard defense system and performs the bulk of the detection process. As shown in Figure 7.7, the Detection Engine includes three defensive modules each specifically designed to address different LightingStrike attacks. As the name of it implies, the first defense module, DoS Detector, aims to detect DoS attacks. The second module is the Tamper Detector which intends to address the impersonation attacks. The third module is the Interaction Detector that performs replay attack detection. Details with the modules are as follows.

**DoS Detector.** Detects LightingStrike DoS attacks over the E-IoT communication bus by monitoring the network traffic and checking the size and number of packets received in a short time interval. As LightingStrike DoS attacks depend on high throughput, anomalies in the size and number of packets received indicate that a DoS attack is being attempted.

**Tamper Detector.** Detects impersonation attacks via identifying tampering (e.g., removal) of an E-IoT interface. It achieves this via examining the E-IoT communication bus traffic for messages transmitted when E-IoT devices fall offline. For instance, the Cresnet controller will request a response from all interfaces at 500ms intervals. If a device does not respond, the controller starts to constantly query the related E-IoT device. Tamper Detector identifies the impersonation attacks via detecting these packets in the E-IoT bus.

**Interaction Detector.** Receives both the communication bus traffic and the CCTV data necessary to determine if communication packets are legitimate or created through a replay attack. As an attacker cannot physically interact with a targeted E-IoT interface at the time of replay attacks and CCTV cameras are common in secure locations, Interaction Detector uses computer vision and pose estimation
to determine if E-IoT traffic is legitimate or replay. For instance, if packets are detected from keypad 23, CCTV information should display physical interactions with keypad 23 within seconds. As such, Detection Engine monitors Cresnet packets in the communication bus, identifying messages transmitted during events such as button presses. Once an event is detected, the Detection Engine requests a video capture from the CCTV Collector of the moment the interface should have been touched by a user. The observed packets are deemed benign when a video capture shows that a user interacted with the E-IoT interface at the time the message from that interface was received.

Logger

The Logger component receives detection results, CCTV video captures, and the related packet data from the Detection Engine. As such, the Logger component acts as an intermediary step between the LGuard data and Log DB. The Logger component is responsible for formatting important information from LGuard (e.g., detected attacks, errors and caught exceptions with LGuard) and storing this information in the Log DB. Finally, the Logger component allows LGuard administrators and users to view a history of occurrences and ongoing network communication, and enable them to review any activity that was deemed to be attack by LGuard. The Log DB sub-component acts as the primary storage database for data and information for LGuard monitoring. A user or administrator can query the Log DB component to view the malicious activity detected by LightingStrike. Thus, the Log DB component should store communication packets and video feed used during the evaluation process that may be relevant for the administrator.
7.8.8 Notifier

The Notifier component notifies users or administrators about suspicious activities using warnings and notifications from LGuard. After traffic analysis is conducted, the Notifier component notifies the user if any attack activity has been found. Thus, the Notifier component should give users all the information necessary to evaluate and act upon malicious activity occurring in the communication bus. Finally, the Notifier component is responsible for mobile (e.g., text, in-app) notifications sent to the user.

7.9 LGuard Implementation

To implement the necessary components for LGuard we used open-source libraries and easily obtainable hardware. We detail the software and hardware used by LGuard in Table 7.2. Our testing E-IoT environment is identical to the environment used for the LightingStrike implementation. We assume that the attacker executes the LightingStrike attacks by inserting a malicious device into the E-IoT bus and executing the attacks. The implementation details with the components of LGuard are as follows.

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Software</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raspberry Pi 3b</td>
<td>Python 3.9</td>
</tr>
<tr>
<td>Raspberry Pi Camera</td>
<td>OpenCV Python 4.5.3</td>
</tr>
<tr>
<td>GearMo Mini USB to RS485</td>
<td>Visual Studio Code 1.55.2</td>
</tr>
<tr>
<td>Razer Blade 15 Laptop</td>
<td>VNC Viewer 6.20.529</td>
</tr>
<tr>
<td>Acer GX-785 Desktop</td>
<td>Google MediaPipe 0.8.7.3</td>
</tr>
<tr>
<td></td>
<td>Redis 3.2</td>
</tr>
</tbody>
</table>
7.9.1 Serial Collector Implementation

The Serial Collector was implemented using the Gearmo Mini USB adapter and the Python serial library to collect raw E-IoT communication bus data. Using Python, this information was then pre-processed and added to a data buffer. The data buffer is then processed with the end of packet delimiter '02:00' to separate individual packets. The Serial Collector shares the preprocessed data and current size of the buffer with the Data Handler.

7.9.2 Obfuscator Implementation

The Obfuscator component contains two sub-components, the Traffic Generator and the System Profile, that are used to insert redundant traffic into the E-IoT communication bus to obfuscate the legitimate E-IoT traffic. In this sub-section we cover the implementation of these sub-components.

System Profile Implementation

The System Profile was implemented using a table of the Cresnet IDs of the existing E-IoT devices and also the reserved Cresnet IDs (e.g., 00, 01, 02). As the test environment has four real Cresnet devices (03, 13, 15, 23), the table has the IDs of these devices and an additional four unused Cresnet ID’s (06, 16, 26, 36) that are used for the Traffic Generator’s packet generation. This table is easily expandable to add or remove Cresnet devices in the E-IoT system.

Traffic Generator Implementation

The Traffic Generator sub-component was implemented using the Python serial library to receive and transmit Cresnet packets. Traffic Generator implementation
generates redundant traffic including both idle E-IoT traffic and active E-IoT traffic. For the redundant idle traffic, Traffic Generator generates idle traffic for every non-existing E-IoT device ID in every 200ms. In this respect, first, the Traffic Generator generates idle packets for each non-existent device (e.g., 33:00:02:00 for device ID 33) in the System Profile list and passes the packets to Serial Collector. In terms of redundant active traffic generation, Traffic Generator follows a probabilistic packet generation approach. Specifically, in 200ms intervals, Traffic Generator decides to generate a redundant active traffic according to a probability function. With 0.2 probability, it generates a redundant active traffic for a non-existing E-IoT device ID. We selected this probability value because our analysis showed that the redundant active traffic generated using this value does not disrupt the legitimate E-IoT communication. If the conditions are met, the Traffic Generator then generates redundant activity traffic packets for a non-existing E-IoT device ID in the list, mimicking button presses and controller responses. The redundant packets are passed to Serial Collector to be sent to the E-IoT communication bus. We would like to note that, the generated redundant activity traffic does not cause any issues as the controller ignores such messages.

7.9.3 CCTV Collector Implementation

The CCTV Collector was implemented using a Raspberry Pi 3b, with an integrated camera and Python scripts to act as a CCTV source for LGuard. The CCTV Collector communicates with the Data Handler through an intermediary Redis server. As such the CCTV Collector polls the Redis server for new requests to record using a Python script. Once a request to record is received from the Data Handler (e.g., from a button press detected by the Data Handler), the CCTV Collector initiates
Table 7.3: Observed Cresnet Communication

<table>
<thead>
<tr>
<th>Packet Start</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID:00:02:03:00:...</td>
<td>Button press/release on keypad ID</td>
</tr>
<tr>
<td>ID:00:00:FF</td>
<td>Keypad ID removed and being queried</td>
</tr>
<tr>
<td>ID:00:02:00</td>
<td>Idle traffic from ID</td>
</tr>
</tbody>
</table>

recording and saves a twenty-second video capture locally as a '.h264' video file at an average of 25 frames per second. These video captures are then passed to the Data Handler for analysis.

### 7.9.4 Data Handler Implementation

In this sub-section we detail the implementation of the Data Handler and its sub-components: the Detection Engine and the Logger.

**Detection Engine Implementation**

To implement the Detection Engine component, several external Python libraries were used for computer vision and image processing such as MediaPipe and OpenCV [LTN+19, Bra00]. The Detection Engine first identifies predetermined activities occurring in the communication bus as highlighted in Table 7.3. For instance, a packet starting with 23:00:02:03:00 will be observed when a button is pressed or released on Cresnet keypad ID 23. Using these known packet features, the Detection Engine can execute three types of detectors: **DoS Detector**, **Tamper Detector**, and **Interaction Detector**.

**DoS Detector.** As LightningStrike DoS attacks depend on large volume of invalid messages, LGuard detects DoS attacks by examining the size of incoming data packets. We performed extensive analysis of E-IoT Cresnet communication and our observations showed that benign Cresnet traffic does not exceed 1024 bytes
per second, even under frequent usage of interfaces. The DoS detector was thus implemented by detecting packet rates larger than 1024 bytes per second. When transmission exceeds 1024 bytes, the DoS detector reports an attempted DoS attack.

**Tamper Detector.** Impersonation LightingStrike attacks occur by tampering with the E-IoT devices. In this regard, Tamper Detector aims to detect such activities through passive analysis of Cresnet traffic. In Cresnet, the controller periodically queries Cresnet devices. If a device does not reply to the query, the controller queries again using a specific Cresnet packet header. For instance, for the E-IoT device with ID 13 that does not respond to the query of the controller, the controller starts to send queries starting with 13:00:00:FF. Hence, Tamper Detector detects that the E-IoT device with ID 13 has been removed from the communication bus.

**Interaction Detector.** Interaction Detector aims to detect replay attacks. To implement Interaction Detector, Detection Engine monitors Cresnet packets in the communication bus, identifying traffic events such as button-presses. When an event is detected LGuard intends to determine whether it is a legitimate event or a replay attack. To answer this question, LGuard takes the timestamp of the observed event packet and forwards a message to the CCTV Collector, requesting a video capture at the given time of the interface interaction. When CCTV Collector sends the video capture, Interaction Detector uses computer vision techniques to determine if a person is touching the interface in the video captures. This process requires Interaction Detection to have a prior knowledge of the X and Y coordinates of the interface in each CCTV frame. We assume that the administrator can enter the X and Y coordinates of the E-IoT interfaces in the CCTV video frames to LGuard during setup. Since the location and position of E-IoT interfaces and CCTV rarely change in E-IoT deployments, this one-time process can be performed by administrators. Having the prior knowledge of X and Y coordinates of the E-IoT interfaces
in video frames, Interaction Detector performs the following steps to determine if the event is a replay or legitimate:

1. For each frame in the CCTV capture, the Interaction Detector first identifies the pose vertices of any person in the current frame, specifically the left and right hand vertices using the Google MediaPipe pose recognition library. This process is depicted in Figure 7.8 where the green square highlights the E-IoT interface location and red highlighting signifies the right hand.

2. The proximity of left and right hand vertices to the known keypad X and Y coordinate locations are calculated. If the distance is less than the predefined tolerance value, the Interaction Detector notes this frame as a user-to-interface interaction.

3. The number of interactions are counted for every frame. If the number of interactions are greater than a threshold value, the received event packets are deemed benign. Otherwise, a replay attack is detected.

As explained in steps of the detection process, Interaction Detector requires a a tolerance value for proximity of left and right hand vertices to the known coordinates.
of the E-IoT interface. The tolerance should be adjusted to the relative pixel-size of the interface. For instance, if a tolerance is set to 10 pixels, an interface will be considered 'touched' if the left or right hand vertices come within 10 pixels of the known X and Y coordinates of the interface. For our implementation, the pixel tolerance was configured to 25 pixels.

Logger

The logger sub-component was implemented as a local software buffer collecting all the logs and warnings from the LGuard system and detection process. These logs are then exported using Python JSON serialization to the Log DB. The Log DB sub-component was implemented using the Python-based JSON serialization and IO libraries to export plaintext logs on the running machine. The stored plaintext logs can then be viewed for future reference and contain all the relevant information for LGuard and detection results (e.g., timestamps, packets, warnings). We would like to note that, Log DB can be implemented using known database schemes such as MySQL, Redis, MongoDB.

7.9.5 Notifier Implementation.

The Notifier component was implemented using the Python-based ctypes library to create a notification window on the LGuard computer. These notifications can be modified depending on the detected attack.

7.10 Performance Evaluation

We evaluate the performance of LGuard in detecting LightingStrike attacks and answer the following research questions:
**RQ1: DoS Detection.** How effective is LGuard’s performance in LightingStrike DoS attack detection (Sub-section 7.10.2)?

**RQ2: Impersonation Detection.** How well does LGuard identify tampering in the communication bus through passive monitoring (Sub-section 7.10.3)?

**RQ3: Replay Attack Detection.** How effective is LGuard at identifying replay attacks using pose estimation and traffic monitoring (Sub-section 7.10.4)?

**RQ4: Traffic Obfuscation.** How well does traffic obfuscation mitigate LightingStrike-type eavesdropping (Subsection 7.10.5)?

In this section, we firstly explain the attack data collection process. Afterwards, we answer each research questions and finally evaluate the detection time and overhead of LGuard.

### 7.10.1 Attack Data Collection

For LGuard evaluation we applied the LightingStrike attacks as specified in Section 7.5. We collected Cresnet traffic over the E-IoT communication bus. The activities collected for our evaluation included Cresnet traffic caused by the LightingStrike attacks and benign traffic generated by expected usage of the E-IoT system. Additionally, traffic data collected includes the CCTV recordings of the keypads for the duration of the logging. We would like to note that we considered different CCTV views and light conditions in our evaluations that are depicted in Figure 7.9. Details with the executed attacks are as follows:

- 20 replay attacks and 20 benign cases in bright light conditions (front-view).
- 20 replay attacks and 20 benign cases in low-light conditions (front-view).
- 20 replay attacks and 20 benign cases in bright light conditions (side-view).
- 20 DoS and 20 impersonation attacks.
Figure 7.9: Side and front views of CCTV used for LGuard evaluation, keypads highlighted in green. Different angles were tested to evaluate pose estimation efficacy.

- 20 LGuard logs with obfuscated traffic (2000 packets each).
- 20 logs without obfuscated traffic in which each log consists of 2000 packets.

Performance Metrics

Performance metrics are measured with the following parameters: accuracy, precision, F-score, recall, True Positive Rate (TPR), True Negative Rate (TNR), False Positive Rate (FPR), and False Negative Rate (FNR).

**True Positive Rate (TPR).** denotes the total number of correctly identified benign test cases within the test environment.

**True Negative Rate (TNR).** denotes the total number of correctly identified malicious test cases within the test environment.

**False Positive Rate (FPR).** denotes the total number of cases where malicious test cases was mistaken as being benign.

**False Negative Rate (FNR).** denotes the total number of cases where benign test cases is mistaken as malicious.
RecallRate = \frac{TNR}{TNR + FPR}, \quad (7.1)

PrecisionRate = \frac{TPR}{TPR + FPR}, \quad (7.2)

Accuracy = \frac{TPR + TNR}{TPR + TNR + FPR + FNR}, \quad (7.3)

F1 = \frac{2 \cdot \text{RecallRate} \cdot \text{PrecisionRate}}{\text{RecallRate} + \text{PrecisionRate}}, \quad (7.4)

### 7.10.2 DoS Detection Performance (RQ1)

As part of RQ1, we evaluate LGuard’s performance in detecting LightingStrike-style DoS attacks. In all 20 test cases, LGuard detected active DoS attacks with 100% precision and accuracy. As DoS is a high-throughput attack over an E-IoT communication bus, the attacks were easily identified and reported as active DoS attacks.

### 7.10.3 Impersonation Detection Performance (RQ2)

To answer RQ2, we determine if LGuard can effectively detect physical tampering of E-IoT Cresnet keypads, thus impersonation attacks. Traffic analysis of Cresnet packets performed by LGuard to identify tampering of E-IoT devices yielded no false positives and LGuard correctly identified keypad removal with 100% precision and accuracy. As keypads are repeatedly queried by the E-IoT controller at about 500ms intervals, tampering detection by LGuard occurred as soon as the keypad
Table 7.4: LGuard performance evaluation on replay attacks.

<table>
<thead>
<tr>
<th>Class</th>
<th>TPR</th>
<th>TNR</th>
<th>FPR</th>
<th>FNR</th>
<th>ACC</th>
<th>PREC</th>
<th>REC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEN</td>
<td>0.98</td>
<td>1.0</td>
<td>0.00</td>
<td>0.02</td>
<td>0.99</td>
<td>1.0</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>MAL</td>
<td>1.0</td>
<td>0.98</td>
<td>0.02</td>
<td>0.00</td>
<td>0.99</td>
<td>0.98</td>
<td>1.0</td>
<td>0.99</td>
</tr>
</tbody>
</table>

was removed from the E-IoT communication bus. As such, with LGuard, an administrator or technician may quickly receive alerts of tampering or faulty devices almost immediately and react accordingly.

7.10.4 Replay Detection Performance (RQ3)

To answer RQ3, we evaluated the performance of LGuard against LightningStrike replay attacks. The results are outlined in Table 7.4. As noted, LGuard performance showed an overall accuracy and precision of 99% in identifying replay attacks over the Cresnet communication. Further, while two false positives were observed in two benign cases (CCTV capture in bright-light), there were no false negatives for any of the malicious cases. In one of these false positive cases, pose vertices were not calculated properly by the Google MediaPipe library. In the other false positive case, vertices were misplaced in the video capture and touch detection could not be processed accurately. Other notable cases such as, one benign (CCTV capture in bright-light) and malicious (CCTV capture in low-light) test case, we found that the MediaPipe classifier misclassified some frames of the recording and placed all the vertices incorrectly in the person’s head due to their proximity to the camera. These vertices were then corrected in later frames and yielded to some false positive interface interactions during the mislabeled frames. However, these mis-classified frames did not affect the overall detection by LGuard.
7.10.5 Traffic Obfuscation Performance (RQ4)

To address RQ4, we found that manual analysis of Cresnet traffic became more difficult for an attacker when redundant traffic is inserted to the bus via LGuard as traffic obfuscation. First, as four non-existing devices were mimicked by LGuard, the attacker’s probability in identifying the real devices was reduced by a factor of two. Further, as random activity is generated, it becomes harder for an external attacker to determine which traffic originates from real user activity and which active traffic was generated by LGuard. To demonstrate the effect of traffic obfuscation, we considered to evaluate the success ratio of a LightningStrike eavesdropper in identifying real E-IoT activity by listening the bus traffic with and without traffic obfuscation. Without the traffic obfuscation, we found that an attacker can identify activities in the E-IoT communication bus (e.g., button presses) with a 100% success ratio since all the activity traffic on the bus is real. However, with traffic obfuscation, we found that the same activities could only be identified with 19% success ratio on average by the attacker. As a result, traffic obfuscation makes the identification of real E-IoT activity harder for the attacker, hence mitigates the effect of LightningStrike eavesdropping attacks. We would like to note that traffic obfuscation applied by LGuard does not cause any issues with the E-IoT system as the E-IoT controller ignores such messages sent by non-existing devices.

7.10.6 Detection Time and Overhead

Our evaluations show that the detection time is dependent on each attack. For DoS attacks, as the rate calculated as incoming data is received, DoS attacks were detected in under 1000ms. Impersonation attacks that tamper with the communication bus and keypads were also detected within 500ms, as the polling messages
observed from the E-IoT controller to continuously query the removed interfaces are transmitted within 500ms. Finally, replay attacks were detected within 10 seconds, which is the length of each CCTV video capture. This duration can be further reduced by using better processing hardware, multi-threading, and shorter video captures.

While LGuard operates as a standalone system without modification of the E-IoT deployment, we measured overhead on the host machine (16 GB RAM and 17-700 3.6 GHz Processor). We measured idle (average) monitoring usage of LGuard at a 15% CPU usage and 113 MB RAM peak usage. While processing replay attacks and video recordings, we measured a peak of 25% CPU and 300 MB RAM usage of LGuard.

7.11 Benefits and Discussion

LGuard is designed as a defense solution for E-IoT LightingStrike-style attacks. In this section, we highlight LGuard’s benefits and further discuss their usage implications.

**Independent Framework.** LGuard and all the associated components function as an independent defense system to the E-IoT deployment. Thus, in the case of failure of any LGuard component, LGuard can be adjusted or repaired without any effect on the E-IoT system. Further, in any case that the E-IoT system is damaged or disabled (e.g., due to DoS), LGuard will continue to function, log, and alert the user on any attempted attacks during downtime.

**Black-box integration.** LGuard addresses some of the biggest limitations of securing E-IoT systems. Namely, no information on the protocols is available to any outside third parties. With LGuard, we achieve a high level of accuracy and
precision, while leaving the E-IoT system intact of modifications. Further, LGuard does not provide any overhead to E-IoT operation, and allows for a reliable operation of older systems.

**Backwards Compatibility.** Legacy and pre-wired systems are an issue for many smart systems, including E-IoT. In the case of E-IoT, replacing older systems for newer versions may be extremely costly (e.g., physical rewiring, hardware, software, labor). As such, LGuard can be configured to support the E-IoT system and older protocols that are common but no longer updated.

**CCTV Lighting Conditions.** CCTV lighting can vary from deployment to deployment and during the time of the day. During nighttime and in dark locations, CCTV cameras will often have infrared (IR) illuminators, specially for professional security systems. IR illuminators activate on dark conditions for better visibility during CCTV recordings. It is logical that any location where security is a concern, will use cameras with illuminators in the dark. Further, standalone CCTV illuminators can be installed for additional lighting. For these reasons, it is reasonable to assume that LGuard will always have adequate lighting in secure locations as the CCTV systems also depend on this lighting for proper functionality.

**Cost and Expandability.** The cost of LGuard is minimal as it uses existing smart system components such as CCTV feed and it requires an external computer and low-cost adapters. In contrast to replacing devices, hiring external programmers, purchasing a new system, or re-wiring, LGuard provides an affordable solution for any administrator that wants to secure an E-IoT system. Further, LGuard is flexible and can operate with large and small systems once configured. An administrator may even select which interfaces need to be protected (e.g., access control keypads) and which do not need LGuard’s protection. Additionally, if CCTV cameras are not available, wireless cameras may be added for LGuard only as needed
at a reasonable price (e.g., IP cameras available under 30 dollars at the time of this writing). Similarly, illuminators are affordable, and can be installed to improve lighting conditions if needed.

7.12 Conclusion

The widespread adoption of smart systems has changed the lives of millions of users worldwide. In these smart ecosystems, E-IoT allows users to control lighting fixtures, relays, shades, door access, and scheduled events. E-IoT systems from various vendors in huge quantities can be found in smart buildings, conference rooms, government or smart private offices, hotels, and similar professional settings. One of the core E-IoT components are proprietary communication protocols that are used for the communication between E-IoT devices. In contrast to well-known communication protocols, very little research exists that investigates the security of these communication protocols. For this reason, users wrongly assume that E-IoT systems and their proprietary components are secure. To investigate the security of E-IoT, we proposed LightingStrike, a series of attacks that leverage insecure E-IoT communication practices and vulnerabilities to an attacker’s advantage. Specifically, with LightingStrike we showed that it would be very easy for an attacker with a low level of effort and knowledge to compromise an E-IoT system through communication buses. Specifically, we demonstrated that E-IoT is susceptible to DoS, eavesdropping, impersonation, and replay attacks due insecure communication practices. As traditional defense mechanism cannot mitigate LightingStrike threats due to the distinct characteristics of E-IoT systems, we introduced LGuard as a novel defense system against LightingStrike-style threats. LGuard uses CCTV footage and computer vision techniques to detect replay attacks. LGuard identifies impersonation
and DoS attacks by detecting E-IoT tampering and excessive bus traffic. LGuard also obfuscates the E-IoT traffic via adding redundant traffic to the bus in order to mitigate eavesdropping attacks. Finally, we evaluated the performance of LGuard on a realistic E-IoT system. Our analysis show that LGuard achieves an overall accuracy of 99% in detecting DoS, impersonation, and replay attacks and effectively increases the difficulty of extracting useful information through eavesdropping attacks.
CHAPTER 8
CONCLUDING REMARKS AND FUTURE WORK

In this dissertation, we approached the under-researched field of E-IoT system security. We introduced E-IoT as a unique field of research and investigated three novel threat vectors heavily linked to E-IoT. First, we presented a detailed study of E-IoT threat landscape and current defenses. We then introduced three unique threat vectors, proving that E-IoT Drivers, CEC, and E-IoT communication buses can be used to compromise E-IoT systems and their components. Further we proposed a defense mechanism to defend each novel vector against unauthorized and malicious attacks, accounting for the unique design of E-IoT systems.

To first evaluate the current state of E-IoT, we investigated known threats in current E-IoT ecosystems. As such, we researched how attackers with different capabilities may compromise E-IoT. To do so, we divided E-IoT into four layers and for each layer we proposed a novel threat model and highlighted the threats, attacks, and defenses at each E-IoT layer. Finally we detailed how the design and proprietary technologies of E-IoT presents challenges to researchers and current defense strategies.

We explored how E-IoT system drivers can be used as an attack mechanism against E-IoT systems. To do so, we introduced PoisonIvy, a series of novel attacks that leverage malicious drivers against E-IoT system vulnerabilities. With PoisonIvy we demonstrated that an attacker can easily assume control of E-IoT system functions using malicious drivers. Specifically, we show that an attacker can perform DoS attacks, gain remote control, and maliciously abuse system resources through malicious E-IoT drivers. With PoisonIvy, we raise awareness in vulnerable system components that can largely impact the security, privacy, reliability and performance of E-IoT systems worldwide. To defend E-IoT against these threats,
we introduced Ivycide, an IDS designed to detect unexpected network traffic from malicious E-IoT drivers. We implemented PoisonIvy and Ivycide in a realistic E-IoT testbed, with several real E-IoT devices. Our detailed evaluation showed that Ivycide achieved an overall accuracy of 97% and precision of 94% without any form of operational overhead or modification to the existing E-IoT system.

To demonstrate how devices can be compromised through HDMI connections, we introduced HDMI-Walk, a novel attack vector, that can be used by an attacker to gain arbitrary control of HDMI devices and perform malicious analysis of devices, eavesdropping, DoS attacks, targeted device attacks, and even facilitate other well-known existing attacks through HDMI. To defend against these newly discovered threats on smart systems, we further proposed HDMI-Watch, a novel intrusion detection system used to detect malicious CEC-based activity within HDMI distributions. HDMI-Watch operates as a standalone IDS within an HDMI distribution, passively monitoring and thus imposing no additional overhead to CEC communication. To test HDMI-Watch’s performance, we performed our evaluations in a realistic HDMI testbed with a variety of consumer HDMI devices. Our extensive evaluation results showed that the proposed defense system achieved an average of 98% in accuracy without any modifications required to connected devices.

Finally, we investigated E-IoT vulnerabilities by targeting core E-IoT components. Namely, we investigated vulnerabilities of E-IoT proprietary protocols used in E-IoT communication buses. To do so, we introduced LightningStrike, a series of proof-of-concept attacks that demonstrate several weaknesses in proprietary communication used by E-IoT systems. Specifically, with LightningStrike we demonstrated that popular E-IoT proprietary communication protocols are susceptible to DoS, eavesdropping, impersonation, and replay attacks. As these threats cannot be mitigated by traditional defense mechanisms due to limitations posed by
E-IoT, we introduced LGuard, a novel defense system designed to defend E-IoT systems against LightningStrike attacks. Namely, LGuard uses video captures and network traffic monitoring to detect replay attacks. To detect impersonation and DoS attacks, LGuard detects device tampering and excessive network traffic. Finally, LGuard addresses eavesdropping by obfuscating E-IoT communication bus traffic. Our detailed evaluations showed that LGuard did not incur any operational overhead and achieved an overall accuracy and precision of 99%.

We present several key directions for future research.

- In this dissertation, we presented several viable HDMI-based attacks that can easily compromise integrated devices. However, all of the attacks were designed to use the CEC protocol without any fuzzing or more advanced attack techniques. While the discovered impacts are impactful, we believe that further research is needed into CEC vulnerabilities and other protocols embedded into multimedia devices.

- Drivers as a threat vector are a new discovery and some threats were dependent on the software implementation of vendor drivers. We believe that there is room for further research in this topic, ideally with collaboration from E-IoT vendors. One future research direction could tackle the problem of standardization of E-IoT drivers and offer a solution of a single, secure, driver model that multiple E-IoT vendors can use to expand the functionality of their own systems.

- Throughout this dissertation, we noted the challenges of working and investigating proprietary protocols. However, while this presents a challenge, security-through-obscurity is insufficient. A new research direction needs to be taken in collaboration with E-IoT vendors to secure proprietary E-IoT protocols before they are deployed in countless systems worldwide.
BIBLIOGRAPHY


[Dor17] Brannon Dorsey. Crack WPA/WPA2 Wi-Fi Routers with Aircrack-ng and Hashcat. https://medium.com/@brannondorsey/crack-wpa-


[EGH+14] William Enck, Peter Gilbert, Seungyeop Han, Vasant Tendulkar, Byung-Gon Chun, Landon P Cox, Jaeyeon Jung, Patrick McDaniel,


270


272


[WNK+20b] Jianliang Wu, Yuhong Nan, Vireshwar Kumar, Dave Jing Tian, Antonio Bianchi, Mathias Payer, and Dongyan Xu. {BLESAA}: Spoofing attacks against reconnections in bluetooth low energy. In 14th {USENIX} Workshop on Offensive Technologies ({WOOT} 20), 2020.


283


VITA

LUIS C. PUCHE RONDON

2011-2016
B.S., Computer Science
Florida International University
Miami, Florida

2016-2017
M.S., Cybersecurity
Florida International University
Miami, Florida

2017-2021
Doctoral Degree
Electrical and Computer Engineering
Florida International University
Miami, Florida

SELECTED PUBLICATIONS, PATENTS, AND INVENTION DISCLOSURES


