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ABSTRACT OF THE DISSERTATION

ENABLING DISTRIBUTED APPLICATIONS OPTIMIZATION

IN CLOUD ENVIRONMENT

by

Pinchao Liu

Florida International University, 2021

Miami, Florida

Professor Liting Hu, Major Professor

The past few years have seen dramatic growth in the popularity of public clouds, such

as Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS), and Container-as-a-

Service (CaaS). In both commercial and scientific fields, quick environment setup and

application deployment become a mandatory requirement. As a result, more and more

organizations choose cloud environments instead of setting up the environment by them-

selves from scratch. The cloud computing resources such as server engines, orchestra-

tion, and the underlying server resources are served to the users as a service from a cloud

provider. Most of the applications that run in public clouds are the distributed applica-

tions, also called multi-tier applications, which require a set of servers, a service ensem-

ble, that cooperate and communicate to jointly provide a certain service or accomplish a

task. Moreover, a few research efforts are conducting in providing an overall solution for

distributed applications optimization in the public cloud.

In this dissertation, we present three systems that enable distributed applications opti-

mization: (1) the first part introduces DocMan, a toolset for detecting containerized appli-

cation’s dependencies in CaaS clouds, (2) the second part introduces a system to deal with

hot/cold blocks in distributed applications, (3) the third part introduces a system named

FP4S, a novel fragment-based parallel state recovery mechanism that can handle many

simultaneous failures for a large number of concurrently running stream applications.
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CHAPTER 1

INTRODUCTION

In this chapter, we first describe the motivations behind our work. Then, we define the

problems we are going to address in this thesis. Finally, we outline the road map of this

dissertation, which we describe in detail in the later chapters.

1.1 Motivation

Cloud computing services cover a vast range of options now, from the basics of storage,

networking, and processing power through to natural language processing and artificial

intelligence as well as standard office applications. Pretty much any service that doesn’t

require you to be physically close to the computer hardware that you are using can now be

delivered via the cloud. Public cloud is the classic cloud computing model, where users

can access a large pool of computing power over the internet (whether that is IaaS, PaaS,

or SaaS).

One of its significant benefits is the ability to rapidly scale a service. The cloud com-

puting suppliers have vast amounts of computing power, which they share out between a

large number of customers – the ‘multi-tenant’ architecture. Their huge scale means they

have enough spare capacity that they can easily cope if any particular customer needs

more resources, which is why it is often used for less-sensitive applications that demand

a varying amount of resources. Around one-third of enterprise IT spending will be on

hosting and cloud services in 2021 [Ran20], indicating a growing reliance on external

sources of infrastructure, application, management, and security services.

Distributed application architecture is one of the most popular architectural patterns

today. It moderates the increasing complexity of modern applications. It also makes it

easier to work in a more agile manner. That’s important when we consider the dominance

1



Cloud Enviroument

Distributed Applications

Applications Placement Storage Fail over

Dependencies Detection Adaptive Replication State Recovery

Optimization Perspectives

DocMan Hot/Cold Blocks Replication FP4S

Figure 1.1: Optimization stack implemented in this dissertation. Using the cloud environ-
ment and distributed applications as the foundation, we build optimization systems from
different perspectives, such as applications placement, storage optimization, and failure
recovery, all of which can be intermixed implemented into distributed applications.

of data processing and other similar usages today. Sometimes it is called tiered archi-

tecture, or multiple layer architecture. A multi-layered software architecture consists of

various layers, each of which corresponds to a different service or integration. Because

each layer is separate, making changes to each layer is easier than having to tackle the

entire architecture. The solutions to enable the distributed applications optimization in

public cloud become a must-have requirement. However, former studies rarely provide

an overall solution to enable the optimization. As figure 1.1 shows, we do the system

optimization from three perspectives. They all cater to the distributed applications and

are based on cloud environment. These optimization solutions can be implemented stan-

dalone or together as a whole solution. The system DocMan focuses on detecting the

applications dependencies which the information can be used for applications placement.

The system of hot/cold block replication deals with the skewed storage utilization. The

system FP4S used to solve the failure recovery problem to recover states of applications.

2



1.1.1 Dependency Detection of Distributed Applications

To be aware of distributed applications’ dependencies is the first step to do further op-

timization. The novelty of this part of work lies in that, instead of using an intru-

sive approach to detect containerized application’s dependencies (e.g., via intercepting

packet [BDIM04, HSG+12, MPZ10] or injecting code [CKF+02, EPPB11, TTZ+09]),

our designed system, DocMan, uses a non-intrusive approach via capturing the CPU,

memory and I/O logs for detecting dependencies. The rationale behind our approach is

that we observed that real-world containerized multi-tier applications exhibited strong

correlation among their resource usage statistics.

1.1.2 Storage Optimization of Distributed Applications

With the advancement of ever-growing online services, distributed Big Data storage i.e.

Hadoop, Dryad gained much more attention than ever and the fundamental requirements

like fault tolerance and data availability have become the concern for these platforms.

Data replication policies in Big Data applications are shifting towards dynamic approaches

based on the popularity of files. Formulation of dynamic replication factor paved the

way for solving the issues generated by existing data contention in hotspots and ensur-

ing timely data availability. But from the empirical observations, it can be deduced that

the popularity of files is temporal rather than perpetual in nature and, after a certain pe-

riod, content’s popularity ceases most of the time which introduces the I/O bottleneck of

updating replication in the disk.

To handle such temporal skewed popularity of contents, we propose a dynamic data

replication toolset using the power of in-memory processing by integrating MemCached

server into Hadoop for getting improved performance. We compare the proposed algo-

rithm with the traditional infrastructure and vanilla memory algorithm, as the evidence

3



from the experimental results, the proposed design performs better i.e throughput and

execution period.

1.1.3 States Recovery of Distributed Applications

Most distributed applications are by nature long-running. They run in highly dynamic

distributed environments or clouds where many application operators may leave or fail

at the same time. Most of them are stateful, in which operators need to store and main-

tain large-sized state in memory, resulting in expensive time and space costs to recover

them. The state-of-the-art information processing systems offer failure recovery mainly

through three approaches: replication recovery, checkpointing recovery, and DStream-

based lineage recovery, which are either slow, resource-expensive or fail to handle many

simultaneous failures.

We present FP4S, a novel fragment-based parallel state recovery mechanism that can

handle many simultaneous failures for a large number of concurrently running applica-

tions. The novelty of FP4S is that we organize all the application’s operators into a dis-

tributed hash table (DHT) based consistent ring to associate each operator with a unique

set of neighbors. Then we divide each operator’s in-memory state into many fragments

and periodically save them in each node’s neighbors, ensuring that different sets of avail-

able fragments can reconstruct lost state in parallel. This approach makes this failure

recovery mechanism extremely scalable, and allows it to tolerate many simultaneous op-

erator failures.

1.2 Summary and Roadmap

The rest of this dissertation is organized as follows. We introduce the background details

in Chapter 2, then we describe the DocMan system in Chapter 3. We next show the design

4



and details of storage optimization in Chapter 4. The details of design and implementation

of FP4S system in Chapter 5. Finally, we conclude this dissertation and describe the future

work in Chapter 6.

5



CHAPTER 2

BACKGROUND

2.1 Distributed Applications’ Dependency Detection Works

Based on our study, there are three different categories: Injecting code to obtain runtime

information, based on communication pattern between cluster service provider and ten-

ants to detect the dependencies, and optimizing cluster applications based on network

packets inference.

2.1.1 Injecting Code to Obtain Runtime Information

Code injection technologies inject some extra code into the source code of target pro-

grams to capture runtime information. For example, Fay [EPPB11] uses runtime instru-

mentation and distributed aggregation to get software execution traces. vPath [TTZ+09]

provides path discovery by monitoring thread and network activities and reasoning about

their causality. It is implemented in a virtual machine monitor, making it agnostic of the

overlying middleware or application but it requires changes to the VMM code and the

guest OS. Pinpoint [CKF+02] injects end-to-end request IDs to track requests. It uses

clustering and statistical techniques to correlate the failures of requests to the components

that caused the failures. Code injection can achieve more accurate results for detecting

dependencies. However, it requires changing the program infrastructure and source code

of target applications, which we aim to avoid.

2.1.2 Based on Communication Pattern

Cloudtalk [AIR17] lets users describe their tasks to the cloud and help them make appro-

priate choices for task placement. BtrPlace [HLM13] is used as a planning tool to limit the
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number of applications or to predict the need to acquire new servers, meanwhile, provides

a high-level scripting language, allowing service users to describe requirements. How-

ever, they did not consider the natural dependencies between tasks, and require users to

have domain knowledge to provide accurate resources usage description. Coflow [CS12]

defines a set of APIs to enable cluster applications to optimize the network usage. But

it is limited to a predefined set of communication patterns and only supports network

information.

2.1.3 Network Packets Inference

Meng et al. [MPZ10] propose to initialize the applications in data center based on their

network traffic information. They design a two-tier approximate algorithm to find the

traffic patterns and adjust the network architectures to improve the cluster performance.

Magpie [BDIM04] captures events from OS kernel, middleware, and application compo-

nents and calculates the time correlation of these events. DocMan not only focuses on

network metric but also focuses on other metrics, which enable more considerable factors

for the provider to optimize cluster performance.

2.2 Distributed Applications’ Storage Optimization Works

Distributed applications gained popularity for its high performance and reliability but the

default replication management, such as in HDFS, is not sufficient to handle the conges-

tion that arises from a high density of user requests. Especially the adaptability of data

popularity needs to be handled with a time-based dynamic replication policy for improv-

ing the system performance. As a result, adaptive replica management model is needed

to ensure improved performance along with fault tolerance and studied from various per-

spectives.
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2.2.1 Replica Allocation and Management Based Systems

Data locality is an important factor to improve the data availability in time. To reach

better data locality an algorithm DARE (Distributed Adaptive Data Replication) [ALC11]

is proposed where probabilistic sampling and competitive aging algorithm is used in each

node to produce solutions of replica allocation and replica placement. Comparing to

DARE, the system we propose, that leverages the memory’s higher I/O speed to obtain

a better replica allocation and placement result. Besides, Dare is adaptive in workload

changes. The experimental studies based on two mixed workload traces from Facebook

show that the data locality improves with different schedulers in Hadoop.

CDRM (Cost-Effective Dynamic Replication Management Scheme) [W+10] is an-

other model that can calculate and maintain a minimal number of replica for a given

availability requirement. It can adapt to the changes of environment in terms of data node

failure and workload changes and maintains a rational number of replica. However, to

use CDRM model, it lacks an uniform algorithm to deal with replica number and locality.

To use the model we present, it is able to dynamically and uniformly adjust replica lo-

cations. It replaces replica based on capacity and blocking probability of data nodes and

dynamically redistributes workloads by the adjustment of replica number and their place-

ment location. CDRM is cost effective and performs better in comparison with default

replication management of HDFS.

An offline replica allocation algorithm named MORM (Multi-objective Optimized

Replication Management) [LZC14] was proposed which looks for near optimal solutions

by balancing different optimization factors. However, it only based on existing DFS

design to balance the trade-offs. The system we propose, not only consider to optimize

the replica, but also add memory component to optimize the overall performance.

EDAS (Efficient Data Access Scheme) [AO15] is an algorithm for HDFS data repli-

cation where user can get quick access of replica data by the decision of access node
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according to the load of the node. The idea of EDAS is actually based on the historical

data access record from HDFS metadata and anti-blocking probability selection method.

These systems are based on different strategies for replica allocation and management but

there is no use of popularity concept. In the system, popularity is an important concern

and on top of that we cache more popular files in MemCached which should allow us to

increase data availability.

2.2.2 Skewed Popularity Based Systems

ERMS (Elastic Replication Management System) [C+12] is an active storage model for

HDFS. It dynamically increases the number of hot files and reduces the number of cold

files by tracking real time data type. The work is based on probability or constant data

type but we use real time data popularity in Hot/Cold block detection mechanism. ERMS

is also feasible to manage extra replicas of hot data by using a replica placement strat-

egy. Based on their experiments it is clearly shown that ERMS successfully improves the

performance of HDFS and reduce storage overhead.

Predictive analysis is another approach to dynamically replicate the data file where the

utilization of each data can be predicted by probability theory. Then using this utilization

information, popular files can be replicated and non-popular files can be deleted. This

process improves the availability of data files compared to the default scheme [B+15].

HDFS-DRM [LMC15] devised a design to solve the hot issues in HDFS based on

cloud storage where it makes use of dynamic adjustment mechanism and deletes duplicate

node selection mechanism. It increases or decreases the number of replicas by tracking

the record of reading requests from users of each data file in a certain amount of time.

However, the optimization is in the disk storage level, the disk I/O bandwidth will finally

become the bottleneck for the overall application performance.
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Scarlett [A+11], a replication system for MapReduce, was proposed where data repli-

cation is done based on their popularity to avoid contentions and improve data locality.

Scarlett decreases rack network traffic of jobs by increasing the replication factor of a file

according to its popularity information. They also represent a few experimental statistics

of data popularity based on job logs analysis from a large production cluster supported

by Microsoft’s Bing. After using Scarlett in two MapReduce frameworks, Hadoop and

Dryad, results showed speed up in job execution effectively using limited extra storages

and network resources.

The system is also based on time variant skewed popularity where we detect Hot and

Cold blocks by trace data analysis. Most of the prior works are based on probability

or constant data type but we use real time data popularity in Hot/Cold block detection

mechanism. Definitely real time data set is more reliable as the popularity changes over

time.

2.2.3 Caching Based Systems

In order to reduce I/O bottlenecks of HDFS, MEM-HDFS [I+14] was demonstrated using

MemCached as a caching system. The main focus is to provide intelligent caching and

HDFS data blocks replication with consideration of different deployment strategies for the

local and remote MemCached servers. MEM-HDFS implementation resulted in increased

throughput and reduced job generation time.

HDFS native cache system, Centralized Cache, which is an explicit caching mech-

anism that allows users to specify paths to be cached by HDFS. The NameNode will

communicate with DataNodes that have the desired blocks on disk, and instruct them to

cache the blocks in off-heap caches [cen].
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In MEM-HDFS or Centralized Cache, they make use of only caching concept while

in the system we merge caching and popularity concept together. After detecting the

Hot blocks we cache them in MemCached that gives more flexibility in reducing data

contention.

2.3 Distributed Applications’ States Recovery Works

Designing a state recovery mechanism for distributed stateful processing systems in cloud

is non-trivial, and existing failure recovery techniques for data processing do not achieve

the necessary scalability and efficiency. We summarize existing stateful stream processing

systems as follows.

2.3.1 Stateful date Processing Systems

Many industrial date processing systems either do not support state (Heron [KBF+15],

S4 [NRNK10], early version of Storm [sto]), or rely on in-memory data structures such

as hash tables and hash table variants to store state. For example, Muppet [LLP+12] and

Trident [ai] (an extension of Storm) store state via hash tables. Spark Streaming [spa]

enables state computation via RDDs [ZCD+12] which are inherent hashmaps. Some

other systems such as Millwheel [ABB+13], and Dataflow [ABC+15] choose to separate

state from the application logic and have state centralized in a remote storage [ABB+16,

CCD+03, ACÇ+03] (e.g., a database management system, HDFS or GFS) shared among

applications, along with periodically checkpointing state for fault tolerance. A few other

systems such as Kafka [ae], Samza [af, NPP+17], Spark Streaming [spa], and Flink [aa,

CEF+17] use a combination of “soft state” stored in in-memory data structures along with

“hard state” persisted in on-disk data store (e.g., RocksDB [aq], LevelDB [am]).
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Scaling to large distributed states and recovering from failures in such systems is quite

expensive, because when a single node fails, the distributed states for all dependent nodes

must be reset to the last checkpoint, and computation must resume from that point, costing

a lot of extra time and space to accomplish recovery. Moreover, these systems rely on a

single master for handling failures and stragglers, exhibiting significant overhead from

centralization bottlenecks.

2.3.2 Failure Recovery in Data Processing Systems

Existing stream processing systems offer failure recovery mainly through the use of three

approaches: replication recovery, checkpointing recovery, and DStream-based lineage

recovery.

Replication recovery. In the process of replication recovery, there is a completely

separate set of hot failover nodes, which processes the same stream in parallel with the

primary set of nodes. The input records are sent to both. When there is a failure or multi-

ple failures in the primary nodes, the system automatically switches over to the secondary

set of nodes and the system can continue processing with very little or no disruption.

The replication recovery has been widely used in systems such as Flux [SHB04] and

Borealis [BBMS05]. The failover is fast, and it can handle multiple concurrent failures.

However, the replication recovery costs twice the hardware.

Checkpointing recovery. In the process of checkpointing recovery, each of the nodes

in the pipeline has a buffer in memory, which retains a backup of the records that it has

forwarded to the downstream nodes since the last checkpoint. All nodes periodically

checkpoint their states to a remote storage such as HDFS or GFS. A standby set of nodes

is maintained in the system. If any of the primary node fails, the standby node will re-

trieve the latest checkpoint from the persistent storage, and its upstream node essentially
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replays the backup records serially to this failover node to recreate the lost state. The

checkpointing recovery has been widely used in systems such as TimeStream [QHS+13],

Trident [ai], Drizzle [VPO+17] and Multi-level Checkpointing from LLNL [MBMDS10].

It avoids the 2× hardware cost. However, the failover is much slower than the replica-

tion recovery because it has to retrieve the checkpointed state from the disk and replay

the buffered data on the last state to recompute the new state. Drizzle [VPO+17] intro-

duced group scheduling and pre-scheduling to avoid the centralized scheduling bottle-

neck. However, it used batch processing model and focus on scheduling tasks for one

application while FP4S uses a record-at-a-time processing model and focus on many con-

currently running jobs.

DStream-based lineage recovery. To achieve both fast recovery and small hardware

overhead, the DStream-based lineage recovery was proposed, which is used in systems

such as Apache Spark based systems [aa, CEF+17, ZDL+13, SGH+16]. The most recent

state is stored in each node’s memory using a data structure called Resilient Distributed

Dataset (RDD) [ZCD+12], together with the lineage graph, that is, the graph of determin-

istic operators used to build RDDs. When nodes fail in the system, instead of preparing

nodes for failover, DStream will re-run the lost tasks in parallel on other reliable nodes in

the cluster using the lineage graph. Then these tasks can be parallelized to recompute the

lost states. However, the entire recovery processing is linear, that is, the lost tasks need

to be executed or computed strictly in line with the original lineage graph on other nodes.

As such, the recovery process may be slow when the lineage graph is long and incur mul-

tiple data uploads through the network, consuming a critical resource in geo-distributed

network settings.

To our best knowledge, the very few research projects that are broadly relevant to

state management solutions are [TAB13, HLL16, an, ad], which either point out the criti-

cality of making state explicit [TAB13, HLL16] or develop mechanisms for reprocessing
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state [an, ad], but propose no effective solutions for fast state recovery for concurrently

running stream applications.
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CHAPTER 3

CORRELATION DETECTION OF DISTRIBUTED SYSTEMS

Nowadays, there has been a quick growth in the popularity of Container-as-a-Service

(CaaS) clouds. CaaS is a new form of container-based virtualization in which container

engines, orchestration and the underlying server resources are served to the users as a

service from a cloud provider. In CaaS cloud, the customers can manage containers us-

ing the service provider‘s routines or web portal interface and pay for the required CaaS

resources, such as hardware capacities, load balancing, and security level. The purchase

of CaaS resources proceeds as follows: (1) the provider provides to the customers with a

variety of pre-configured, templated container images containing various operating sys-

tems and pre-installed libraries and software; (2) the customer estimates her application

needs, selects container images and resource needed for her application such as the de-

sired vCPU and memory capacities and outbound network bandwidth; also specifies the

operating systems to use and virtual machine instances (the norm is running containers

inside the VMs obtained from the cloud provider); (2) the customer finalizes the con-

tracts with the cloud provider for some period of use, e.g., a one-month term; and (3) the

provider launches the containers and manages them.

With the interest in CaaS clouds skyrocketing among customers, cloud providers are

capitalizing on the opportunity through hosting container management services. For ex-

ample, Microsoft rolled out its Azure Container Service (ACS) [micb]. Google developed

the Kubernetes container orchestration tool for Google Container Engine [goo]. Ama-

zon launched EC2 Container Service (ECS) [Ama]. The list is not long, but they attract

more and more customers. According to the RightScale 2018 report [0], Microsoft Azure

Container Service has reached adoption of 20% (with a strong growth of 82%); Google

Container Engine has reached adoption of 14% (with a strong growth of 75%); and Ama-

zon container service (ECS/EKS) has reached adoption of 44% (with 26% growth rate).
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Unfortunately, while the progress that towards container management services in CaaS

clouds is remarkable, the performance optimization of the containerized applications has

been largely neglected. Left unchecked, it will pose a threat to customer experiences of

CaaS clouds and cause customers to get much less than what they paid for, which even-

tually waste significant computing resources and power for cloud providers.

Many applications, such as RUBiS [rub], Hadoop MapReduce [map], Storm [sto] are

distributed applications in which two or more components cooperate and communicate to

jointly provide a certain service or accomplish a job. A typical distributed application, for

instance, contains a presentation tier for basic user interface and application access ser-

vices, an application processing tier for processing the core business or application logic,

and a data access tier for accessing data, and finally a data tier for holding and managing

data. Containers are similar to virtual machines (VMs), but much more lightweight, i.e.,

less resource and time-consuming. By comparison, application containerization allows

customers to launch individual applications without the need to rent an entire VM. It does

this by “virtualizing” an operating system and giving containers access to a single operat-

ing system kernel, each container comprising the files, setting, dependencies and libraries

required for the application to run on an OS. Most of the containerized applications that

run in CaaS clouds are the distributed applications, also called multi-tier applications,

which require a set of containers, a container ensemble, that cooperate and communicate

to jointly provide a certain service or accomplish a task.

The containerized applications that run on public CaaS clouds could have been opti-

mized by combining the application’s inter-container dependency knowledge with infras-

tructure’s server load, network topology or links knowledge to choose the optimized end-

point physical servers to place containers [CKS13, CZM+11, CZS14, HKZ+11, PSLJ11].

For example, when the network I/O dependencies are known, the containers that have the

strong network I/O dependencies can be placed geographically close to each other, e.g.,
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Figure 3.1: A containers cluster use case.

within the same rack or server. In that case, their communicating messages do not need to

traverse long bottlenecked network paths such as Top-of-Rack switches, L2 switches and

etc, significantly reducing the latency for containerized applications. It is also a win-win

for the provider. The oversubscribed uplink bandwidth will be saved and link/switch load

will be reduced accordingly, the provider can save significant power in the data center

network (DSN) [AFRR+10, FPR+10, MYAFM10] by aggregating the traffic into fewer

network devices and links and putting the others into sleep. Another example is that, when

the computational dependencies are known, the containers that have strong computational

dependencies can be placed slightly remote to each other, e.g., within the same rack but on

different servers. In that case, the resource interferences of co-located containers can be

reduced, which will be particularly beneficial to web applications by addressing the long

tail latency problem and big data processing applications by improving their throughputs.
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The above optimizations and others have been designed for, and used in, private clouds

where the private cloud providers run both the applications and the infrastructure and

have full control over them. Unfortunately, these optimizations are almost impossible

to implement in public CaaS clouds today due to the “double-blind” opacity between the

customers (tenants) and the cloud providers. Thus, public cloud providers are understand-

ably reluctant to share with customers about the underlying network and storage topology

and its current load on links and physical servers. Also, customers are reluctant to share

with providers about the running workload, containerized application’s intra-ensemble

dependencies, or the containerized application’s QoS requirements.

Figure 3.1 demonstrates the scenario of a real-life use case. The cloud provider uses

the container orchestration tool of Kubernetes [kub] for the containerized applications

deployment and management. It will ask customers to declare minimum and maximum

server resources for their containers, and then slot their containers into where ever the

server they fit. Usually, it uses automatic resource binpack algorithms, and without the

consideration of the dependencies among containers. In such a case, catastrophic conse-

quences can occur since the cross rack requests. Such as client’s posts arrive at the front

end container running the web server, then forward to the application server container,

which in turn query data from the database container. While container resource require-

ments are met, the containers collaboration process will use more network resources than

placement with dependency considerations.

In this case, catastrophic consequences may happen, such as the client requests arrive

at the container running the web server front end and are then forwarded to one of the

containers running application servers, which in turn may request data from a backend

container hosting a database. Although the containers resource requirements are fulfilled,

the containers cooperation process will use far more network resources than a placement

with the dependencies consideration.

18



Internet

Core Routers

Edge Routers

Top of Rack
1Gb

10Gb

10Gb

1Gb 1Gb

Chatty Containers 100 Mb~1Gb

...
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a decline in the performance of many containers.

Figure 3.2 shows the network topology of Amazon EC2’ useast-1d datacenter inferred

by CloudTalk[AIR17]. Rack uplink bandwidth is typically oversubscribed, which leads

to significant rack-level congestion [FPR+10, AIR17]. In the public cloud platforms such

as AWS, the norm is running containers inside VMs obtained from the cloud providers.

These VMs are initially launched with only the OS and no application-specific software.

Because VMs within the different racks need to share the oversubscribed uplinks, this

will cause a worst case of end-to-end available bandwidth for containers as low as 100

Mbps (the value ranges from 100 Mbps to 1 Gbps as measured by [GHJ+09].

In order to effectively address the aforementioned issues, we present DocMan, a novel

container toolset that is designed to optimize resources usage in CaaS clouds. Be specifi-

cally, DocMan recognizes the potential container ensembles by using resource utilization

matrix. It assesses the “chattiness” degree among the containers, then enables optimized

container placement strategy to alleviate the bi-section bandwidth saturated condition.

Last but not least, it uses deep learning technology to dynamically provision the running

containers’ resources.
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DocMan has the following unique properties:

• Transparency and privacy-preserving — as a non-intrusive tool, DocMan does not

require any code modification to the containers or applications.

• Lightweight — unlike the network sniffer tools that bring heavy burdens to the

management software, DocMan has negligible CPU and memory overheads.

• Actionable — insights derived from running DocMan can help management soft-

ware better co-locate container ensembles on the underlying hosts and provision

more reasonable computation resources.

Discovering container ensembles and their inter-container dependencies are quite chal-

lenging. A naive method that continuously gathers statistics about all communicating

containers is prohibitively expensive. First, it would require introspection of all pack-

ets sent and received by the containers; this would induce notable CPU overheads and

additional per packet latency of the tens of microseconds. Second, additional memory

resources would be required to maintain statistics for every pair of IP addresses.

DocMan uses a three-step approach. Firstly, it acquires container-level statistics com-

monly available in container management systems (e.g., Kubernetes), such as the to-

tal numbers of packet in/out over time. Secondly, it computes the correlation coeffi-

cients among these statistics. Finally, it divides the corresponding containers into sub-

sets (also called ensembles) using correlation values and a hierarchical clustering algo-

rithm [War63].

DocMan has been designed and implemented. We evaluated its effectiveness on a

testbed that has 24 physical machines deploying with 144 containers. These containers

perform a variety of batch workloads, Internet services, business tasks, and streaming

tasks. Experimental results demonstrate that DocMan is able to recognize container in-

stances with 92.0% accuracy as well as predict the resource usage pattern with low error
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Figure 3.3: Example of a multi-tier RUBiS application showing correlation on server
usage. The different sets of RUBiS applications have their own resources usage trend.

rate (root mean square error <0.3) during the limited epochs (<200). The applications

performance is improved in terms of throughput and latency by using the proposed place-

ment strategy. Specifically, we observed that the application throughput of the RUBiS

instance increased by 1.93x, the application throughput of the Hadoop MapReduce in-

stance increased by 33.4%, and the Spark Streaming instance improved by 7.9%. For the

intensive CPU Microsoft Azure trace, it can get potentially 14.9% resource saving.

3.1 DocMan System Design

This section illustrates DocMan’s design, which includes (1) monitoring of basic resource

usage statistics of containers; (2) computing the correlation coefficients among these

statistics to identify their distances; and (3) using hierarchical clustering algorithms to

detect potential container ensembles.

3.1.1 Data Collection

The first step is to capture the following universally available system-level metrics about

each container:
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CPU : CPU usage per second in percentage terms (%).

Memory: Memory usage per second (MB).

I/O: Packets transmitted per second (KByte/sec).

These periodic measurements result in three time series signals per container. Be-

fore explaining the actual analysis being applied, we illustrate the utility of taking these

measurements with a simple example.

Multi-tier applications (e.g., RUBiS [rub]) typically use a request-response architec-

ture, in which a client container sends a request to the front end (e.g., Apache), which

assigns the work to an appropriate server (e.g., Tomcat) running the application logic.

The application logic services the request by querying the backend (e.g., a database server

like MySQL) to produce the necessary output, and sending the response back to the client.

Therefore, given the nature of multi-tier applications, we can expect correlations between

the “CPU”, “Memory” and “I/O” statistics for interacting containers. For example, an in-

stant rise of CPU usage or packet flow rate in one container directly or indirectly triggers

activities in other containers, thereby creating the correlations among these statistics.

To more clearly show the correlations among these statistics, we did an experiment on

two RUBiS instances with 2000 clients and 500 clients workloads, respectively. Each in-

stance has three containers, i.e., client, Tomcat server and MySql database. The container-

level metrics of CPU, memory and I/O for these containers are continuously collected and

compared in Figure 3.3, where the system load is the normalized value of CPU, memory

plus I/O with the same weight. The results show that the containers that collaborate to-

gether to accomplish the same task within the same instance tend to have similar trends

of system load, while the containers that are responsible for different tasks do not exhibit

correlations. The same logic can be applied to other applications as well, such as big

data analytics application like Hadoop MapReduce applications [map], Storm applica-

tions [sto], Spark Streaming applications [spa], which are popular in CaaS clouds. For
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example, MapReduce adopts a Partition/Aggregate pattern which scale out by partitioning

tasks into many sub-tasks and assigning them to worker containers (possibly at multiple

layers). These worker containers are expected to work together to accomplish the task.

There are several design tradeoffs about data collection:

• Metrics selection. Although “I/O” (PacketIn and PacketOut) is a more intuitive

metric to do correlation analysis among communicating containers, we also in-

clude “CPU” and “memory” as complementary metrics because they will provide

extra information in certain scenarios. For example, if a bunch of containers do

many-to-many but infrequent data exchanges, it is difficult to detect them using

only I/O metric, especially when the interval between data exchanges is larger than

the sampling window. In such cases, other metrics can capture the missing signals.

• Sampling window. Larger sampling window does not always means more accurate

result. For example, if the large window accidentally covers the idle period when

the container ensemble has no inter-communications. The final result may not be

as accurate as smaller windows. On the other hand, if the sampling window is too

small, it may fail to catch up the useful information timely. Therefore, we need to

find the appropriate sampling window for each representative application.

3.1.2 Distance Identification

Each container’s log can be organized as a vector of an array (α,β ,γ). α is the CPU usage

record; β is the Memory usage record; and γ is the I/O usage record, respectively. Then,

the all containers generate a vector matrix for the cloud service provider to analyze. We

choose the Pearson product-moment correlation coefficient (PMCC) [PMC] to measure

the degree of correlation, giving a value between -1 and +1 inclusive.
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Figure 3.4: 3D plot of correlation matrix between containers including iPerf containers,
RUBiS containers, and Hadoop containers.

The mathematical logic is as below: there are two vectors X and Y to demonstrate any

two vectors which are generated by the containers. Each element is an array of resources

usage record in the vector. X = X1,X2, . . . ,Xn, Y = Y1,Y2, . . . ,Yn, then the correlation

between X and Y is:
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(3.1)

The calculation result corr is between -1 and 1. If it is 0, it means they have no relation-

ship. Near -1 means that they are negatively related with each other and near 1 means that

they are positively related with each other. Since the negative relationship is meaningless

in practice, we update all the negative numbers to 0 in the output matrix.

Figure 3.4 shows the result that is performed by Python package numpy[num] cal-

culation. It illustrates that the containers are performing same tasks, which are having a

higher value near to 1. Such as the value between container 0, 1, and 2, the respective
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values are 1.00, 0.99, and 0.99. In the 3D chart, the values are at the top part. However,

comparing to other containers, they have a lower value which is near to zero, that means

they do not have a direct relationship. Such as 1 and 15, the value is only 0.03. For 2 and

14, the value is only 0.04. These values are at bottom part in the chart.

We further define the concept of distance to describe the strength of dependencies

between two containers:

Distance(Xi,Yi) =


1

corri
, corri > 0

∞, corri = 0
(3.2)

The distance value matrix will be used as input information for the next step hierar-

chical clustering.

3.1.3 Hierarchical Clustering

Clustering[clu] is the process of making a group of abstract objects into classes of similar

objects. A cluster of data objects can be treated as one group. Two commonly used

clustering algorithms are hierarchical clustering and k-means clustering. DocMan uses

hierarchical clustering for the following reasons:

• Hierarchical clustering does not require the number of clusters in advance.

• It works well with both globular and non-globular clusters, while k-means fails to

handle non-globular data.

• k-means clustering is sensitive to initial centroids. If the user does not have ade-

quate knowledge about the data set, this may lead to the erroneous results.

The process of hierarchical clustering is as follows:

• Step 1: initially assign each container to a cluster, so that there are N initial clusters

for N containers.
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• Step 2: find the closest (most similar) pair of clusters and merge them into a single

cluster.

• Step 3: compute distances (similarities) between the new cluster and each of the

old clusters.

• Step 4: repeat Step 2 and Step 3 until all items are clustered into a single cluster of

size N.

Concerning Step 4, of course, there is no point in having all N items grouped into a

single cluster, but doing so results in the construction of the complete hierarchical tree,

which can be used to obtain k clusters by just cutting its k− 1 longest links. K can be

based on the number of racks in the datacenter, or it can be chosen to make the inter-

cluster distance less than a certain threshold.

3.1.4 Resource Usage Pattern Prediction

After the ensembles of the correlated containers are identified, the system uses deep learn-

ing techniques to predict their resource usage patterns. The fundamental behind our ap-

proach lies in that, many cloud jobs are recurrent. It has been demonstrated in related liter-

ature that over 60% of the jobs in real-world large enterprise clusters are recurrent [?][?].

Inspired by the observation that runtime metrics in a resource usage log are a sequence

of events produced by the execution of a highly possible recurrent job (and hence can be

viewed as a structured language), we use a long short-term memory (LSTM) recurrent

neuron network for the pattern prediction over resource usage traces.

A Recurrent Neural Network (RNN) is an artificial neural network that uses a loop

to forward the output of the last state to current input, thus keeping track of history for

making predictions. However, RNN can only have a short memory of a few terms. To

overcome this limitation, the long short-term memory (LSTM) networks are proposed
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which can remember long-term dependencies over sequences. LSTMs have demonstrated

success in various tasks such as machine translation [SVL14], sentiment analysis [DL15],

and medical self-diagnosis [LSD+16]. If the prediction results underestimates the actual

resource requirement, the application might suffer performance issue. So a provision

margin concept is introduced, it adds a buffer zone to the predicted value, which will help

to guarantee the required resource utilization meanwhile save the resource comparing to

hard-coded over-provisioning.

Under-estimating the number of future requests results in extra delays when allocating

cloud resources to clients due to the need for waking up machines upon arrival of any

unpredicted request(s). In order to reduce the occurrences of such cases, a safety margin

can be added to the number of predicted requests to accommodate such variations. The

cost of this safety margin is that some PMs will need to be kept idle even though they

may or may not be needed. We propose to use a dynamic approach for selecting the

appropriate safety margin value, where the value depends on the accuracy of predictors:

it increases when the predictions deviate much from the actual number of requests and

decreases otherwise.

3.1.5 DocMan Integrates with Kubernetes

DocMan can help container management software (such as Kubernetes) better co-locate

container ensembles on the underlying hosts. DocMan collects logs from every physical

node by adding one log collector component per node. It doesn’t require any changes to

the applications running on the node.

Figure 3.5 shows the infrastructure of integrating DocMan into Kubernetes. The Doc-

Man Log Collector streams application logs to its own standard out. The DocMan logging

agent is a separate node that in charge of running the algorithm to cluster the containers.
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Figure 3.5: Integrate the DocMan component into Kubernetes.

The logic behind redirecting logs is minimal, so it’s hardly a significant overhead. The

standard output can be handled by existing component of Kubelet, that gives the feedback

about containers dependency to the service manager.

3.1.6 Rationale

Lightweight property. Containers are regarded as a lightweight replacement of virtual

machines (VMs). Because of the negligible runtime overhead, containers have a much

higher deployment density per physical host than VMs. Although VMs are still widely

used in the Infrastructure as a Service (IaaS) space, we see Linux containers dominating

the Platform as a Service (PaaS) landscape. The DocMan design keeps the lightweight

property by using a black-box approach with minimized runtime overhead.

Micro-services architecture. The need for management and orchestration systems

capable of scheduling, deploying, updating and scaling the containerized applications is

crucial. This is especially true with the rise of the micro-services architecture [mica],

where several software components composing an application. The DocMan’s design
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tries to explore and clarify the dependencies within these components, acting as an im-

portant tool for micro-services architecture.

The container clustering solutions. To the best of our knowledge, DocMan is the

first tool to detect the dependencies within containerized applications. DocMan leverages

the management utilities’ logs, e.g., from Kubernetes, as input to mine useful information.

3.1.7 Testbed

The experiments are performed on 24 servers with dual-socket and dual-core. The 24

servers are equally distributed across 4 edge switches. The switches are connected with

each other, with an over-subscription ratio of at most 4:1. The servers run Docker version

17.06 on Ubuntu 16.04. The machine learning platform is TensorFlow 2.0, which is a

library for numerical computations using data flow graphs. It supports a wide spectrum

of state-of-the-art deep learning approaches, which includes a class of RNN that has found

practical applications is Long Short-Term Memory (LSTM) .

Experiments use 3 instances of RUBiS (9 containers), 6 instances of Hadoop MapRe-

duce (60 containers), 3 instances of Sparks Streaming (30 containers), 3 instances of iPerf

(9 containers), 3 instances of Redis (9 containers), and 3 instances of Storm (27 contain-

ers) resulting in a total of 144 containers cluster running a variety of business, batch

workloads and internet services.

3.1.8 Workload and Metrics

Apache Hadoop MapReduce(v2.7.1) [had] is a programming model for process vast amounts

of data in parallel on large clusters. We use 6 instances of 10 Hadoop MapReduce contain-

ers, one of them is master, the rest are slaves. The MapReduce application Pentomino

29



Figure 3.6: Hierarchical tree generated by clustering algorithm.

is deployed to Hadoop for LSTM model testing. The applications of Word Count and

Secondary Sort are deployed into Hadoop instances for performance testing purpose.

Apache Spark Streaming(v1.4) [spa] is a big data analytics system. We use three

instances of 10 Spark Streaming containers for master nodes and worker nodes. The

master node starts the master process and the built-in standalone cluster. Each worker

is responsible for launching the executor process. The Spark machine learning applica-

tion Word2Vec with 10GB input data and the MapReduce applications of Word Count,

Secondary Sort are deployed into Spark instances for performance testing purpose.

iPerf3 [ipe] is a tool for network performance measurement and adjustment. It is an

important cross-platform tool that generates standardized performance measurements for

any network. We use three instances of iPerf containers, where every instance having one

server and two clients.

RUBiS(v1.4.2) [rub] is an auction site benchmark modeled after eBay.com. A PHP

version of RUBiS is used, which has an Apache web server front end and a Tomcat appli-

cation server connecting with a MySQL backend database. The benchmark is produced

by adopting a web simulation client. The client performs 2000 rounds basic website ac-

tivities such as register a new account, sell the item, browse item, view homepage, bit

the item and so on. All containers within each instance are interactive and will have the

strong network I/O dependencies.
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Apache Storm(v1.1.3) [sto] is a distributed real-time computation system. It makes

easy to process unbounded streams of data. We set three instances of 9 Storm containers,

three of them are ZooKeepers, one of the containers is Nimbus, and the rest of them are

Supervisors. The tasks of Reach, RollingTopWords and Topologies of WordCount

are deployed onto the instances respectively.

Redis(v3.2) [red] is an open source data store structure implementing a distributed, in-

memory key-value database with optional durability. We use three instances of 3 Redis

containers, which one of them is the server and two of them are clients.

3.1.9 DocMan’s Functionality Evaluation

We evaluate DocMan’s functionality from following four perspectives:

• The accuracy rate for recognizing the correct set of the container ensembles.

• The benefits of the findings for improving container applications performance through

the comparison of the throughput and latency between initial containers placement

and final containers placement.

• The potential resource saving by using the deep learning prediction.

• The runtime overhead induced by the DocMan toolset.

DocMan Dependency Detection Accuracy Rate

Figure 3.6 shows the hierarchical trees constructed by using the decreasing dependencies

strength. We firstly determine a N ∗N correlation strength matrix, and then run the hierar-

chical clustering algorithm over the distance matrix. It shows the calculated dependencies

between the containers being observed, which are generated by R [r]. It also demonstrates

that DocMan can effectively recognize most of the underlying containers dependencies in
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Figure 3.7: ROC curve shows the accuracy of DocMan black box method. The overall
accuracy area is 0.93, which is considered as excellent level.

the testbed. Meanwhile, DocMan finding container ensembles process does not require

any code injecting or modification to the containers or the applications to obtain these

results.

Figure 3.7 shows the ROC curve results of the classifiers, which is a graphical plot that

illustrates a binary classifier system’s diagnostic ability as its discrimination threshold

is varied. In our cases, it is more complicated than the binary classifier since multiple

applications can be co-existing in the same cluster. We depict three classifiers accuracy

results of RUBiS, Hadoop MapReduce and iPerf, and the overall average accuracy line,

which is calculated based on the separate accuracy results. The average accuracy is 92.0%

and the overall underline average area of ROC is 0.93, which 1 means a perfect result. An

area of 1 represents a perfect test; an area of 0.5 represents a worthless test. The result

shown in the Figure 3.7 is considered as an excellent one.

DocMan’s Potential Benefits

After determining the container ensembles, we next evaluate the benefits of using this

obtained information as inputs for improving container placement on the hosts.

Figure 3.8 shows the mapping of applications to host and rack before and after the

arrangement driven by DocMan’s insights. We set the bandwidth between the different
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Figure 3.8: Before and after containers mapping.

racks to a 10Mbps limited dual segment to simulate the saturation of the upper network

traffic. Based on the internal dependencies of the collection, we put the same instance

application in a rack to avoid saturated network traffic and then prove that the new place-

ment strategy can optimize applications performance. Here, the assumption is that the

performance bottlenecks are not located in CPU or memory.

Figure 3.9 presents the comparison results for RUBiS instance before and after ar-

rangement. There are three different RUBiS running periods statistic data from 2000

rounds basic website activities. The periods are up ramp, runtime session, down ramp,

and wrap them up as the final overall statistic. It shows that the average throughput after

the arrangement has increased by an average of 1.93x because the new placement effec-

tively avoids saturated networks.

Figure 3.10 presents the enhanced performance of Hadoop MapReduce and Spark

instances. It shows that the performance for Hadoop MapReduce is averagely increased

by 33.4%, and performance for Spark is averagely increased by 7.9%. In the experiment,

the Word Count data source is generated by a program that randomly selects words from
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(b) Throughput comparison for RUBiS frontend transmitted package numbers.

Figure 3.9: Throughput comparison for RUBiS before arrangement and after arrange-
ment. It shows after arrangement the throughput increased averagely 1.93 times than
before arrangement.

the dictionary file and then counts the number of occurrences of each word in the given

input set. The Secondary Sort problem involves ordering values associated with keys

in the decreasing phase.

These experimental results show that dependency perception enables container place-

ment to gain performance, demonstrating that the information obtained using the DocMan

toolset can help improve container placement and migration operations.
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(b) Latency comparison of Spark Word Count application.

Figure 3.10: Latency comparison of Hadoop application and Spark application before
arrangement and after arrangement.

DocMan’s Prediction of Containers Workload Pattern

To further leverage the results from DocMan, we set the deep learning neuron network

to predict the resource usage. We set up the model as 6 layers, which include 3 LSTM

layers, 2 dropout layers, and 1 dense layer. The dropout layer is a regularization tech-

nique for reducing overfitting in neural networks by preventing complex co-adaptations

on training data. It is a very efficient way of performing model averaging with neural

networks [HSK+12].

Figure 3.11a and Figure 3.11b show the comparison result of resources usage pre-

dicted value with the true value for Spark machine learning task Word2Vec and Hadoop

MapReduce task Pentomino. Predicting a single time point resource usage value is not
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(b) Hadoop Pentomino network I/O usage prediction. The network I/O usage changes suddenly
around the time point 200. The prediction model learns the unexpected change gradually, less
prediction margin required along with the accuracy increasing.

Figure 3.11: Resource usage comparison between the actual value and the prediction
value.

much meaningful since that will not give a chance for the system to automatically or

manually adjust the resource arrangement. We set 50 steps as a prediction period for

the normalized value. Figure 3.11a shows a smooth changing about memory usage, the

prediction error rate converged to 0.0001 after 40 epochs training. Meanwhile, 10% pre-

diction margin will cover all the actual value forming as a sealed envelop. Figure 3.11b

shows the resource usage with a dramatic (increased more than 200%) change during its

running time. The prediction margin needs to set as 100% to cover all the actual value.

However, along with the learning process, the error rate decreased quickly. After 100

time period prediction, the required margin decreased to less than 25%.
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Figure 3.12: Microsoft Azure trace prediction for a CPU intensive task. (VM id: YANkW-
PlG)

Figure 3.12 shows the prediction value about a CPU intensive server in Microsoft

Azure from its traces [CBM+17]. For this CPU utilization trace, we use the prediction

result showing in Figure 3.12a to compare it with hard-coded over-provisioning, there is

14.9% resource saving potentially. Figure 3.12b shows its CPU average utilization is over

70% and has the regular tidal pattern. If the utilization keeps in idle status or keeps in

spike status, there is not much saving space for hard-coded over-provisioning.

Figure 3.13 shows the relationship between running time and prediction error rate

when increasing training epoch. The running time increases linearly with the epoch in-

crement. The error rate decreases when epoch increasing at the beginning, however, after

it reached some point, it will gradually stop decrease, even increase in the figure of 200

epoch, which is caused by model over-fitting.
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Figure 3.13: The average running time of generating the prediction model and each
model’s mean squared error for different epoch set up.
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Figure 3.14: Compare LSTM different epoch results with default prediction method.

Table 3.1: Compare With Other Monitoring Tools

Monitor Tool Code Base Memory Cost CPU
Peak

CPU
Average

DocMan 3100 Lines 0.55GB 8.8% 7.8%
Wireshark 30MB 1.20GB 68.0% 14.3%

tcpdump 931KB 0.05GB 10.0% 7.5%

Figure 3.14 shows the result of using LSTM to do the prediction compared with the

baseline prediction. The epoch from 10 to 150, all the results are better than the base-

line result, the best one decreases the error rate about 26.9%, that will provide a more

meaningful hint to the resource management tool or cloud service provider.
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Figure 3.15: Overhead comparison between DocMan, Wireshark and tcpdump.

DocMan’s Overhead Analysis

Table 3.1 shows the comparison of DocMan and other two popular network monitoring

tools, Wireshark and tcpdump. It demonstrates the attributes of the DocMan toolset’s low

overhead and lightweight feature.

To analyze the overhead of DocMan toolset, the first phase of correlation detection has

no extra overhead because the resource utilization information is existing in the container

management systems such as Kubernetes. The second phase of distance identification and

clustering has a complexity of O(N2), where N represents the number of the containers.

The third phase of offline prediction model training will not introduce new overhead for

the online containers.

Figure 3.15 shows the overhead of DocMan toolset comparing with Wireshark and

tcpdump. Wireshark is a widely-used protocol and network package analyzer. Tcpdump

is a command line tool that analyzes common network packet. Figure 3.15a shows that
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Wireshark uses 5 times more memory than tcpdump or DocMan. For DocMan clustering

step, it runs on every 50 seconds periodically. The memory additional usage is stable and

as low as 20MB. Figure 3.15b shows the CPU usage overhead. To launch Wireshark, it

incurs a CPU burst. It can potentially impact other running container applications because

it costs high CPU computation within a short period. Although after it goes to the stable

status, it also consumes more CPU resource than DocMan. The CPU usage for tcpdump

is similar to DocMan. However, DocMan can provide more insights to container service

providers than a simple package analyzer.

3.1.10 Discussion

In this section, we discuss the open questions and current limitations of our prototype

DocMan.

Potential drawback of the hierarchical clustering algorithm. Hierarchical cluster-

ing results may suffer from the chain-effect. The Single-link method merges the clusters

whose two nearest neighbors have the smallest distance, which makes this approach sen-

sitive to noise. Once a point would be assigned to a cluster, it will not be considered

by joining into other clusters, which may lead to noisy points interruption. The exper-

iments demonstrate the hierarchical clustering algorithm’s effectiveness, but it is better

to have other clustering approaches compared and evaluated if the noisy point can cause

inaccurate results.

A finer granularity containers dependency level detection. DocMan focuses on the

non-intrusive property to keep the container image isolation. Hence, we try to leverage the

existing available server logs in management utilities. If we remove the constraint, then

we can get a deep insight into containers relationships, such as sequential dependency and

complementary dependency by using the container application level logs.
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Bi-section network resource performance bottleneck heuristic. The heuristic may

not always the root cause of performance latency, especially when the instance of contains

does not have frequent network communications. In our evaluation, the time-sensitive

instance got tremendous performance improvement such as RUBiS compared to Hadoop.

However, even though the performance improvement is not noticeable, DocMan provides

useful insights for the CaaS management tool to make future sophisticated decisions on

container configuration, deployment, and placement.

Incorporate with incremental learning mechanism. The server resource log input

data is continuously generated which can be used to extend the existing model’s knowl-

edge i.e. to further train the model. It represents a dynamic technique that can be applied

when training data becomes available gradually over time or its size is out of system

memory limits. Our static offline training model is expected to gain more accuracy by

adapted to facilitate with incremental learning mechanism.

3.2 Summary

In this part of work, we study the dependency detection problem in a public CaaS cloud

environment. First, we identify that there exists hidden dependencies between containers

that belong to the same application by monitoring their resource usage statistics at run-

time. Second, we design a black-box toolset called DocMan to detect these dependencies

with negligible overhead. Third, we evaluate the accuracy of DocMan with real-world

containerized applications.

DocMan’s methods are fully implemented, but additional work is required for using

it to continuously detect and manage containers at cloud-scale. For example, we need

to filter out background traffic noises (i.e., heartbeat packets), since such traffic might

otherwise be interpreted as intra-ensemble communications. We also plan to leverage

41



DocMan’s insights to guide the container placement, thus improving containerized appli-

cation’s performance and amortizing the expenses related to their debugging and mainte-

nance.
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CHAPTER 4

ADAPTIVE REPLICATION OF HOT/COLD BLOCKS OF DISTRIBUTED

SYSTEMS

4.1 Introduction

With the advent of cloud computation and development of infrastructure as a utility, we

witness the emergence of Big Data industries based on data-intensive services i.e. Social

Networking, Online Services especially over the last decade imposing computational,

data and network traffic on the host servers. From the traditional centered file system, the

industry moved towards the distributed scalable file system utilizing MapReduce frame-

work i.e. HDFS [B+08], GFS [DG08], Dyrad [IBY+07] to cope up with the need of pro-

cessing millions of user requests every second. Data replication mechanism has facilitated

the way of fault tolerance and data availability in the distributed systems. Hadoop [had]

is one of the state-of-the-art open source platforms to handle large scale data-intensive

applications. Even though HDFS provides scalable and efficient data processing along

with fault-tolerance [S+10], data access and data movement overheads due to high disk

I/O are primary bottlenecks of its current architectural design [SRC10, LW14].

Data replication is a widely used mechanism in the distributed systems to reduce the

overall bandwidth consumption, response time and increase data availability. With the

advancement and development of various technologies, new data replication and replica

management approaches, both static and dynamic, have been proposed to achieve adap-

tiveness and better performance [W+10].

Data replication and placement in Hadoop are uniform where the load balancing and

the data locality for optimization are mostly handled by the applications. Trace driven

log data analysis and experiments of different popular websites such as Yahoo! and Mi-

crosoft’s Bing depict the existence of skewed popularity of different data and hotspots in
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clusters [KC13, A+11]. Consequently, keeping the uniform replication for every file with-

out considering their popularity leads to performance overhead incurring data contention

in the nodes denoted as hotspots where the popular data file resides. These drawbacks

of HDFS architecture have lead to different dynamic approaches for the replication man-

agement. Based on the predictive analysis while keeping redundancy of data storage,

dynamic adjustment of replication and replacement has been adapted, and improved al-

gorithms have been introduced to effectively alleviate hotspots and data contention in the

existing design [A+11, B+15, ALC11, VRMB11, AO15]. User access histories analy-

sis, probabilistic prediction of data utilization have been included to effectively figure out

the Hot and Cold blocks triggering the replication management [LMC15, A+10, DL12].

Improvement in data availability has been achieved with replication of popular data in

more locations than the default one. Replica placement also has been considered in these

dynamic approaches [SCW+12].

In fact, memory access I/O bandwidth is much higher than that of disk access band-

width while processing user requests in the clusters. Conventional way of HDFS supports

saving and loading each block from the disk resulting in I/O overhead incurring significant

performance issues. Moreover, existing HDFS design cannot take the full advantage of

the high-performance networks efficiently due to the high latency disk access. Combining

in-memory I/O processing, HDFS can potentially overcome the issues.

On the other hand, in-memory storage systems allow applications to cache the results

of the queries across the cluster nodes resulting in improved performance in SQL on-

line query processing [I+14]. So this introduces the possibility of adapting in-memory

processing power in the existing design of distributed Big Data storage systems, and mo-

tivating to explore the answers of following questions:

• To improve I/O performance, can we leverage in-memory processing and caching

concepts in the traditional HDFS?
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Figure 4.1: MemCached server integration with HDFS to dynamically replicate popular
blocks.

• How much overall performance improvement can be achieved with dynamic repli-

cation factor for Hot blocks while keeping the existing default replication for Cold

blocks?

• Can data contention be alleviated or reduced for DataNodes of HDFS by using

distributed in-memory processing?

MemCached [Fit04] is a cost-efficient, high-performance distributed memory caching

system to reduce the disk I/O access. It is designed as an in-memory key-value store to

speed up the data access in the dynamic real-time applications. Leveraging MemCached,

popular Social Networking site Facebook obtained improved performance while provid-

ing almost real time communication for millions of users [N+13].

Integration of MemCached servers in the existing design can either be co-located with

the DataNodes or on the separate nodes in the cluster. Placing MemCached servers in a

separate location other than the DataNodes will result in reduction of contention. Uti-
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lizing MemCached as the main replication block for popular Hot blocks, to reduce the

load of reading blocks from HDFS and quickly access to the data, can improve overall

performance while maintaining the default replication for fault-tolerance. Overheads of

adding and deleting replicas in hard disks consume more computational power and each

time the popular file is accessed, it needs to be read from disk according to traditional

model. Whereas using MemCached caching capabilities, popular temporal data can be

loaded in memory for the faster access and updated based on the timely access to add

more replicas when required or deleted when they lose the popularity. The data popu-

larity can be modulated by implementing an efficient dynamic replication algorithm for

MemCached. This is more effective and efficient than the conventional approaches of

changing the replication factor frequently in HDFS, as it significantly mitigates the disk

I/O bottleneck and increasing instant data availability. So in a nutshell, integration of

MemCached sever along with HDFS, can be exploited to answer all the above mentioned

questions and guarantee high I/O throughput, performance gain for specific Hot blocks

and finally reduced data contention in hotspots. Figure 4.1 shows the basic ideas to inte-

grate these components together to fulfill the expected requirements. The different steps

involved in accomplishing the proposed design can be outlined as

1. Configuration of MemCached server on separate nodes in cluster with HDFS for

the further experiments.

2. Implementation of effective and dynamic data replication algorithms using Mem-

Cached as a caching layer.

3. Evaluation of the proposed system’s performance to compare with existing system.
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4.2 Architecture Design

Although different studies have been conducted to improve the dynamic replication man-

agement, there exist different trade-off among the various design choices. Therefore, we

propose a toolset integrating MemCached as a caching layer to handle data popularity for

dynamic replication management with new proposed algorithm.

4.2.1 Data Generation

BigDataBench [big] is used as a benchmark for the work and generated synthetic text

data using its big data generation tools named BDGS (Big Data Generator Suite). BDGS

module generates data in three steps:

• Application-specific and real-world data selection.

• Generation models construction, parameters and configuration derivation from data.

• Provide extensive workload testing.

After data generation, we integrate multiple workloads in BigDataBench to process

the data set. The Wikipedia entries are used as the dataset and are processed to two

different workloads Word Count and grep. Different sizes of data files are generated as

input into HDFS.

4.2.2 Dynamic Model to Copy Hot Blocks to MemCached

HDFS plays the role as data saving layer, it is usually shared by multiple upper level ap-

plications. That means it will be hard to expect all these applications using the consistent

way to access data from HDFS. Using the predefined Vanilla model will not be able to

cater to variety access patterns to the data.
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To more effectively use the limited space in memory, we propose the WLRU-MRU

collaborative dynamic replacement algorithm. Its main idea is that each accessed data

block will have a higher possibility to be accessed again soon that will have a much

higher weight in the priority queue. But along with the time, the possibility to access it

again will be decreased much more quickly until it is not worth to stay in the memory.

However, during the decay process, if a data block is being hit by any application, it will

be granted more life time, and back to the original decay speed.

Algorithm 1 shows the procedure of how to move the data block in Hot queue and

Cold queue in MemCached by combining LRU and MRU algorithm to collaboratively do

the replacement. LRU makes up for the deficiency of the LRU by introducing the concept

of two checks. MRU replacement policy as the most recently used data block will be

evicted, when a block of data is missing. The time prediction of MRU is higher than

LRU. As for subsequent call for the Hot blocks get the data from MemCached server,

read I/O performance will be improved as the fact is that memory I/O is much more faster

than disk I/O.

4.2.3 Caching with MemCached

The proposed design leverages a caching mechanism which can improve the system per-

formance and perform task based on time sequence. Since MemCached is a key-value

in-memory storage, it is customized to store the detected Hot data blocks over a certain

period of time. All DataNodes will be configured with local MemCached which will en-

sure data locality. When specific block becomes Hot, for the first time we will have to set

the contents in MemCached as key-value pair. For all the subsequent calls, it will be read

from MemCached rather than DataNode till the blocks remain Hot.

48



Algorithm 1: Dynamic collaborative replacement algorithm
Input: Label M, Label N

1 if (M==0) //datablock is not in MemCached. then
2 if (N==0) //tag hit is 0 then
3 LRU; //call LRU
4 Replace(bottom); //replace the data at bottom
5 MoveDown(other data); //other data move down in turn

6 if (N==1) //tag hit is 1 then
7 MRU;
8 //call MRU
9 Replace(top); //replace the data at top

10 MoveUp(other data); //other data move up in turn

11 if (M==1) //datablock is in MemCached. then
12 if (N==0) //tag hit is 0 then
13 MRU; //call MRU
14 minHeap.put(<hitData.id, hitData.weight++>);
15 MoveUp(other data); //other data move up in turn

16 if (N==1) //tag hit is 1 then
17 LRU; //call LRU
18 maxHeap.put(<hitData.id, hitData.weight++>);
19 MoveDown(other data); //other data move down in turn

49



Advantages of MemCached over other approaches are that it can handle high memory

load for it’s distributed characteristics, responds quickly and finally provides accurate

expiration times. Since the main focus is replication depending on time, MemCached has

the advantages over other in-memory key-value storage and it perfectly suits in the design

choice.

4.2.4 Evaluation Metrics

To compare the performance of the proposed model, we need the benchmark performance

which was gathered from the initial log analysis of Hadoop without any modification and

the one with vanilla MemCached integration, which using a simple threshold value to

control the Hot/Cold blocks. Job execution time, I/O throughput, CPU usage and memory

usage are considered as the performance metric for all the workloads. All of the metrics

will be recomputed using modified replication management scheme in Hadoop and will

be used to evaluate the overall performance.

To evaluate the proposed design, we analyze the same performance metrics taken

initially and expecting to get a performance improvement in all the metrics.

Even though we are expecting several improvements, there might be some overhead

involved as follows:

• In case of cache miss, there will be extra overhead in the I/O operation since an

additional layer is involved.

• Since the Hot blocks will get change over time, updating the MemCached will be

another overhead.

• Due to the limited size of caching, we have to design an approximate policy for the

blocks replacement in MemCached.
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4.3 Experimental Results

The test is performed on the server that has two Intel processors, 16GB of memory and

6TB hard drives. The different sizes (from 100GB to 500GB) of data is generated with

BigDataBench BDGS module and, performed two different operations on these synthetic

data. The experimental results includes i) identification of Hot and Cold blocks in HDFS

(Hadoop 2.8.2 [had]), and ii) Exploration of the initial performance metrics of the system

from log analysis.

4.3.1 Dynamic Hot and Cold Block Detection

To detect which blocks are hot and which are cold in HDFS, first we generated a 60 min

stream of block access using randomization. Then, we analyzed the Global map to get

the number of the read count for each block. In the settings, 16 data blocks are stored in

the Hadoop cluster, each block contained 524MB data generated by BDGS.
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Figure 4.2: Read count of HDFS data blocks

Figure 4.2 shows the read count history of each 16 data blocks of the HDFS. Here, data

block 1, 2, and 12 are the top three blocks accessed during the time period. Meanwhile,
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data block 5 is the least accessed block. Global key-value store is used, so every node in

the Hadoop cluster can access the status of Hot and Cold Blocks.

To detect the Hot and Cold block dynamically, it is required to find the trace of num-

ber of block reads in the real time. And from the trace we find out that, DFSClient

actually sends a read or write request directly to DataNode, where as NameNode only

provides DFSCLient with the list of located DataBlocks which is then used to read the

blocks. Since DFSClient reads the file directly from DataNode, if to modify the NameN-

ode to detect Hot and Cold blocks, we would have to send the packets over network from

DFSClient to NameNode every time for a successful read which would result in extra net-

word overhead. So DFSInpustream which reads the data from DataNode seems to be the

optimal place to inject the modification. Also we use HashMap, Global key-value store,

so every node in the Hadoop cluster can access the status of Hot and Cold Blocks.

Using any other kinds of storage for keeping record of Hot/Cold status, like file will re-

sult in more I/O overhead and might hurt the improvement gain. So using the in-memory

key-value store for Hot and Cold block detection is leveraged for the higher performance.

This will enable the function to analyze the HDFS file access in real time and detect the

Hot blocks in the system.

4.3.2 Vanilla Model to Copy Hot Blocks to MemCached

In this vanilla model, MemCached is used as a caching system to alleviate the loads of

user requests based on a predefined threshold value. Algorithm 2 describes the Hot block

detection mechanism. When DFSClient requests for a specific data block, NameNode

looks for all the available DataNodes options and return the LocatedBlocks as a list to the

client. Then the client processes to choose the best node and passes the request to DFSIn-

putStream to handle packet transfer from DataNode. DFSInputStream uses BlockReader
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and PacketReceiver sequentially to read the packets from the stream. Then checking the

access pattern in DFSInputStream read function to update the access counts in a map as

key-value. When the access count for any block reaches the predefined threshold, the

system will apply caching techniques.

We compare the proposed design with this vanilla model and the default HDFS in-

frastructure. Since MemCached has the expiration time, if a block becomes Cold after

certain period, it will be automatically deleted which let the vanilla model also serves the

purpose of simple dynamically changing replication.

Figure 4.3 shows the process of moving in the Hot block and moving it out when it be-

comes Cold. This process does not require any complicated calculation, but it is required

to define the Hot block threshold and the expire time in advance. These setups require

the experience of using the HDFS applications, meanwhile, the applications accessing

data blocks method tends to be consistent during the life cycles. The log analysis process

(CPU uses, memory uses, job execution time) will be performed again after copying Hot

files in MemCached and then compare the results with the previous one.

All data blocks are not accessed uniformly in HDFS. Depending on the popularity,

different blocks could be accessed more frequently than the others making the residing

DataNodes hot. So, detecting the Hot and Cold blocks dynamically using the access

history is one of the main challenges. Dynamic detection steps include populating the file

access stream with a randomized scheme over a certain period of time to represent the

real life scenario. During the streaming time, we analyze the file access requests from the

DFSClient (Distributed File System Client) and the most frequently accessed file will be

identified as Hot blocks for the future steps.
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Algorithm 2: Dynamic Hot and Cold block detection
Input: BlockID and SequenceNo of CurrentLocatedBlock that is being read

from DFSClient, Map with (BlockID,AccessCount), threshold
Output: Set status of BlockID

1 key = CurrentLocatedBlock.BlockID+SequenceNo;
2 if (key exists in Map ) then
3 AccessCount = Map.get(key)+1 ;
4 Map.put(key,AccessCount, timer) ;
5 else
6 Map.put(key,1, timer) ;
7 end
8 AccessCount = Map.get(key);
9 if AccessCount > threshold then

10 status(BlockID) = hot;
11 Set BlockID content in MemCached ;
12 else
13 status(BlockID) = cold;
14 Normal operation;
15 end

0 3 0 6 0 9 0 1 2 0 1 5 0 1 8 0 2 1 0 2 4 0 2 7 0 3 0 0 3 3 0 3 6 00

1

2

3

4

5

6

7

8

T h r e s h o l d

M e m c a c h e d  
r e s e t

Hit
 Co

un
t

T i m e  ( S e c o n d )

 H i t  C o u n t
 H i t  C o u n t  A c c u m u l a t e dM e m c a c h e d

Figure 4.3: After hit count is over the predefined threshold, the block is defined as Hot
and MemCached records it. After a specific period, once the hit count stops increasing,
MemCached will reset the records and release the occupied memory.
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Figure 4.4: Word count execution time.

4.3.3 Performance Analysis

To gather the current system performance metrics, we used two workloads from BDGS:

Word Count and Grep. The workloads are applied on different sizes of data stored in

HDFS. Word Count data source is generated by the program which randomly picks words

from a dictionary file, and then counts the number of occurrences of each word in the

given input set. Grep extracts matching strings from text files and counts how many time

they occurred.

Figure ?? shows the jobs execution time comparison results between original HDFS

framework and the proposed dynamical model design. Figure 4.4 is about Word Count

execution time. It shows after applied new design, the execution time decreased, es-

pecially for the bigger data size input, the decreased time is much more remarkable. For

400GB and 500GB file size input, the execution time decreases 36% and 29% respectively

comparing to the default setup, even 10% and 17% comparing to the vanilla MemCached

integration. Figure 4.5 is about Grep execution time. Although there is no clear trend
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Figure 4.5: Grep execution time.

of the impact for execution time along with data size increasing, the performance still

increased after integrating with MemCached.

Figure 4.6 shows the evaluation of read performance in terms of throughput. The

throughput factor is not much sensitive with the changes of input data size. Worth to

note is, that after implementing MemCached, both Word Count and Grep got increased

throughput, since Hot block data are available to be retrieved from memory which far

quickly than retrieving data from the disk. Since the experiments are performed on syn-

thetic datasets and randomizing the file access pattern to simulate the real life scenario,

we need to figure out optimal threshold of time window in MemCached to set after which

the data will expire.

For the overhead analysis, Figure 4.7 shows that 60s expiration window is the optimal

one in the testing cases and CPU time is the lowest for this configuration which is even

lower than the original default HDFS setup. The reason can be explained as the I/O wait

time is negligible because of the in-memory caching. That means deployed MemCached

would cost some CPU resource, but the saved I/O wait time can neutralize the impact.

Figure 4.8 shows that, after implementing MemCached into HDFS, the memory cost is
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(a) Word count I/O throughput.
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(b) Grep I/O throughput.

Figure 4.6: I/O throughput for word count and grep.

increased, that because these memory cost is majorly used to save Hot block dynamically.

This is the trade-off for the system performance increase. So to implement the proposed

design is based on the circumstance assumption that the nodes are not struggling in mem-

ory usage and there are spare memory spaces to use for performance increase.
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Figure 4.8: Memory usage comparison.

4.4 Summary

In this paper, we analyze the possibility to improve the HDFS data blocks replication

mechanism. The caching strategy MemCached is leveraged in the design to effectively

replicate the popular blocks in memory. The experimental results show that the proposed

design is able to improve the HDFS based applications’ performance from different per-
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spectives and has the potential to overcome the critical issues of traditional Big Data

storage systems.
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CHAPTER 5

STATE RECOVERY OF STREAM PROCESSING DISTRIBUTED SYSTEMS

5.1 Introduction

Data stream processing technology has become a critical building block of many real-

time applications, such as making business decisions from marketing streams, identify-

ing spam campaigns from social network streams, predicting tornados and storms from

radar streams, and analyzing genomes in different labs and countries to track the sources

of a potential epidemic. Over the last decade, a boom of stream processing systems

has been developed including Storm [sto], Trident [ai], Spark Streaming [spa], Bore-

alis [AAB+05], TimeStream [QHS+13], S4 [NRNK10], etc.

A driving need is that today many stream applications need to store and update the

large-sized application state along with their processing, and process live data streams in

a timely fashion from massive and distributed data sets. This poses a significant challenge

to the failure recovery mechanism of state-of-the-art stream processing systems. This is

because (1) stream operators are by nature long-running in which failures and stragglers

are inevitable and very difficult to predict; (2) a large number of stream applications

may run concurrently on the same platform, and many distributed operators may fail

simultaneously; and (3) large distributed states must be restored efficiently after node

failures.

A stream is an unbounded sequence of tuples (e.g., online social network’s microblog

streams) generated continuously in time. A stream processing system creates a logical

topology of stream processing operators, connected in a directed acyclic graph (DAG),

processes the tuples of a stream as they flow through the DAG, and outputs the re-

sults in a short time. DAGs can be implemented via many patterns, such as the parti-

tion/aggregate pattern which scales out by partitioning tasks into many sub-tasks (e.g.,
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Dryad [IBY+07]), sequential/dependent pattern in which streams are processed sequen-

tially and subsequent streams depend on the results of previous ones (e.g., Storm [sto]),

and hybrid pattern with sequential/dependent and partition/aggregate (e.g., Spark Stream-

ing [spa], Naiad [MMI+13]). Figure 5.1 shows the contrast of stateless stream processing

vs stateful stream processing. Input records are shown as black bars. A stateless operator

transforms each input record one at a time and outputs each result based solely on that

last record (white bar). A stateful operator maintains the value of state for some of the

records processed so far (in local memory or remote storage) and updates it with each new

input, such that the output (the bar with the pattern) reflects results that take into account

both historical records and the new input. State recovery is the process of recovering

application states when one or many operators fail or lose their states.

Application developers are facing significant challenges in handling many simultane-

ous failures for a large number of concurrently running stream applications.

The first challenge is “how to scale recovery with the size of the state, the number of

simultaneous failures and the number of concurrently running stream applications on a

shared platform?” Existing studies [sto, ai, spa, NRNK10, ab, ae, af, ABC+15, LLP+12,

KBF+15] mostly inherit MapReduce’s “single master/many workers” architecture, where

the central master is responsible for all scheduling activities. As such, they are limited

to a fixed computation model, e.g., asynchronous stream processing like Storm [sto],

synchronous mini-batch processing like Spark[ag], etc. Note that the recovery operation

is a critical consumer of time and space. It must quickly recover all failure operators’
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lost states on failover nodes (if any) without blocking the normal processing of stream

applications. As a result, it is difficult (or even impossible) for the centralized master to

manage state recovery of a large number of concurrently running applications due to the

inherent centralized bottlenecks.

The second challenge is “how can we handle many simultaneous failures while achiev-

ing fast recovery and imposing low hardware cost?” State-of-the-art stream process-

ing systems offer failure recovery mainly through three approaches: replication recov-

ery [SHB04, BBMS05], checkpointing recovery [sto, ai, QHS+13] and DStream-based

lineage recovery [aa, CEF+17, ZDL+13, SGH+16], which are either slow, resource-

expensive or fail to handle many simultaneous failures. Replication recovery adds sig-

nificant hardware cost because multiple copies must concurrently run on distinct nodes

for failover. Checkpointing recovery is known to be prohibitively expensive, and users

in many domains disable it as a result [MMI+13, ABB+16, PD10, PLGC15, GXD+14].

DStream-based lineage recovery is slow when the lineage graph is long and falls short in

handling multiple simultaneously failures.

We present FP4S, a novel fragment-based parallel state recovery mechanism to ad-

dress the challenges listed above: to efficiently handle many simultaneous failures for a

large number of concurrently running stream applications in a fast, scalable, and lightweight

manner.

FP4S operates as follows: (1) we first organize all the application’s operators into

a distributed hash table (DHT) based consistent ring [RD01] to provide each operator

with a unique set of neighbors; (2) afterward, we divide each operator’s in-memory state

into many fragments using erasure codes [RS60]. Erasure codes operate by converting a

data object into a larger set of code blocks such that any sufficiently large subset of the

generated code blocks can be used to reconstruct the original data object; and (3) finally,

we periodically checkpoint each node’s state in its neighbors, ensuring that different sets
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of available fragments can be used to reconstruct failed state in parallel. By doing that, this

failure recovery mechanism is extremely scalable to the size of the lost state, significantly

reduces the failure recovery time and can tolerate many simultaneous operator failures.

We apply FP4S on Apache Storm and evaluate it using large-scale experiments with

real-world datasets. Experimental results demonstrate the scalability, efficiency, and

fast failure recovery of FP4S. When compared to the state-of-the-art solutions (Apache

Storm [sto]), FP4S reduces in 37.8% the state recovery latency and reduces more than

half of the hardware costs. It can scale to many simultaneous failures and successfully

recover the states when up to 66.6% of states fail or get lost.

Contributions. We make the following technical contributions:

• We propose a decentralized architecture using a DHT-based consistent ring and

erasure codes to recover the distributed states for numerous concurrently running

stream applications. To the best of our knowledge, FP4S is the first work to use a

fully decentralized architecture for state recovery.

• We implement the FP4S prototype on the state-of-the-art stream processing system

Storm and demonstrate its portability to many other stream processing systems.

• We make a comprehensive evaluation of the scalability, fast recovery and robustness

of FP4S on a large cluster using real-world stream application’s datasets.

5.2 System Design and Implementation

In this section, we describe the basic workflow of FP4S, introduce each component, show

how stream applications’ distributed states are recovered by the FP4S-enabled stream

processing system, and explain the performance, scalability and flexibility benefits of

using FP4S.
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Figure 5.2: FP4S system design.

5.2.1 Overview

The FP4S aims to achieve the following goals:

• Resource efficient. Avoid the replication hardware overhead.

• Fast recovery. Avoid the slow recovery of retrieving state from disk and replaying

the data input that hurts the service quality of stream applications.

• Resilient to multiple failures. The mechanism needs to handle multiple simultane-

ous failures due to the much higher node dynamics in large clusters.

As show in Figure 5.2, the FP4S system consists of three layers: The DHT-based

consistent ring overlay, the fragmented parallel state recovery mechanism, and the high-

level FP4S interfaces that are exposed to the stream processing systems (e.g., Storm [sto],

Spark Streaming [spa], Heron [KBF+15]) for implementing the state recovery for stream

applications.
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• Layer 1: DHT-based ring overlay. Each data center server is installed with one or

many in-situ stream operators, also called “nodes” in this study. We organize these

potentially hundreds of thousands of nodes into a distributed hash table (DHT)

based ring overlay (e.g., Pastry [RD01], Chord [SMK+01]) which is commonly

used in Bitcoin [N+08], BitTorrent [Coh03], and FAROO [ak]. This overlay is

self-organizing and self-repairing. To do that, each node needs to maintain two

data structures: a routing table and a leaf set, in which the routing table is used

for looking for the state (within log(N) hops) and the leaf set nodes are used for

recovering the application state if one or more nodes fail.

• Layer 2: fragmented parallel state recovery. Periodically, the state in each node’s

memory is divided into m identically-sized blocks, which are encoded into n blocks,

where n > m. The n blocks of the state are replicated to n nodes from the original

node’s leaf set nodes in parallel, guaranteeing that the original state can be recon-

structed from any m blocks.

• Layer 3: high-level interfaces to stream processing systems. The high-level

FP4S programming API (Table 5.1) is exposed to the state-of-the-art stream pro-

cessing systems and programmers for implementing the parallel state recovery poli-

cies for concurrently running stream applications, e.g., Storm [sto], Spark [spa], and

Flink [aa].

5.2.2 DHT-based Ring Overlay

FP4S leverages DHT-based consistent overlay [RD01, SMK+01] to support parallel re-

covery of distributed states for a large number of concurrently running stream applica-

tions. In this DHT-based consistent ring overlay (e.g., Pastry [RD01], Chord [SMK+01]),

each node is equal to the other nodes, and they have the same rights and duties. The
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Figure 5.3: The routing process is cooperatively fulfilled by the routing table and the leaf
set.

primary purpose of this model is to enable all nodes to work collaboratively to deliver a

specific service. For example, in BitTorrent [Coh03], if someone downloads some file,

the file is downloaded to her computer in parts that come from many other computers in

the system that already have that file. At the same time, the file is also sent (uploaded)

from her computer to others that ask for it.

Similar to BitTorrent in which many machines work collaboratively to undertake the

task of downloading files and uploading files, we enable distributed stream operators to

work collaboratively to undertake the original centralized master’s failure recovery task.

First, each stream operator maintains an in-memory buffer to store the application state.

Instead of storing states at a remote storage, these distributed stream operators store the

states for each other. Second, these distributed stream operators (nodes) are self-organized

into a DHT-based overlay. Each node is randomly assigned a unique NodeId in a large

circular NodeId space. NodeIds are used to identify the nodes and route stream data. It

is guaranteed that any data can be routed to a node whose NodeId is numerically closest

to the destination node within O(logN) hops. To do that, each node maintains two data

structures: a routing table and a leaf set.
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1) Routing table: The routing table consists of physical node characteristics (NodeId,

IP) organized in rows by the length of common prefix. When routing a message, each

node forwards it to the node in the routing table with the longest prefix in common with

the destination NodeId. Figure 5.3 shows this routing process of Pastry’s DHT [RD01].

At each routing step, given a key, Pastry routes messages to the node whose NodeId

is numerically closest to the key. The node first checks if the key falls in the range of

the NodeIds’ leaf set. If so, the message is directly forwarded to that node. If not, the

message is forwarded to another node in the routing table whose NodeId shares a common

prefix with the key by at least one more digit (see Figure 5.3 first, second, and third hops).

In some cases, there is no appropriate entry in the routing table or the associated node is

not reachable. Then the message is forwarded to a node whose prefix is the same as the

local node, but numerically closer.

2) Leaf set: The leaf set contains a fixed number of nodes whose NodeIds are numer-

ically closest to each node, which assists in rebuilding routing tables and reconstructing

application’s state when any operator fails (see Sec. 5.2.3, next, for more details).

5.2.3 Fragmented Parallel State Recovery

The parallel recovery mechanism of FP4S leverages the key idea from erasure codes.

Erasure codes operate by converting a data object into a larger set of code blocks such

that any sufficiently large subset of the generated code blocks can be used to reconstruct

the original data object. For example, (32, 16)-Reed-Solomon (RS) code [RS60] di-

vides a data object into 16 blocks and transforms these blocks into 32 coded blocks,

guaranteeing that any 16 out of the 32 coded blocks are sufficient to reconstruct the orig-

inal data object. Erasure codes have been widely used in massive storage systems (e.g.,

OceanStore [KBC+00]), Bar codes (e.g., QR Code [KLM+10]), data transmission tech-

67



......
Routing table

...... ...... .........
Routing table

... ... ...

N0

Leaf set
N1 N2N2 N3

Node N5

N0

N1

N2

N5

Path of state recoveryPath of state recovery

s1s1s0s0 s2s2

s5
N6

N0 N1 N2

Figure 5.4: The fragment-based parallel state recovery process.

nologies (e.g., DSL [GDJ07]) and space transmission technologies (e.g., Galileo Probe).

Figure 5.4 shows the steps of the erasure-code-based parallel recovery algorithm.

Built upon Sec. 5.2.2’s DHT-based ring overlay, each node maintains a routing table

and a leaf set. Periodically, the state in each node’s memory is encoded into n identically-

sized fragments, which include m raw data fragments and k parity fragments, where k >=

1,n = m+ k. Then these n fragments of the state are replicated to n nodes in the original

node’s leaf set in parallel. The error correction mechanism of the erasure codes guarantees

that any m out of the n fragments are sufficient to correctly recompute, even though when

some fragments are not available in the leaf set (denoted as e), to reconstruct the original

state. Thus, as long as n− e >= m, the original state is safe to be accurately recomputed

from the node’s leaf set nodes.

• Step 1: encode state. For each node, FP4S converts its current version of state in

a sliding window into n fragments (configurable parameter) according to RSCodes

algorithm [RS60]. These n fragments include m raw data fragments and k parity

fragments. The amount of m and k are configurable.

• Step 2: save state. Each node sends these n fragments to any n of its leaf set nodes.

We ensure that the size of the leaf set is larger than n. We assign the NodeIds
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to reflect the physical proximity in order to ensure that the leaf set nodes are also

geographical closest nodes that have abundant bandwidth.

• Step 3: retrieve state. Once any failure happens, the retrieve routine is triggered.

A request to obtain the lost state’s fragments will be sent out. To recompute the

lost state, FP4S only requires m amount of n total fragments. These fragments are

stored at the leaf set nodes that are quite easy to access.

• Step 4: recompute state. Finally, the state recompute routine is triggered, which

reconstructs the lost state using erasure codes [RS60]. After that, the recovered

state will be used as input for the downstream operators and we can resume the

normal stream processing.

The benefits are the following: (1) it allows for tolerating a maximum of (n−m)

simultaneous failures; (2) the recovery process is fast. For multiple failures, different

nodes from non-overlapping leaf set nodes can work in parallel to recompute the lost

state, which is faster than DStream’s line-structured recovery that executes strictly in line

with the original lineage graph; and (3) we achieve data locality because the leaf set

contains nodes that are geographically close to the original nodes (e.g., in the same rack

or in the same site) that have abundant upload bandwidth.

5.2.4 FP4S API

FP4S is platform-agnostic and can be easily integrated with stream processing platforms

such as Storm [sto], Spark Streaming [spa], Flink [aa], Timely Dataflow [QHS+13],

Heron [KBF+15], etc. In our design, using FP4S is essentially a configuration option.

Depending on the usage scenario (e.g., stateful or stateless, latency requirement, relia-

bility requirement), users can choose to configure whether and when they want FP4S

support. Table 5.1 shows the FP4S API.
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Table 5.1: FP4S API

List <Fragment>Encode(int rawDataNumber, int parityNumber, State inputState)
The function is invoked to encode a state into many fragments. The fragment number is
decided by the inputs of rawDataNumber and parityNumber. The output is a list of encoded
fragments with the length of rawDataNumber + parityNumber.
Boolean[] Save(List<>fragment, DHTNetwork dhtNetwork, int numberOfThreads)
The function is invoked to save state into the DHT’s overlay. It generates multiple threads to
concurrently save the fragments. The inputs are the fragments, the DHT overlay information
and the number of threads. The output is a Boolean array that indicates the status of each
fragment.
List<Fragment>Retrieve(String stateName, DHTNetwork dhtNetwork, int num-
berOfThreads)
The function is invoked when a state recovery request is issued.
String Recompute(List<>fragments)
The function is invoked to recover the state. It loops through all the retrieved fragments. If
the number of fragments is equal or larger than the number of raw fragments, the function will
perform further computation to recompute the retrieved fragments into the original state.

5.3 Adaptivity Analysis

5.3.1 Adaptive Parameter Tuning

We provide a theoretical analysis model that can dynamically adjust the size and number

of FP4S fragments to achieve the adaptability of our system. FP4S collects the instrument

data during each episode, uses this data to train the model that will be exported next, and

then configures system parameters for the next episode. The input to the model includes

hardware properties (e.g., network and CPU speed), application characteristics and also

user preferences. Using this information, our models can accurately moderate the number

of data fragments m and parity fragments k to match the requirements for the subsequent

episodes.

FP4S can adjust the value of k so that it can accommodate multi-fragments failures

during the recovery process. Such extra cushion of reliability is particularly desirable

when the application nodes are known to be more failure prone and unreliable. In con-
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Figure 5.5: Probability of successful recovery.

trary, some other applications (e.g., real-time network monitoring) may opt for faster

recovery time over 100% reliability. FP4S can adjust m and thereby the default size of

each fragment to reduce the recovery latency.

5.3.2 Analysis

In this subsection, we analyze the performance of FP4S with adaptive number of frag-

ments and compare it with the checkpoint-based recovery (e.g., Apache Storm) in the

cluster. We compare the different methods of failure recovery based on three aspects: (1)

the hardware properties (e.g., network bandwidth, disk speed), (2) the application charac-

teristics (e.g., size of the state, size of fragment), and (3) the DAG length characteristics.

Assume the volume of state that is saved in each operator is s bytes. Considering in a

DAG, where the operator A sends its output to the operator B. Let s be the volume of state

in bytes. That means that A retains s bytes of records that it has passed down to B since the

last checkpoint. For simplicy, we only consider buffer state and ignore processing state
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for the time being. When (and if) operator B fails, operator C takes over and receives s

bytes from A, which must come from reading HDFS or some sort of network file system.

Assuming HDFS bandwidth to be h-bytes/sec, a checkpoint-based recovery scheme such

as used in Apache Storm will take:

Rc =
s
h
. (5.1)

When implementing FP4S recovery instead of checkpointing in the DAG, the buffer

state of node A is periodically backed up in its leaf set nodes. Note that s bytes of buffer

state is first split into m block (i.e., each being s/m bytes), that are then erasure-coded

into n blocks stored in n leaf-set nodes, where n > m. Therefore, s bytes of buffer state

requires sn/m bytes of storage in FP4S, leading to an overhead factor of (n−m)/m.

Note that although only s bytes of state is needed, C still issues for all n coded blocks

in anticipation of any potential failures among the sending nodes. However, after m blocks

are received correctly, C can ignore the remaining amount. Assuming network bandwidth

of η-bytes/sec, this retrieval takes s/η seconds. After that, C can recompute s bytes of

state from these coded blocks, say, at a rate c-bytes/second, which takes s/c seconds.

Therefore, the recovery time of FP4S, denoted by R f , is:

R f =
s
η
+

s
c
. (5.2)

We next consider the reliability aspect of the derived models, which is an impor-

tant metric to consider because of the random node failure that can lead to some non-

determinism. Assume that p is the probability for a node failure at any time. We also

assume that node failure is a Poisson process, which means that previous failures do not

affect the current failure.

When B fails in the DAG and another operator C needs at least m out of n leafset nodes

of A to recover fully. That means, C will recover in a single hop of data transfer, which
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we assume in our model, if n−m or less nodes from A’s leafset fail. Let the random

variable X denote the event when this happens, i.e., C can recover using A’s leafset nodes

in a single hop, which requires at least m leafset nodes of A are alive at that moment.

Note that if fewer leafset nodes are available, the DHT overlay will reorganize itself and

provide functioning leafset nodes for A;s leafset. However, that would take more time and

our model in (5.2) does not cover that. Therefore, our model reliability is given by:

P(X = 1) =
n−m

∑
i=0

(
n
i

)
pi(1− p)n−i. (5.3)

While there is no close-form solution to the above expression, we perform numerical

evaluations with varying m, then varying n in range [m,2m], and also varying the the node

failure probability p. Results are shown in Fig. 5.5.

Note that another way to interpret our model reliability equation in (5.3) is that it also

works as a measure of FP4S’s efficiency in that the failure recovery takes the minimum

time when the right parameters m and k are chosen. Of course, FP4S will continue to

work without such parameter tuning, although potentially sub-optimal.

Combining (5.1) and (5.2), we get:

Rc > R f ⇒
s
h
>

s
η
+

s
c
⇒ h <

cη

c+η
. (5.4)

We show the effect of (5.4) in Fig. 5.6, where we compare the maximum allowed

HDFS bandwidth h against FP4S’s recompute rate c. The goal is to see up to what speed of

HDFS it is still viable to use FP4S for a given network bandwidth η . It is clear that for the

most realistic values of c, η and h, FP4S is the preferred choice in terms of performance.

5.3.3 Instrumentation requirements

Here we describe the instrumentation requirements FP4S imposes and discuss the issues

we encountered when integrating it with the Apache Storm processing engine.
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Figure 5.6: Maximum limit for HDFS rate vs Recompute rate c in FP4S.

In Apache Storm [sto], stream processing applications are deployed and executed

as topologies. The topologies contain the business logics. These logics are formed as

a DAG (directed acyclic graph) and implemented by spouts and bolts. Spouts are the

data sources of the stream, which accept input data from raw data sources like Twitter

Streaming API [as], Apache Kafka queue [ae], etc. Bolts are the logical processing units.

Spouts pass data to bolts and bolts process and produce a new output stream. IRichBolt

is the common interface for implementing bolts.

FP4S interacts with the IRichBolt interface in Storm [sto]. If FP4S is enabled, FP4S

periodically saves the states into the DHT-based ring overlay for all stateful operators

(bolts). For record-at-a-time systems like Storm, saving every operator’s state may incur

a lot of overhead. Instead, we aggregate the states for all the operators except for sources

(spouts) and sinks. The aggregated state size is configurable in order to satisfy different

real-world stream applications’ requirements. After the size reaches a certain threshold,

the Encode function encodes the states into fragments and the Save function puts these
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fragments into the DHT-based overlay. If any node fails, the leaf set nodes call the routines

to Retrieve and Recompute states on failover nodes. Any qualified available subset of

fragments will be sufficient to recover the lost states by the Recompute function.

5.4 Evaluation

We integrate FP4S with Apache Storm and evaluate it using large scale real-world exper-

iments, demonstrating its scalability, efficiency, and fast failure recovery. Experimental

evaluations answer the following questions:

• How does the FP4S-enabled Storm system scale with the size of state, the num-

ber of concurrently running applications and the number of simultaneously failed

operators?

• How does the efficiency of the fragment-based parallel state recovery algorithm

change with different parameters, e.g., the number of the raw fragments (m) and

the number of the coded fragments (n), and how does FP4S balance the workload?

• What are the performance and functionality benefits of FP4S compared to the state-

of-the-art solutions?

• What is the overhead and the instrumentation used by FP4S?

5.4.1 Setup

We run all FP4S experiments on up to 4 machines, each with 16 Intel Xeon Gold 6130@2.10GHz

cores and 256GB of RAM, running GNU/Linux 3.10.0. On top of these machines, we

boot up 50 virtual machines to host 650 stream operators in total, each with 4 cores and

8GB of memory, running Linux Ubuntu 4.4.0. We use Apache Storm 2.0.0 [ah] config-

ured with 10 TaskManagers, each with 4 slots (maximum parallelism per operator = 36).
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Table 5.2: Real-world application’s dataset.

Application Dataset Size
Trending Topics Twitter Streaming API [as] >1TB
Bargain Index Google Finance [al] >1TB

Word Count
Project Gutenberg [ap] 8GB
Wikimedia Dumps [at] 9GB

Traffic Monitoring Dublin Bus Traces [aj] 4GB

We use Pastry 2.1 [ao] configured with leafset size of 24, max open sockets of 5000 and

transport buffer size of 6MB.

To demonstrate generality across diverse computations and streaming operators. We

deploy Yahoo streaming benchmarks [CDE+16] and real-world stream applications to

FP4S (see Table 5.2).

These stream applications contain various representative streaming operators: state-

less streaming transformations (e.g., map, filter), stateful operators (e.g., incremental

join), and various window operators (e.g., sliding window, tumbling window and session

window). We compare FP4S with a state-of-the-art failure recovery solution: the check-

pointing recovery approach commonly used in TimeStream [QHS+13], Storm [sto], and

Trident [ai]. We were not able to compare with Drizzle [VPO+17] because its source

code is not publicly available. We choose the checkpointing recovery approach as the

baseline approach because the replication recovery already costs twice the hardware and

the DStream-based lineage recovery approach is not generalized because it sacrifices pro-

gramming model transparency by forcing programmers to declare and maintain state us-

ing Spark’s RDDs [ZCD+12].

The base value of raw fragments (m) and the coded fragments (n) are derived from

production systems such as Pond [REG+03] and Sia [ar], which set m = 16, n = 16 and

m = 10, n = 20 respectively. To fully evaluate the FP4S performance, we vary the values

of m, n and the input state size.
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Figure 5.7: State recovery time for different input state sizes.

5.4.2 FP4S vs Checkpointing Recovery

We compare the failure recovery time of FP4S with the checkpointing recovery by varying

the size of the state and the number of concurrently running stream applications.

The FP4S fragmented parallel recovery process consists of two steps: saving the state

to leaf set nodes in the DHT-based overlay, and recomputing the state if any failure hap-

pens. Similarly, the checkpointing recovery process also consists of two steps: check-

pointing the state to the HBase [ad] or HDFS [ac], and retrieving the state from HBase

or HDFS if failure happens. Note that, for both approaches, the first step can run asyn-

chronously with the second step so the first step may not impact the failure recovery time

if they are executed in a pipeline.

Failure recovery time. Figure 5.7 shows the failure recovery time comparison of

FP4S vs Storm’s checkpointing recovery. In this experiment, we focus on a single stream

application that has only one operator failure and we vary the state size. As Figure 5.7

shows, FP4S achieves 40.3% to 87.1% less failure recovery time compared to Storm’s

checkpointing recovery. The improvement gap increases as the size of the state increases.

The rationale behind the result lies in that FP4S fragmented parallel recovery involves
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Figure 5.8: State saving time for different input state sizes.

many nodes to help re-compute the state in parallel which significantly reduces the failure

recovery time. Instead, the checkpointing recovery only relies on a single node to retrieve

the state which is constrained by the HBase I/O rate and the network bandwidth.

State saving cost. Figure 5.8 shows the state saving cost comparison of FP4S vs

Storm’s checkpointing recovery. The FP4S state saving cost includes the time cost for

dividing the state into fragments, encoding each state, and then writing the encoded frag-

ments into leaf set nodes. We write them into the leaf set nodes serially to enable a fair

comparison with the checkpointing recovery. As Figure 5.8 shows, the state saving cost

of FP4S is less than the state saving cost of the checkpointing recovery especially for

large state because it runs in parallel with the operators execution.

Scale with the number of applications. Figure 5.9 shows the total failure recovery

time for FP4S and Storm’s checkpointing recovery when there are a large number of

concurrently running stream applications on the platform. We set the failure rate of stream

operators to be 1% according to Zorro [PLGC15]. As Figure 5.9 shows, compared to

Storm’s checkpointing recovery that has linearly increasing state recovery time, FP4S

can handle many simultaneous failures with relatively stable state recovery time. This
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Figure 5.9: Total failure recovery time by varing # concurrently running stream applica-
tions.

is because FP4S leverages the DHT consistent ring overlay to distribute the total failure

recovery load across all participating nodes and thus simultaneously failing operators’

states can be recovered in parallel, which significantly improves the scalability.

5.4.3 Fragmented Parallel Recovery Algorithm

Several important factors affect the recovery performance, including the number of the

raw fragments m in a state, the number of the parity fragments k in a state, the number of

unavailable blocks e in a state and the amount of leaf nodes.

Number of the raw fragments (m). We evaluate the impact of the number of the

raw fragments m in a state on the recovery performance by varying m from 11 to 20,

where k is set to be 10. Figure 5.10 plots the performance of state recomputing time when

recovering from single failure by varying m. We can observe that the state recomputing

time increases as the number of raw fragments m increases. The reason lies in that the

recovery time of FP4S is mainly determined by mB/(m+ k− 1), where B is the amount

of data that any providing peer uploads. mB/(m+ k− 1) increases with the increases of
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Figure 5.10: Adjust raw fragment (m) parameter.
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Figure 5.11: Normal probability plot of the state size across all DHT nodes.

m when the values of k and B are given. Thus, the performance of FP4S is more sensitive

to m when k is smaller.

Number of the parity fragments (k). We evaluate the impact of the number of the

parity fragments k in a state on recovery performance by varying k from 11 to 20, where

m is set to be 10. Figure 5.12 plots the performance of state recomputing time when

recovering from single failure by varying k. We can observe that FP4S achieves better

recovery performance when k is increasing from 11 to 20. The reason is that the recovery

time of FP4S is mainly determined by by mB/(m+ k−1), where B is the amount of data
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Figure 5.12: Adjust parity fragment (k) parameter.
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that any providing peer uploads. mB/(m+ k−1) decreases with the increases of k when

the values of m and B are given.

Number of unavailable blocks (e). We evaluate the impact of the number of un-

available blocks e on recovery performance by varying e from 1 to 20. We can see from

Figure 5.13 that the total failure recovery time of FP4S increases linearly with the increase

of e. This is due to the current star-like structure of the FP4S prototype, in which the per-

formance bottleneck of FP4S is mainly the upload speeds of providing peers. Thus, the

recovery performance of FP4S is inversely proportional to the amount of data a providing

peer uploads. In the future, we plan to enable fragments to be transmitted and combined

81



1 2 0 4 0 6 0 8 0 1 0 01

1 0

2 0

3 0

4 0

5 0

>  4 6 8  ( 0 % )
3 6 4 - 4 6 8  ( 1 . 6 % )
2 6 0 - 3 6 4  ( 5 . 8 % )
1 5 6 - 2 6 0  ( 2 9 . 6 % )
5 2 - 1 5 6  ( 4 3 . 0 % )

D H T  n o d e  I d  i n  o r d e r

Se
rve

r Id
 in

 or
de

r
2

5

7

8

1 0

S t a t e  s i z e  ( M B )

0 - 5 2  ( 2 0 . 0 % )

Figure 5.14: Heatmap of the state size across all DHT nodes.

through a spanning tree covering the replacing node and all providing nodes to mitigate

this performance bottleneck.

5.4.4 Load Balance

FP4S has an attractive load balance feature because it assigns each operator a non-overlapping

set of leaf set nodes, which distributes the total load of state saving and recovery all over

the overlay. We evaluate the load balance of FP4S by running 500 stream applications

on the platform of 50 virtual servers that have 5000 DHT nodes. Each application has

512 MB state and we have 780GB states in total that need to be saved in the above 5000

nodes.

Figure 5.14 plots the heatmap of the state size on each DHT node. Figure 5.11 shows

the normal probability plot for the size of stored state per node. We can observe that over

90% (20%+43%+29.6%) of nodes store state with less than 260 MB (see the blue zone

in Figure 5.14), while less than 7.5% nodes store state over 260 MB, demonstrating its

attractive load balance and scalability features.
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Figure 5.15: The overhead analysis of the FP4S-enabled Storm at runtime.

5.4.5 Overhead Analysis

We evaluate FP4S runtime overhead, particularly those pertaining to its saving and recov-

ery execution, and compare them with the checkpointing recovery approach. The FP4S

saving and recovery require additional CPU to compute the fragments and additional

memory for maintaining intermediate results. Figure 5.15 presents these costs, explained

next.

CPU overhead. Figure 5.15a shows the per-node CPU runtime overhead comparison

of FP4S vs checkpointing recovery. The CPU runtime overhead of FP4S is less than the

checkpointing recovery. This is because fragment calculations account for only a small

fraction (<10%) of the entire save and restore execution.

83



Memory overhead. Figure 5.15b shows the per-node memory run-time overhead

comparison of FP4S vs checkpointing recovery. The memory overhead of FP4S is less

than the checkpointing recovery. This is because the checkpointing recovery involves a

centralized daemon process such as Zookeeper for coordination. Instead, FP4S nodes are

independent, which does not require the centralized daemon process to maintain these

relationships.

5.5 Summary

In this paper we have described and evaluated FP4S, a novel fragment-based parallel

state recovery mechanism that can handle many simultaneous failures for stateful stream

applications. Unlike existing failure recovery approaches based on replication or check-

pointing which are either slow, resource-expensive or fail to handle many simultaneous

failures, FP4S leverages DHTs and erasure codes to divide each operator’s in-memory

state into many fragments and periodically save them in each node’s leaf set nodes in a

DHT ring, ensuring that different sets of available fragments can reconstruct failed state

in parallel. By doing that, this failure recovery mechanism is scalable to the size of the

lost state, which significantly reduces the failure recovery time and can tolerate many

simultaneous operator failures.

FP4S is framework-agnostic and broadly applicable to a range of streaming systems.

We have implemented FP4S atop the state-of-the-art stream processing engine Apache

Storm, and demonstrated its scalability, efficiency, and fast failure recovery features that

incur negligible instrumentation overheads. Note that dividing data blocks, encoding raw

fragments, uploading encoded fragments, and reconstructing states are non-overlapping

operations, so many interesting questions for future work arise: such as how to pipeline

them to speed up the recovery process? How to adjust the ratio of m and n to tradeoff
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the reduced upload data and the increased computation complexity? How to provide a

theoretic model to estimate network I/O cost and computation complexity?
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CHAPTER 6

CONCLUSION AND FUTURE WORK

6.1 Conclusion

How should we provide and optimize a system that support next-generation distributed

data processing in cloud? This dissertation presents a possible solution perspective: a dis-

tributed and easy-to-use system, which defined processing abstract, instantly collaborates

with the processing data information, can provide useful knowledge that people need and

promising performances in functionality.

In this dissertation, three research works are introduced from different perspectives

to optimize distributed application in cloud environment. More specifically, they mainly

focus on the system-level design in supporting scalable, online, and efficient system.

Specifically, DocMan, a toolset that adopts a black-box approach to discover container

ensembles and collect information about intra-ensemble container interactions. It uses a

combination of techniques such as distance identification and hierarchical clustering.

For storage optimization, we analyze the possibility to improve the HDFS data blocks

replication mechanism. The caching strategy MemCached is leveraged in the design to

effectively replicate the popular blocks in memory. The experimental results show that

the proposed design is able to improve the HDFS based applications’ performance from

different perspectives and has the potential to overcome the critical issues of traditional

Big Data storage systems.

FP4S is framework-agnostic and broadly applicable to a range of streaming systems.

We have implemented FP4S atop the state-of-the-art stream processing engine Apache

Storm, and demonstrated its scalability, efficiency, and fast failure recovery features that

incur negligible instrumentation overheads.
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In conclusion, the first work, a system named DocMan, is introduced to support appli-

cation dependencies detection in cloud. The second work proposed a solution to optimize

distributed applications’ storage. The third work is a system named FP4S, is introduced

to achieve applications state failure recovery by using the erasure code method. They

correspond to specific areas but interrelated functions of next-generation distributed data

processing applications in cloud environment.

6.2 Lessons Learned

Non-intrusive approach. To fulfill the same purpose, a non-intrusive approach should

be considered in advance of intrusive approach. The system, DocMan, is used to detect

dependencies. We implement the non-intrusive approach via capturing the CPU, memory

and I/O logs. The rationale behind our approach is that we observed that real-world

containerized multi-tier applications exhibited strong correlation among their resource

usage statistics. It makes the approach having a wide usage instead of just working for a

specific application.

Handle real problem scenarios. When we consider solving a problem, we need to

know if the problem is the same or similar to the real scenarios. For example, when we

do the project for failure recovery, if we only consider to recover a state at a time, it will

be quite different from the real scenario. Then the following optimization will not make

much sense. So we solve the problem based on the problem of how to scale recovery with

the size of the state, the number of simultaneous failures and the number of concurrently

running stream applications on a shared platform, which makes the problem the same as

a real problem that is happening in the industrial world.

Imposing low hardware cost. When we archive a target, we cannot ignore the hard-

ware cost, otherwise it will make the solution not realistic. For example, state-of-the-art
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data processing systems offer failure recovery mainly through three approaches: repli-

cation recovery, checkpointing recovery and DStream-based lineage recovery, which are

either slow, resource-expensive or fail to handle many simultaneous failures. Replication

recovery adds significant hardware cost because multiple copies must concurrently run on

distinct nodes for failover. Checkpointing recovery is known to be prohibitively expen-

sive, and users in many domains disable it as a result. DStream-based lineage recovery

is slow when the lineage graph is long and falls short in handling multiple simultaneous

failures, so we propose the solution FP4S in a lightweight manner.

6.3 Broader Impact

In this dissertation, the three proposed systems are focus on different optimization per-

spectives. However, they are inter-connected, which can be implemented into distributed

applications platform together or partially. They are framework-agnostic and broadly

applicable to a range of distributed systems. The source code and presentations of the

proposed systems are public to the community, which will make they have a broader

impact.

6.4 Future Work

Many open questions and challenges are needed further consideration and research ef-

forts in supporting scalable, efficient, and distributed data applications, as shown in the

following:

For dependencies detection, DocMan’s methods are fully implemented, but additional

work is required for using it to continuously detect and manage containers at cloud-scale.

For example, we need to filter out background traffic noises (i.e., heartbeat packets), since
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such traffic might otherwise be interpreted as intra-ensemble communications. Further, it

would be interesting to integrate DocMan into management solutions like Kubernetes and

Docker Swarm. We also plan to leverage DocMan’s insights to directly guide the con-

tainer placement, thus improving containerized application’s performance and amortizing

the expenses related to their debugging and maintenance.

For storage optimization, there might be different levels of content access speed in-

stead of just memory and hard disk. For example, the hard disk access speed may vary

from 1.7MBps to 520MBps for HDD and SSD. For different types of memory also have

this kind of variation. To accurately optimize these different types of storage, we need to

define more complicated algorithms to cater to these scenarios.

For FP4S, note that dividing data blocks, encoding raw fragments, uploading encoded

fragments, and reconstructing states are non-overlapping operations, so many interesting

questions for future work arise: such as how to pipeline them to speed up the recovery

process? How to adjust the ratio of m and n to trade off the reduced upload data and

the increased computation complexity? How to provide a theoretic model to estimate

network I/O cost and computation complexity?

We hope that the continuous research experience of system support in distributed ap-

plications can help us solve these problems and challenges. We also wish more research

efforts can be conducted to design innovative next-generation cloud distributed systems.

89



BIBLIOGRAPHY

[0] Cloud computing trends: 2018 state of the cloud survey. https:

//www.rightscale.com/blog/cloud-industry-insights/cloud-

computing-trends-2018-state-cloud-survey.

[aa] Apache flink. http://flink.apache.org/.

[ab] Apache flume. http://flume.apache.org/.

[ac] Apache hadoop hdfs. https://hadoop.apache.org/docs/current/

hadoop-project-dist/hadoop-hdfs/.

[ad] Apache hbase. http://hbase.apache.org/.

[ae] Apache kafka. http://kafka.apache.org/.

[af] Apache samza. http://samza.apache.org/.

[ag] Apache spark. http://spark.apache.org/.

[ah] Apache storm 2.0.0. https://storm.apache.org/2019/05/30/

storm200-released.html.

[ai] Apache trident. http://storm.apache.org/releases/current/

Trident-tutorial.html.

[aj] Dublin bus gps sample data from dublin city council. https://data.

gov.ie/dataset/.

[ak] Faroo. https://en.wikipedia.org/wiki/FAROO.

[al] Google finance data api. http://finance.google.com/finance/

feeds/.

[am] Leveldb. https://github.com/google/leveldb/.

[an] Mongodb. http://www.mongodb.com/.

[ao] Pastry. https://www.freepastry.org/FreePastry/.

90

https://www.rightscale.com/blog/cloud-industry-insights/cloud-computing-trends-2018-state-cloud-survey
https://www.rightscale.com/blog/cloud-industry-insights/cloud-computing-trends-2018-state-cloud-survey
https://www.rightscale.com/blog/cloud-industry-insights/cloud-computing-trends-2018-state-cloud-survey
http://flink.apache.org/
http://flume.apache.org/
https://hadoop.apache.org/docs/current/hadoop-project-dist/hadoop-hdfs/
https://hadoop.apache.org/docs/current/hadoop-project-dist/hadoop-hdfs/
http://hbase.apache.org/
http://kafka.apache.org/
http://samza.apache.org/
http://spark.apache.org/
https://storm.apache.org/2019/05/30/storm200-released.html
https://storm.apache.org/2019/05/30/storm200-released.html
http://storm.apache.org/releases/current/Trident-tutorial.html
http://storm.apache.org/releases/current/Trident-tutorial.html
https://data.gov.ie/dataset/
https://data.gov.ie/dataset/
https://en.wikipedia.org/wiki/FAROO
http://finance.google.com/finance/feeds/
http://finance.google.com/finance/feeds/
https://github.com/google/leveldb/
http://www.mongodb.com/
https://www.freepastry.org/FreePastry/


[ap] Project gutenberg. http://www.gutenberg.com/.

[aq] Rocksdb. http://rocksdb.org/.

[ar] Sia: a decentralized storage platform secured by blockchain technology.
http://sia.tech/.

[as] Twitter streaming apis. https://developer.twitter.com/en/docs/

tutorials/consuming-streaming-data.

[at] Wikimedia dumps. https://dumps.wikimedia.org/.

[A+10] Jonathan Appavoo et al. Providing a cloud network infrastructure on a su-
percomputer. In 19th ACM International Symposium on High Performance
Distributed Computing, pages 385–394. ACM, 2010.

[A+11] Ganesh Ananthanarayanan et al. Scarlett: coping with skewed content
popularity in mapreduce clusters. In Proc. 6th conf. on Computer systems,
pages 287–300. ACM, 2011.

[AAB+05] Daniel J Abadi, Yanif Ahmad, Magdalena Balazinska, Ugur Cetintemel,
Mitch Cherniack, Jeong-Hyon Hwang, Wolfgang Lindner, Anurag
Maskey, Alex Rasin, Esther Ryvkina, et al. The design of the borealis
stream processing engine. In Cidr, volume 5, pages 277–289, 2005.

[ABB+13] Tyler Akidau, Alex Balikov, Kaya Bekiroğlu, Slava Chernyak, Josh Haber-
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