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ABSTRACT OF THE DISSERTATION

MODELING AND ANALYZING CYBER-PHYSICAL SYSTEMS USING

HYBRID PREDICATE TRANSITION NETS

by

Dewan Mohammad Moksedul Alam

Florida International University, 2020

Miami, Florida

Professor Xudong He, Major Professor

Cyber-Physical Systems (CPSs) are software controlled physical devices that are

being used everywhere from utility features in household devices to safety-critical

features in cars, trains, aircraft, robots, smart healthcare devices. CPSs have com-

plex hybrid behaviors combining discrete states and continuous states capturing

physical laws. Developing reliable CPSs are extremely difficult. Formal modeling

methods are especially useful for abstracting and understanding complex systems

and detecting and preventing early system design problems. To ensure the de-

pendability of formal models, various analysis techniques, including simulation and

reachability analysis, have been proposed in recent decades. This thesis aims to

provide a unified formal modeling and analysis methodology for studying CPSs.

Firstly, this thesis contributes to the modeling and analysis of discrete, con-

tinuous, and hybrid systems. This work enhances modeling of discrete systems

using predicate transition nets (PrTNs) by fully realizing the underlying specifica-

tion through incorporating the first-order logic with set theory, improving the type

system, and providing incremental model composition. This work enhances the

technique of analyzing discrete systems using PrTN by improving the simulation

algorithm and its efficient implementation. This work also improves the analysis

vi



of discrete systems using SPIN model checker by providing a complete and more

accurate translation method.

Secondly, this work contributes to the modeling and analysis of hybrid systems

by proposing an extension of PrTNs, hybrid predicate transition nets (HPrTNs).

The proposed method incorporates a novel concept of token evolution, which nicely

addresses the continuous state evolution and the conflicts present in other related

works. This work presents a powerful simulation capability that can handle linear,

non-linear dynamics, transcendental functions through differential equations. This

work also provides a complementary technique for reachability analysis through the

translation of HPrTN models for analysis using SpaceEx.

Finally, several well-known CPSs are modeled and analyzed to demonstrate the

effectiveness and applicability of the proposed methodology, which include a sys-

tem with complex dynamics defined using the second-order differential equation, a

system with multiple non-linear dynamics, and a system composed of hybrid compo-

nents. All the improvements and proposed methods are fully realized in the PIPE+

tool environment.
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CHAPTER 1

INTRODUCTION

A Cyber-Physical System (CPS) is an ecosystem that combines and integrates

heterogeneous components providing cyber features (communication, computing,

and control) with physical devices, which work together to accomplish specific goals.

For instance, many safety features in modern cars like the anti-lock braking system

(ABS), cruise control, vehicle stability assist (VSA), electronic brake distribution

(EBD) are some examples of cyber-physical systems. With the technological break-

throughs in recent years, these computing devices have become more sophisticated,

powerful, and embeddable. With this advancement, these computing devices have

become the most acceptable choice to be used as controllers, and mechanical con-

trollers are being replaced with digital controllers everywhere. From utility features

in household devices, like smart refrigerator, smart air-conditioning to safety-critical

features in cars, trains, aircraft, robotics, smart healthcare devices, smart grids,

manufacturing process control, collision avoidance in avionics they are being used.

With the proliferation of CPS powered systems, the reliance on these systems for

safe operations is ever-growing. So is the expectation of reliability and correctness.

Especially for systems performing safety-critical tasks, it is imperative to ensure

that these systems are working correctly. Fulfilling this expectation is extremely

difficult due to the involvement of complex, multi-modal, multi-domain, and physical

components. This difficulty is magnified when different components exhibit different

fundamental behavior. A typical strategy to verify the safe behavior is to analyze

and predict the components’ behavior to see whether they always remain in the

defined safe zones when started within a safe state. Finally, it is also analyzed how

the behavior of one component affects the behavior of the other.
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The first step to analyze a system is to model its behavior. However, it is

impractical to carry out the analyses on the actual systems. Instead, we need a

representation or model of the system that depicts the high-level description of

the essential system behavior. These models are then analyzed to decide whether

they are guaranteed to meet the requirements. Several different models have been

proposed in the literature to capture the behavior of varying nature of different

systems. Among other models, Hybrid Systems [2] have been the focus of intense

research in the past few decades. Hybrid systems are a mathematical model that

combines discrete dynamics with continuous dynamics. In essence, these are one

particular case of CPSs, where only the nature of the dynamics is focused, and all

other subtleties are abstracted away.

One early prominent work is the hybrid automata [3] that provides a concrete

mathematical framework for the analysis and verification of hybrid systems. Hybrid

automata integrate diverse models such as differential equations and state machines

in a single formalism with a uniform mathematical semantics and novel algorithms

for multi-modal control synthesis and safety and real-time performance analysis [2].

However, despite providing powerful methods to analyze hybrid systems, the major

inconvenience of hybrid automata is the dramatic increase of model dimensions

for complex systems due to the intrinsic global state configurations and sequential

behaviors of hybrid automata.

Petri nets (also known as low-level Petri nets), a concurrent and distributed for-

mal method, provide great flexibility to model complex discrete reactive systems. To

model continuous dynamical systems, Petri nets have been evolved towards continu-

ous Petri nets [4]. Continuous Petri nets have been extended to hybrid Petri nets [5]

for modeling hybrid systems. Hybrid Petri nets inherit the advantages of the Petri

net model, such as capturing distributed behaviors, concurrency, synchronization,

2



and conflicts. However, similar hybrid automata, modeling complex systems using

low-level Petri nets, is extremely difficult. Also, low-level Petri nets suffer from the

state explosion problem. To solve this problem, several extensions to low-level Petri

nets are introduced. These are commonly known as high-level Petri nets.

High-level Petri nets (HLPNs) are powerful formal methods for modeling concur-

rent and distributed systems. HLPNs provides a graphical representation of systems

to make them easier to understand. They offer strong expressive power through rich

data abstraction, algebraic expressions, and logic formulas to define system function-

ality—furthermore, their dynamic semantics support model level simulation. As a

result, they are being used widely in system modeling in many application domains.

They are also being studied extensively. Numerous extensions to these formalisms

are available to model different types of systems. Predicate transition nets [6], Col-

ored Petri nets [7], algebraic Petri nets [8] are widely used classes of high-level Petri

nets. HLPNs are further extended towards hybrid high-level Petri nets to model

hybrid systems [9, 10, 11].

Despite providing great flexibility to model hybrid systems, hybrid high-level

Petri nets, similar to all class of high-level Petri nets, are very hard to analyze.

Also, there is no effective tool available to verify the correctness of hybrid high-level

Petri nets models mathematically. However, many sophisticated tools are available

to analyze and verify the safety properties of hybrid system models build using

hybrid automata. In recent years, SpaceEx [12] has gained great success in providing

reachability analysis for hybrid system models.

The Problem. In the previous paragraphs, two fundamentally different tech-

niques are mentioned that are the focus of extensive research during the last few

decades. One of them, hybrid automata, provides numerous efficient analysis tech-

niques but modeling with it is challenging. On the other hand, high-level Petri nets

3



Figure 1.1: A unified modeling and analysis methodology supported in PIPE+

are well suited for modeling concurrent and distributed system control and support-

ing synchronous and asynchronous communication; however them lack of efficient

analysis techniques except simulation. In this settings, under this thesis, we seek

to find out - (1) how to develop a unified modeling methodology that allows us to

model a wide range of CPSs, and (2) how to provide effective analysis techniques,

within the same methodology, to ensure the dependability of these systems.

Preliminary Results. In previous works along this line [13, 14, 15] a class of

predicate transition nets (PrTN) is realized in the PIPE+ [13] tool environment.

The adopted class of PrTN is slightly different than what originally defined in [6].

Rather it adopts the concepts of hierarchical predicate transition net [16], algebraic

Petri nets [8], and uses first-order logic formulas to model the behavior. These

provide a powerful technique to model a wide range of discrete systems. For anal-

ysis, it provides simulation and translation-based model checking techniques where

the PrTN models are translated into the input language of some well-known model

checkers for discrete systems. However, the realization of PrTN in PIPE+ and some

translation methods have many limitations and severe flaws. Under this study, those

limitations are resolved. The modeling capability in PIPE+ is enhanced in many

ways. Also, several new methods of translation of PrTN are introduced [17, 18].

Thus, a unified methodology is developed that brings powerful modeling methods
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and sophisticated analysis techniques for discrete systems within the same method-

ology. Figure 1.1 shows an overview of the workflow of this methodology.

New Contributions. The methodology resulted from the preliminary works

provides a sophisticated method to model and analyze discrete systems. Under this

study, the concepts of this methodology are further extended for hybrid systems.

Here, the concepts of PrTN, as realized in PIPE+, are extended to make it capable

of modeling hybrid systems and introduced as Hybrid Predicate Transition Nets

(HPrTN) [19, 20]. For analysis, along with simulation, a translation-based technique

is developed. These works made the following major contributions:

1. An improved modeling method for discrete event systems using PrTN by fully

realizing the underlying algebraic specification and providing new capabilities

2. An enhanced analysis techniques for discrete systems by improving the sim-

ulator and providing a more accurate translation method for model checking

using SPIN model checker

3. A new definition of hybrid predicate transition nets (HPrTNs) to model cyber-

physical systems

4. An effective analysis technique for cyber-physical systems model using HPrTNs

leveraging the state of the art model checker SpaceEx [12] for hybrid systems

through model translation

5. The redesign and enhancement of the tool PIPE+ to support the modeling

and analysis of CPSs using HPrTNs.

The following subsections provide some overview of these contributions.

Modeling discrete systems. While in theory, PrTNs support all the data

types and functionality provided by an underlying algebraic specification. In prac-
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tice, only a limited algebraic specification was realized. This dissertation generalizes

PrTN definition used in PIPE+ [21] with several new features, which include:

• Improved type system by introducing more generic type to model the numer-

ical attributes.

• New mathematical expressions that increased the expressiveness of PrTN

• Full First-Order Logic formulas with quantifiers, and set-operations.

• Incremental modeling through model composition.

• A logical clock to model time-dependent behaviors.

Analyzing discrete systems. The method to analyze PrTN models is im-

proved by providing an enhanced simulation environment and implementing more

robust and complete translation techniques from PrTN to Promela, the underlying

modeling language for model checker SPIN. The simulation environment for PrTN

in the PIPE+ tool is enhanced to provide better performance. Some of the key

enhancements are - a new syntax tree designed to reduce the depth of the syntax

tree for any formula by half, run-time efficiency of the evaluation of the transition

constraints is improved through memoization of the intermediate results during sim-

ulation, and so on. For model checking with SPIN, a complete translation scheme

is implemented where each element in PrTN is translated to equivalent form in

Promela. The transition constraint evaluation is emulated the same as the simula-

tor in PIPE+. Apart from these, additional translation schemes are implemented

to capture agent-oriented models. These improvements, along with other minor

modifications, are discussed further in chapter 3.

Modeling Hybrid Systems. To model CPSs, hybrid predicate transition nets

(HPrTNs), a new class of hybrid high-level Petri nets is introduced. HPrTN is
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an extension to PrTN with additional new functionalities to incorporate models

of components containing continuous dynamics with discrete components and new

semantics to define the evolution of continuous components and resolving conflicts

between the discrete and continuous components. Important features of HPrTNs in-

clude continuous places, token evolution through differential equations, logical time,

and net composition. Some preliminary results in incorporating some continuous

features into predicate transition nets (PrTNs) for modeling and analyzing hybrid

systems are presented in [19]. In [20] these concepts are extended and refined fur-

ther to (1) provide a complete formal definition of hybrid predicate transition nets

(HPrTNs), (2) show the formal relationships between HPrTNs and hybrid automata,

(3) eliminate the conflicts between continuous and discrete components by remov-

ing the continuous transitions and associating differential equations to continuous

places to more accurately reflect the token evolution, and (4) model and analyze

several new benchmark hybrid systems using HPrTNs. Chapter 4 discusses these

concepts in detail.

Analyzing Hybrid Systems. The support for analyzing the hybrid systems

are two-fold - simulation and reachability analysis using state of the art model

checker. The simulation of HPrTN models needs simulation of both discrete and

continuous components. Although the discrete and continuous components share

much of the structural features of the HPrTN, they have completely different dy-

namic semantics requiring different simulation mechanisms. To facilitate the simu-

lation of the continuous components, several new concepts are introduced. Some of

the important aspects are summarized here.

• New scheduling mechanisms. The connected components are thought to

be evolving at all times. To simulate this behavior, a new scheduler is in-
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troduced, which periodically evaluates the connected components’ constraints

and computes the evolution of the connected components.

• Differential equation solver. Incorporation of differential equation solvers.

The computation of the evolution of the continuous components depends on

solving the differential equations specifying the behavior. To solve these equa-

tions, a well-known and community accepted Python library is used. To com-

municate between Java and Python process, a light-weight inter-process com-

municator is introduced. This communicator, takes the commands and inputs

to Python process, pythons process execute the input, and returns the result.

• Token evolution. The evolution rules (differential equations) of the contin-

uous components are associated either with the continuous places or with the

tokens within those. The evolution of these components is computed by solv-

ing those equations and updating the corresponding tokens. This is termed a

token evolution. It is similar to transition firing but fundamentally different.

• Visualization of evolution. To help understand the evolution, a result

visualizer is introduced, which provides a chart-based visualization mecha-

nism. The user can configure charts against different continuous attributes.

During the simulation, the results are plotted according to the chart config-

urations. The results also are visualized using a third-party tool that can be

performed—the result exporter help doing it. The result exporter exports the

results to the configured medium.

• Translation of HPrTN. To support the analysis of HPrTN, a translation

based method is developed. Here, the HPrTN models can be translated into

the input language of SpaceEx. SpaceEx is one of the states of the art reacha-
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bility analysis tools. The translated models can be directly used with the tool

to perform analysis.

Redesigning of PIPE+. The tool PIPE+ provides full support of the con-

cepts of both PrTN and HPrTN definitions. Furthermore, PIPE+ had undergone a

significant redesign and rebuilt. The previous version of PIPE+ has several flaws.

Some of these are as follows

• PIPE+ was built on top of another app PIPE [22], which was built using an

older version of Java and related libraries based on that version. Many of the

used functionalities are either obsolete or deprecated.

• PIPE focused on modeling and analysis of low-level Petri nets. In PIPE+, all

the existing functionalities of PIPE were preserved alongside with the features

modified for PrTN. This caused a lot of confusion about choosing the right

functionalities for PrTN.

• The design of PIPE+ was not transparent. Different components were in-

terconnected to one another. As a result, modification to one functionality

requires a lot of changes.

• All the operations were performed on the main thread. As a result, the UI used

to become frozen if the current task takes a long time to finish. One example

of such a task is the multi-step simulation. Once a multi-step simulation is

started, the UI becomes available again to interact with only when all the

steps are performed.

The redesigned PIPE+ addresses and eliminates the identified flaws. This new

design makes use of the latest java libraries adopts layered component-based ar-

chitecture with independent modules for the data model, core functionalities, and
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presentation. This new design offers an API layer intended to be used as the inte-

gration point of the core modules and the application layers. This new design also

provides means for the developers to extend the tool’s functionalities along with the

inclusion of new features.

The rest of this thesis is organized as follows. Chapter 2 discusses some back-

ground on PrTN (the base modeling formalism used in this thesis), the improve-

ments made to the modeling formalism regarding discrete event systems. Chapter

3 provides a comprehensive discussion on the analysis techniques for discrete event

systems. Chapter 4 presents a new definitions of hybrid predicate transition nets

for modeling hybrid systems in which, the continuous place is introduced to model

continuous states and the evolution is defined using differential equations. Chapter 5

presents techniques to analyze hybrid systems, in which simulation technique based

on the dynamic semantics of HPrTNs is used to analyze systems with non-linear

hybrid behaviors and a complementary reachability analysis technique is used to

analyze systems with piece-wise linear hybrid behaviors. Chapter 6 discusses moti-

vations to redesign PIPE+ and the new proposed architecture. Chapter 7 concludes

the thesis and guidelines for future development.
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CHAPTER 2

MODELING DISCRETE EVENT SYSTEMS

This chapter focuses on modeling of discrete event systems (DES) using predicate

transition nets (PrTNs). First, it provides an overview on DES and Petri nets in

general. The later part is organized as - section 2.2 gives formal definition of PrTN

and its dynamic semantics; section 2.3 discusses some methods to model DESs using

PrTNs; some DESs are modeled in section 2.4; and in section 2.5, some significant

improvements and new features incorporated in PIPE+ are discussed. This chapter

is partially based on the publications [17], and [18].

2.1 Overview

In discrete event systems (DES), the state remains unchanged until an event occurs.

A DES evolves from event to event. Events are chronological and autonomous.

Some events trigger some others, but it is uncertain at what time. Furthermore,

any event can block, freeze, delay, enable/disable future events. Therefore, discrete

event systems are stochastic, dynamic, and asynchronous. Modeling of DES, thus,

requires a formalism that can capture all the events of the system and the causal

relationship among them to describe the whole system behavior [23].

Petri nets are very effective in describing distributed and concurrent systems.

They also provide powerful tools in describing systems in terms of events and activ-

ities. Models of discrete event systems are mostly based on the concepts of events

and activities. Therefore, Petri nets are the modeling formalism that enables us to

represent a DES naturally. The following paragraph provides an informal description

of Petri net.

Graphically, a Petri net is represented as a directed and weighted bipartite graph

with two kinds of nodes, namely places and transitions. Places can connect to
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only transitions or vice verse via edges called arcs. Places contain a positive integer

number of tokens. The tokens in places are collectively called marking of the

net and constitute the state of the system. On the other hand, transitions are

associated with the events of the system. The behavior of the system is generated by

firing of the enabled transitions, i.e., the occurrence of the actions when associated

event happens. A transition can fire when it is enabled. Non-conflicting enabled

transitions can fire at the same time.

The locality of determining the enabledness of transitions and the firing of con-

current transitions make Petri nets a well suited tool for studying distributed and

concurrent systems. However, the simplicity of Petri nets makes it difficult for them

to model systems with complex data structures and functional processing. To solve

these problems, several extensions to Petri net formalism are introduced. These are

commonly known as high-level Petri nets. Predicate Transition Nets (PrTNs) are

a class of high-level Petri nets.

This chapter focuses on modeling discrete event systems using PrTNs. First

it provides a formal definition of PrTNs to describe the structure and dynamic

semantic of PrTN. Then a modeling methodology is provided for modeling discrete

events systems using PrTN. Then the major contributions to enhance the modeling

capability are discussed.

2.2 Predicate Transition Nets (PrTNs)

Predicate Transition Nets [24, 6, 25] are a class of high-level Petri nets where places

are viewed as logical predicates instead of propositions. Places can be associated

with a data type to define complex structured type data the places can hold. Transi-

tions are specified using first order logic formulas that further constrain the enabling
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conditions. Specifically, the enabledness of a transition is now determined by (1) the

availability of the appropriate tokens in its input places, and (2) the tokens in the

input places must satisfy its constraints. The dynamic behavior of PrTNs consists

of all execution sequences where each execution may contain firings of multiple tran-

sitions. Formal definition of the structure and the behavior of PrTNs are discussed

in the following subsections.

2.2.1 Formal Definition

Definition 2.2.1 (PrTN). A PrTN is a tuple N = (P, T, F, α, β, γ,M0), where,

1. P is a non-empty finite set of places.

2. T is a non-empty finite set of transitions, which disjoins P , i.e., P ∩ T = ∅;

3. F ⊆ (P × T ∪ T × P ) is a flow relation (the arcs of N);

4. α : P → Type associates each place p in P with a type in Type. Type defines

the structure of the data the places can hold. It consists of basic types such

as String, Integer, and Real Numbers, and composite types defined using

Cartesian product and power set;

5. β : T → Constraint associates each transition t in T with a constraint.

Each constraint is a disjunction
∨
i di for i ≥ 1, where each disjunct di is

a conjunction prei ∧ posti that define the enabling condition (precondition)

and the processing result (post-condition) of a case of t respectively. The

precondition contains only the variables appearing in the labels of incoming

arcs, and the post-condition contains the variables appearing in the labels of

outgoing arcs. The post-condition associated with continuous transitions may

contain differential equations indicating the change rates;
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6. γ : F → Label associates each arc f in F with a label in the form of a simple

variable x or a set element {x}. An arc label denotes the data flow of a relevant

transition, where the variable is instantiated with concrete token(s) during the

transition firing;

7. M0 : P → Token, the initial marking, associates each place p in P with a set

of tokens. Tokens in M0(p) are values respecting the type of p.

2.2.2 Dynamic Semantics

The dynamic semantics of HPrTNs are defined using the concept of markings

(states) M : P → Token that are mappings from places to tokens.

Definition 2.2.2 (Enabledness of a tansition). A transition t in T is enabled in

a marking M if one of its precondition is true. Formally, ∀p ∈ P.(γ(p, t) : θ ⊆

M(p)∧∃i.β(t).prei : θ), where γ(p, t) is a generalization of γ such that (p, t) /∈ F ⇒

γ(p, t) = ∅. e : θ is the result of instantiating all arc variables with tokens in p

according to substitution θ.

Definition 2.2.3 (Firing of a transition). An enabled transition t in marking M

with substitution θ satisfying β(t) is firable if it is not in conflict with another firable

transition. The firing of a firable transition results in a new marking M ′ defined by:

∀p ∈ P.(M ′(p) = M(p) ∪ γ(t, p) : θ − γ(p, t) : θ). We denote this firing as M
t/θ−→M ′

Definition 2.2.4 (Conflict and Conflict Resolution). Two enabled transitions are

in conflict if the firing of one of them disables the other. This conflict is resolved by

selecting one randomly to fire.

Definition 2.2.5. Let Ti be a set of concurrently enabled non-conflict transitions

with corresponding substitutions θi in marking Mi, and Mi+1 is the resulting new
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Figure 2.1: PrTN model of Five Dining Philosophers problem

marking after firing transitions concurrently. This transition step is denoted as

Mi
Ti/θi−→Mi+1. The behavior of a net N consists of the set of all the firing sequences

M0
T0/θ0−→M1...Mi

Ti/θi−→Mi+1.... The set of all reachable markings is denoted as [M0 >.

Here, an instance of a PrTN model is illustrated using the well-known five dining

philosopher problem. Figure 2.1 shows model along with its inscriptions. The

model has three places Thinking, Fork, and Eating and two transitions Pickup

and Putdown. The places Thinking and Eating store the states of philosophers

respectively, and place Forks store available forks. The data for this problem are

philosophers and forks. The philosopher are assigned unique identifiers, the numbers

from 0–4 in this example. The forks are also modeled similarly. All the places have

the same datatype definition (α) power set of one-element token. This way they are

designed to hold multiple tokens. Each token consists of a number. The number

represents the identifier of a philosopher, thus each number models a philosopher.

Two transitions PickUp and PutDown model the possible actions of philoso-
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phers, (1) acquire left and right forks, and (2) put down the forks respectively. The

transition Pickup has two input variables (arc labels γ) x and y. It is constrained

by relational expression y = (x + 1)%5. It enforces that for a philosopher x in the

place Thinking, the two forks x (left) and (x + 1)%5 (right) must be available in

the place Forks. If this condition matches for some x, then the transition PickUp

will be enabled and ready to fire. If it fires then the token representing the philoso-

pher x is transfered from Thinking to Eating. The tokens representing the forks x

and (x + 1)%5 are removed from Forks to make those unavailable. The transition

PutDown has one input variable x and two output variables x and y. Firing of this

transition means that philosopher x finished eating, thus it should be removed from

the place Eating and put to Thinking. At the same time, the forks x and (x+1)%5

should be made available by putting those back to the place Forks.

A careful reader might find that both PickUp and PutDown have same con-

straint but different outcome is expected. This is because the operator = (equals)

has dual interpretations. In preconditions it is used as a relational operator and in

postconditions it is used as an assignment operator. In β(PickUp), both x and y

are input variables. Their assigned values are known beforehand. In this case the

operator = is interpreted as a relational operator and used to test the equality of

the both sides. On the other hand, β(PutDown) is a postcondition, since y is an

output variable and is unknown until the transition fires. In this case, the operator

= is used as an assignment operator and sets y with the value as computed by the

expression on the other side.

In the initial marking M0, all the tokens representing philosophers are in the

place Thinking and all the tokens representing forks are in the place Forks. The

place Eating does not have any token.
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2.3 Model Development

2.3.1 Modeling States

PrTNs are well suited for modeling traditional concurrent and distributed systems

with discrete behaviors. Discrete places constitute the discrete states. Each place

represents a certain type of object or entity of the system. The attributes of an

entity are modeled using datatypes. A datatype specifies the structure of the data

the assigned places can have. The data structure is modeled using a multi-set of

the sorts of basic data types, like string, boolean, int, short, real. PIPE+ supports

only two types of sorts - string and number. The sort string represents string

literals or text type data. The sort number is used to represent the numeric valued

attributes, including both real numbers and integers. Previously, PIPE+ supported

only integer numbers. Under this study, its capability is enhanced. This enhance-

ment is discussed elaborately in section 2.5.1. If the entity has more than one

attributes a multi-set of these two sorts is used. Finally, to model the scenario

where there are more than one instances of the same entity may be present at the

same time, the datatype of the corresponding place is marked as powerset. This

allows that place to have any number tokens. An upper bound can be set to restrict

number of allowed tokens for such places by setting the capacity.

2.3.2 Modeling Transitions

The discrete behavior of a system is modeled using the causal relationship between

events and actions, and the flow relations. The events and actions are specified as

the preconditions and post-conditions of the discrete transitions. The flow relations

are specified by the connection among the places and the transitions via arcs. Both

17



preconditions and post-conditions are specified using first-order logic formulas. The

tool PIPE+ supports full first-order logic formula, including all the logical and rela-

tional operations, quantifiers, basic arithmetic, and set operations. Table 2.1 shows

the supported operators. All the operators preserve their original mathematical se-

mantics. Apart from these basic operations, the inline function construct is also

supported in PIPE+. The function construct allows the modeler to compute any

arithmetic operations that cannot be constructed otherwise. The tool comes with a

default function interpreter that supports some frequently used arithmetic, trigono-

metric, string operations, and random number generators. It can also be extended

to support other user-defined functions.

The preconditions and post-conditions are first-order logic formulas. These for-

mulas can use constant terms or variable terms. The variables are derived from the

arc labels. The variables derived from the labels of the incoming arcs are termed as

input variables, and the variables derived from the labels of the outgoing arcs are

called output variables. Some variables are not derived from arc labels. These are

called user variables and are usually part of the quantifiers and set operations. The

variables can be either input or output or both. The clauses in preconditions are

mostly comparisons and contain only the input variables. Post-conditions define the

values of output variables through the input variables and the relational equations

in the first-order logic formulas. New values are generated by evaluating the expres-

sions with the values held by input variables. If a variable represents a structured

token with multiple fields, each field is accessed through indexing. For example, a

variable x with a structured type 〈string, string, number, number〉 is accessed as

x[1] for its first field and so on.

Variables can be - (1) single-valued, or (2) multi-valued. Single valued variables

can hold only one token. Multi-valued variables, on the other hand, hold a set of
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Category Operations Symbols

Connective (Logical)

And ∧
Or ∨
Not 6
Implication →
Equivalence ↔

Relational

Equals =
Not Equals 6=
Greater >
Less <
Greater or Equal ≥
Less or Equal ≤

Algebraic (number)

Addition +
Subtraction −
Multiplication ∗
Division /
Remainder %
Powers â s

Differential
Differential δ
Difference ∆
Time Symbol τ

Predicate Logic

For All ∀
Exists ∃
Dot ·

Parentheses ) ( } { ] [ 〈 〉

Table 2.1: Supported operations in PIPE+ and mapping symbols

tokens. If the data type of a variable, i.e., the datatype of the place associated

with the variable, is not powerset, then the variable is by default single-valued.

Otherwise, the variable can be either multi-valued or single-valued. A variable is

specified inside a bracket, {x}, to be marked as single-valued. During execution, all

the available tokens are assigned to a variable if it is multi-valued. Otherwise, one

of the available tokens is assigned to the variable.
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2.3.3 Modeling Time

The evolution of discrete systems depends on events rather than time. In real-time

systems, events may be time-bound. Time-bound events can be modeled using

timestamp carrying tokens and transition constraints for checking and updating

token time stamps. The tool PIPE+ provides a simple means to access time. A

special logical clock variable τ is used to define timing-related constraint in a first-

order logic formula. PIPE+ initializes and maintains τ for each simulation run. By

default, the logic clock starts with the timestamp 0 and increases by one unit after

each execution step. Time increment frequency (probability) and the increment sizes

are configurable. No specific time unit is assumed with the step size. It is modelers’

responsibility to use τ consistently in all transition constraint definitions. Using

this global logic clock variable τ greatly simplifies the resulting model structure for

representing timing features.

2.3.4 Model Composition

For modeling complex systems, PIPE+ facilitates an incremental modeling ap-

proach. Here the whole system can be decomposed into smaller components. Each

component can be modeled separately, and then can be merged to get the complete

system model. Both synchronous and asynchronous composition is implemented.

Synchronous composition of two PrTN models N1 and N2 is achieved by merging a

place in N1 with another in N2. The asynchronous composition is achieved by merg-

ing a transition from N1 with another in N2. It can also be achieved by connecting

a Place in N1 and a transition in N2 or vice verse.
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2.4 Case Study

Several classic and benchmark discrete systems from the annual Petri net model

checking contest 2015 [26] have been modeled in PIPE+ using the syntax and se-

mantics of the PrTN. This section demonstrates the modeling of one of these sys-

tems. The Bridge and Vehicles system from the annual Petri net model checking

contest 2015 is chosen for this purpose. In the contest, this system was modeled us-

ing Colored Petri net [7], a widely used high-level Petri net. The system is redefined

using PrTN in PIPE+.

The Bridge and Vehicles system represents a single lane automated bridge that

some motorized vehicles try to pass from both directions. The bridge has a limited

capacity for a certain number of vehicles. The number of vehicles on the bridge

can never be more than that capacity. A controller supervises the movement of

the vehicles on the bridge. The controller ensures the safe passage of the vehicles

and fair share of the bridge. The fair share of the bridge is ensured by limiting the

number of vehicles from each side that can cross the bridge in a row. Here these

constraints are discussed in terms of the tuple (V, P,N), where V is the number of

vehicles on each side of the bridge trying to get to the other side, P is the maximum

number of vehicles allowed on the bridge, and N is the maximum number of vehicles

from the same side permitted to pass in a row. Here, P and N are the constraints of

the system. P supports the capacity, and N ensures fairness of sharing the bridge.

There are several ways to model the system. In this case study, a bottom-up

approach is used where each of the vehicles is identified separately. The flow is

organized around the movement of the vehicles. The movement of the vehicles is

categorized into several stages. As a vehicle approach the bridge, it needs to register

with the system and then wait for its turn to get onto the bridge. When a vehicle
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registers with the system, it can encounter one of the three situations - (1) there

are other vehicles registered before it and waiting, (2) the bridge may be occupied

with the vehicles from the opposite side, and (3) N is reached, and the direction is

about to change. The waiting queue is maintained to accommodate these situations.

When the system allows, the vehicle moves onto the bridge. Then at some point, it

leaves the bridge. Thus, this model assumes four distinct phases of a vehicle - (1)

available, (2) waiting, (3) on the bridge, and (4) exited.

These phases are modeled using separate places. The change of phases is defined

using separate transitions. The traffic movement from both sides is modeled using

two different sets of such places and transitions. The controller also consists of a

place and a transition. The place keeps track of the phase information, and the

transition makes the switching between the sides. A pictorial diagram of the PrTN

model of the system is shown in Figure 2.2. The places RouteA and RouteB hold

the pool of vehicles that want to cross the bridge. WaitA and WaitB carry the

tokens representing the vehicles registered with the system and waiting to move on

the bridge. OnBridgeA and OnBridgeB hold the tokens representing the vehicles

currently on the bridge. ExitA and ExitB hold the tokens for the vehicles that

already crossed the bridge.

In this model, each vehicle is identified by a string literal. Thus the token

representing a vehicle needs only one field. Again these places need to hold more

than one tokens. Therefore, the datatypes of these places are a powerset of one

element field of type string, as shown in Table 2.2. The places NumberA and

NumberB hold the number of vehicles on the respective side waiting to move to

the bridge. The place Controller has the control information such as, vehicles from

which side are currently on the bridge, how many are on the bridge now, how many

vehicles crossed during this pass, and whether a switch is needed.
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Figure 2.2: Pictorial diagram of a PrTN model of the Bridge system

α(RouteA) = α(WaitA) = P(string)
α(ExitA) = α(OnBridgeA) = P(string)
α(RouteB) = α(WaitB) = P(string)
α(ExitB) = α(OnBridgeB) = P(string)
α(NumberA) = α(NumberB) = (number)
α(Controller) = (string, number, number, string)

Table 2.2: Data type definitions of the places

M0(RouteA) = {〈“Wa”〉, 〈“Xa”〉, 〈“Y a”〉, 〈“Za”〉}
M0(RouteB) = {〈“Wb”〉, 〈“Xb”〉, 〈“Y b”〉, 〈“Zb”〉}
M0(NumberA) = 〈0〉
M0(NumberB) = 〈0〉
M0(Controller) = 〈“A”, 0, 0, “N”〉

Table 2.3: Initial marking of the net
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β(RegisterA) = (n1 = n+ 1)

β(RegisterB) = (n1 = n+ 1)

β(AllowA) = (n > 0 ∧ s[1] = “A” ∧ s[2] < 5 ∧ s[3] < 2 ∧ s[4] 6= “Y ”)
∧(n1 = n− 1 ∧ s1 = 〈“A”, s[2] + 1, s[3] + 1, s[4]〉)

β(AllowB) = (n > 0 ∧ s[1] = “B” ∧ s[2] < 5 ∧ s[3] < 2 ∧ s[4] 6= “Y ”)
∧(n1 = n− 1 ∧ s1 = 〈“B”, s[2] + 1, s[3] + 1, s[4]〉)

β(LeaveA) = (s[1] = “A” ∧ s1 = 〈“A”, s[2]− 1, s[3], s[4]〉)

β(LeaveB) = (s[1] = “B” ∧ s1 = 〈“B”, s[2]− 1, s[3], s[4]〉)

β(TimeoutA) = (s[1] = “A” ∧ ((na = 0 ∧ nb > 0) ∨ s[3] = 2) ∧ s[4] 6= “Y ”)
∧ s1 = 〈“A”, s[2], s[3], “Y ”〉)

β(TimeoutB) = (s[1] = “B” ∧ ((na = 0 ∧ nb > 0) ∨ s[3] = 2) ∧ s[4] 6= “Y ”)
∧ s1 = 〈“B”, s[2], s[3], “Y ”〉)

β(Switch) = (s[2] = 0 ∧ s[4] = “Y ” ∧ s[1] = “A” ∧ s1 = 〈“B”, 0, 0, “N”〉)
∨(s[2] = 0 ∧ s[4] = “Y ” ∧ s[1] = “B” ∧ s1 = 〈“A”, 0, 0, “N”〉)

Table 2.4: Transition Constraints

The transitions RegisterA and RegisterB move the vehicles from the pool of

available vehicles to the waiting phase. While doing so, these transitions increase

the number of vehicles held by the places NumberA , NumberB. This is specified

using the β(RegisterA) and β(RegisterB) in table 2.4. Similarly, the transitions

AllowA and AllowB are used to move the vehicles from waiting to onBridge state

and decrease the number of waiting for vehicles on the respective sides. Finally,

the transitions LeaveA and LeaveB are used to move vehicles to exited phase. On

the other hand, the transitions TimeoutA and TimeoutB are used to inform the

controller that a switching may be needed. The need for switching is determined

when one of the following conditions happens - (1) no vehicle is waiting on the

currently active side, but the other side has some waiting vehicle; (2) the allowed
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number of crossed vehicles (N) on the current side is reached.

The modeling approach mentioned here is just one way of modeling the system.

There are several other ways of doing this. For example, instead of considering

each vehicle’s movement individually, the movement can be captured collectively by

considering the number of vehicles on each phase.

2.5 New Features in PIPE+

2.5.1 New Type

There is no restriction in PrTN on the sort of data to use in the datatypes. But

the realization of PrTN in the tool PIPE+ is limited to only strings and integers.

Therefore, modeling using PIPE+ was limited to modeling systems with particular

dynamics only. In reality, most of the systems, whether DES or not, deal with some

attributes of some entities of the system having fractional numbers. For instance,

consider that a modeler is interested in modeling a simple academic result calculator

system for students. Here the modeler would like to keep track of the scores the

students achieve on some courses. Then, eventually, the numerical and letter grades

need to be computed. If a real-world problem is mapped with this hypothetical

problem, then it would be clear to see that it is natural to model the attributes

score, numerical grade, and GPA using fractions.

To resolve this limitation, a more generic term number is introduced, replacing

integer. The sort number can be used to represent real numbers (R). If a field is

typed as number, it may hold a fractional number or an integer. From the modeling

point of view, such distinction is redundant. It should suffice as long as the cor-
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rect representation is achieved. However, realizing fractional numbers introduced

technical challenges from the mathematical point of view. These challenges include,

• Precision of Numerical Value. When arithmetic expressions containing

floating-point numbers are evaluated, the result’s precision may differ depend-

ing on the runtime system. Uneven precision may produce an incorrect result

or may lead to undesired circumstances. As a partial solution to this problem,

the modeler can use the round function to round up the values directly in the

transition constraints following the technique described in section 2.5.2.

• Comparison of Numbers. Arithmetic operations involving floating-point

numbers is still inconsistent. The evaluation of two arithmetic expressions

involving floating-point numbers may result in slightly different results whereas

exact same values are expected. This may result in unexpected behavior when

their equality is checked. A partial solution is provided in the simulation

environment of PIPE+. Instead of comparing two numbers for equality, the

difference is computed and if the difference is within a predefined tolerance

value, the numbers are considered equal. Also, the modeler can utilize the

round function before comparing for euality.

• Suitable Arithmetic Operations. The inclusion of number datatype urged

on the addition of specialized mathematical operations suitable for fractional

numbers. For example, exponentials, operations to work with precision - ceil-

ing, floor, rounding, etc. To provide better utilization of numbers, several

new arithmetic operators and mathematical expressions are introduced as de-

scribed in section 2.5.2.

Apart from these, there aroused another problem from the model checking per-

spective. Some model checkers, e.g., SPIN, do not support floating-point numbers.
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Figure 5.11: The simulation result of the railgate system in PIPE+. a. Trajectory
of the Gate against time, and b. Trajectory of the Train against time

Figure 5.12: Analysis results of translated synchronous model in SpaceEx a. Simu-
lation, b. LGG Scenerio, c. STC scenerio

eventually keeps open. The simulation results are similar for both of these two

approaches of composition. These show that the models appear correct. Figure

5.11(a) shows that the train was in the crossing during the time between 35 and

50. At that time, the gate was closed entirely. Also, when the train is outside of

the crossing, the gate was open. These models are translated to the sx format for

reachability analysis with the tool SpaceEx.

Figure 5.12 shows the reachability analysis results of the synchronously com-

posed model. Figure 5.12(b) and Figure 5.12(c) show the reachable states. The
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Symbolic State Time Condition Reachable

−100 < x < 100&w > 0.01 0.102 Unsafe No

x > 1000&w < 1.56 0.095 Unsafe No

x = 1000&w < 1.56 0.107 Unsafe No

x < −1000&w >= 1.56 0.102 Safe Yes

130 < x < 1000&w <= 1.56 0.076 Safe Yes

Table 5.5: Statistics of the analysis summary of the synchronous model

Figure 5.13: Analysis results of translated asynchronous model in SpaceEx a. Sim-
ulation, b. LGG Scenerio, c. STC scenerio

computed states are as expected since these states are safe. No unsafe states are

reachable. Table 5.5 summarizes the results of reachability analysis of the syn-

chronous model. Here, the analysis is done to see if some specific safe and unsafe

states are reachable or not. The results show that unsafe states are not reachable.

The reachable stats of the asynchronously composed model are shown in Figure

5.13. It clearly shows that the unsafe states could be reachable even when the

system starts from safe states.
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5.4 Related Work

Being infinite-state systems, explicit state model checking is not an appropriate

method to verify hybrid systems. Reachability Analysis (also termed as symbolic

reachability analysis) is one of the few techniques to verify hybrid systems. In this

approach, the main goal is to decide whether a set of states reachable from the initial

states of the system via all possible execution paths is safe. The set of safe states

are pre-defined. The set of reachable states is computed iteratively from the initial

states, and in each step, the reachable set is compared with the safe states. The

key challenge in this approach is the appropriate representation of the states for the

iterative reachability algorithm. There are several tools available for this approach.

HyTech [81] was the first model checker to apply this technique with a specific rep-

resentation of reachable set named n-dimensional polyhedra. Here, n is the number

of the system’s real-valued attributes, and each polyhedron is represented using a

conjunction of linear inequalities over these variables. However, this approach is

restricted to the class of Linear Hybrid Automata and, thus, is not scalable. It

is not easy too. To deal with this problem, a strategy, over-approximation of the

reachable set over polyhedral representation, was introduced by tool Checkmate[82]

and refined later by d/dt [83]. Later several other approximation-based approaches,

like flowpipe approximation, convergent approximation, etc. were proposed. These

methods use over-approximative geometric and/or symbolic representations of states

set, e.g., convex polytopes, zonotopes, ellipsoids, support functions, or Taylor mod-

els. The complexity of these methods is typically exponential in the number of

dimensions. There are several other studies to deal with complexity and replacing

polyhedral with alternative representations. So far, most scalable representation

utilizes zonotopes and support functions in tool SpaceEx [12].
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However, another prominent problem with the reachability analysis techniques

is that they are limited to linear hybrid systems since those need to calculate the

reachable sets. Deductive verification, on the other hand, does not exhibit this

limitation. Here theorem proving is used to generate proofs of correctness of the

systems. The tool KeYmaera X [84] provides support for deductive verification.

5.5 Summary

Simulation and reachability analysis are two established methods to analyze hybrid

systems. In this chapter, both these two techniques to analyze hybrid systems

modeled using HPrTN are discussed. The tool PIPE+ provides built-in support for

simulating HPrTN models. For this, a new simulation algorithm is incorporated.

New techniques are introduced to simulate the evolution of continuous states. New

techniques are also introduced to visualize the results. As part of the support for

reachability analysis, HPrTN models are translated to models suitable for use in the

tool SpaceEx. A brief overview of the SpaceEx models and the available analysis

techniques are discussed in this chapter. Then a complete step by step translation

method is discussed. This translation method considers all the elements of HPrTN

definition. During translation, all the elements in an HPrTN model are translated

to the equivalent form. This chapter also discussed some techniques to automatic

discovery of components in an HPrTN model and their composition in the translated

model. In the end, analysis results of the translated models of two hybrid systems

are discussed.
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CHAPTER 6

REDESGNING PIPE+

PIPE+ is a Java-based desktop application for modeling and simulation using PrTN.

It is built on top another application Platform Independent Petri net Editor (PIPE)

[22]. PIPE is an open-source tool developed by Imperial College of London in 2003

for modeling and analyzing low-level Petri nets. Although PIPE is intended to

manipulate low-level Petri nets, it provides some generic functionalities, which can

be adapted for high-level Petri nets. PIPE+ utilizes those functionalities as a base

and gradually introduced new functionalities for modeling and analyzing PrTNs.

Despite having excellent potential, PIPE has design and implementation flaws.

PIPE+ automatically inherited those flaws. PIPE+ itself also introduced several

technical debts, which urges on to a complete redesign and rebuild. In the following

subsections, the limitations of the existing PIPE+ tools are discussed. Later an

overview of the adopted architecture and some benefits of the redesigned PIPE+

are presented.

6.1 Limitations of PIPE+

The fundamental flaw with PIPE+ is its dependency on a system that is built using

old technology and no upgrading with the latest development of that dependency.

In this section, some of the identified flaws are elaborated.

6.1.1 Legacy Systems

PIPE+ uses several third party libraries. Many of these libraries are discontinued.

The adaptation of PIPE into PIPE+ did not utilize appropriate design patterns
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available for the base technology. Also, PIPE+ lacks proper documentation. This

made it very difficult to upgrade. In the following subsections, these are elaborated

from the viewpoint of the underlying technologies and dependencies

6.1.1.1 Technologies

PIPE+ adapted the version 2.0 of PIPE. This version was built using Java 1.4. Java

itself has a considerable evolution from that version. Most of the Java API used

in the implementation of PIPE+ has become obsolete, and there are better and

improved replacements. However, due to the dependency on ancient technology,

PIPE+ can not leverage those improvements.

6.1.1.2 Dependencies

Both PIPE and PIPE+ depend on other third-party libraries. Many of those li-

braries have reached their end of life (EOL). Many of these libraries are discontin-

ued due to the availability of better and modern replacements. However, due to the

fundamental limitations, it is complicated to utilize the latest development.

6.1.2 Quantitative Analysis

Several freely available profiling tools are used to measure the code quality of PIPE+

source code quantitatively. In the following subsection, some of these are catego-

rized, and the analysis results are presented.

6.1.2.1 Static Analysis

Static analysis of the PIPE+ code was performed using an IntelliJ Idea plugin -

QAPlug with FindBugs and CheckStyle. Running static analysis with default set-
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tings revealed nearly 7000 violations of standards. Some of these violations are very

critical and prone to cause bugs. Table 6.1 summarizes the result of the analyses.

Category Issue Violations

Efficiency (183)
Performance 160

Others 23

Maintainability (1210)

Bad Practice 23

Cyclometric Complexity 102

Boolean Expression Complexity 87

Inappropriate Modifier Usage 831

Others 167

Reliability (3720)

Correctness 48

Malicious Code Vulnaribility 72

Others 3600

Usability (1862)

Dodgy 136

Constants 105

Naming 1097

Hidden Field 208

Others 316

Table 6.1: PIPE+ source code static analysis result

6.1.2.2 Circular Dependencies

When one module of a software system becomes dependent on another for function-

ing correctly, a dependency relation arises. When there are cycles in a dependency

chain of two or more modules, then it is called circular dependency. It is quite

harmful from the software engineering perspective. It creates tight coupling among

components, are prone to cause bugs, and it has many more negative effects [85, 86].

129



Figure 6.1: PIPE+ package-level dependency graph

Static analysis was performed using Stan4J on the PIPE+ source code to identify

the standard package-level circular dependency. It reports the level of cyclic depen-

dency in terms of Tangledness and Average Component Dependency. A higher value

of these metrics indicates higher coupling among the components. Table 6.2 sum-

marizes some of these metrics. Figure 6.2 and 6.1 shows the distance metrics among

the packages of PIPE+ and the dependency graph. All of these metrics confirm the

high circular dependency among PIPE+ packages.

Metric Index

Tangled 24.39%

Average Component Dependency - Package 58.43%

Average Component Dependency - Unit 32.30%

Table 6.2: PIPE+ circular dependency test result
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Figure 6.2: PIPE+ packages distance indices

6.1.2.3 Usability Issues

As reported in Table 6.1, the QAPlug bug finding tool, found 1862 usability issues

including inconsistent naming, repeated usage of duplicated constant values, care-

lessly choosing local variable names hiding the member variables. Apart from these,

there are 136 issues as categorized as Dodgy that must be avoided. Some of the

most appeared issues under this category are declaring never used local variables,

redundant null checks where the variables are non-null, exact floating point number

equality checks, modifying static variables from instance method.

6.1.2.4 Portability Issues

There are several portability issues, including usage of thread safety classes where

the objects are not shared between threads. For example, usage of Vector instead

of other collection classes, usage of StringBuffer instead of StringBuilder, etc. Also,
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primitive objects are instantiated by explicitly using the new keyword, whereas it

is the best practice to use the appropriate utility methods.

6.1.2.5 Maintainability Issues

Table 6.1 also shows several severe maintainability issues. These include many bad

practices, like having specialized methods without implementing the appropriate

interface. For example, defining the clone method in a class without implementing

Cloneable interface. Other violated maintainability issues are breaking the contract

between equals and hashCode methods, Serializable class without serialVersionID,

comparing string literals using ’==’ operator, invoking System.exit method, suspi-

cious reference checks.

6.1.3 Qualitative Analysis

6.1.3.1 Functional Ambiguity

The PIPE tool was developed primarily for low-level Petri nets. While adapting it,

PIPE+ deliberately inserted its required functionalities. As a result, functionalities

for both low-level and high-level Petri nets co-exist without appropriate distinc-

tion. This confuses even to experienced users. Sometimes, it becomes tough to

differentiate between high-level and low-level Petri net functionalities.

6.1.3.2 Usability Issues

The tool is not very intuitive. A user needs to follow some specific steps to model

a system and analyze it properly. Moreover, there is no proper documentation

describing these steps, which makes it very hard for the new users.
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6.1.3.3 Performance Issues

Several functionalities are implemented in an unnecessarily complicated way. In

many cases, proper measures are not taken to simplify implementation for improved

performances. For example, the formula parser used to parse the transition con-

straints creates very tall syntax trees. If the grammar or the parser generator is

optimized correctly, then the depth of the new syntax tree would be the half. In

that case, the evaluation of the formula would take half of the time as it required

earlier. The simulator has another severe performance issue related to formula pars-

ing. The formula associated with a transition was parsed each time the transition

is selected for evaluation. However, a formula is immutable during the lifetime of a

simulation run. So technically, a formula could be parsed only once in a simulation

run using memoization. This can be further optimized with proper caching and

cache invalidation techniques. There are many other issues where optimation could

be possible.

6.1.3.4 Lack of Concurrency

Another severe flaw with the implementation of PIPE+ is that it does not offer

concurrently. Since the tool’s usage is highly interactive, in most cases, the user

does not experience any difficulty in using it. But this problem becomes apparent

during the multi-step simulation. In a multi-step simulation, the user configures

the simulator to run for a given number of steps. The user then expects to observe

gradual evolution in the chart at the end of each step. The current implementation

cannot do that. It just runs all the steps at once in the foreground and shows

the charts after all the steps are done. During the whole period of time, the UI is

unavailable to the user. So, if the user wants to cancel in the middle, he cannot do

that as well.
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Figure 6.3: High-level overview of the architecture of PIPE+ Redesigned

6.2 Redesign

6.2.1 Architecture

PIPE+ Redesigned is a Java-based desktop application implemented following a

multi-layered architecture. Figure 6.3 shows a high-level overview of the architecture

of the redesigned tool. The core layer of this tool consists of three modules - the

data access module, the controller module, and the presentation module. The data

access module and the controller module are built using JavaSE and some third-

party open-source libraries. The presentation module is built using JavaFX. A

comprehensive API layer is built on top of the core layer and provides user-facing

features and functionalities implemented in the application layer. Figure 6.3 shows

two partitions of the application layer for two broad categories of functionalities

provided by the tool - modeling and analysis. These layers are designed to be highly

configurable and extendable.
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6.2.1.1 Data Access Module

The Petri net data model is the necessary data structure to represent a Petri net

model. This module provides functionalities to create, list, modify and delete the

Petri net model elements. This module also provides the serialization techniques

and transformation to other forms, such as file storing and retrieving methods. This

module is designed to provide a generic way to represent Petri net models and

provides a concrete implementation of HPrTN.

Configurations provide parameters to customize the environment for model anal-

ysis. For example, the simulation environment needs an initial seed for random

number generation, initial logical timestamp, step size, number of steps. This in-

formation is stored when the simulation mode is chosen. The user does not need

to provide the same information multiple times. These configurations are also con-

sidered as a part of the domain of the tool. The data access module facilitates

manipulations of these configurations.

6.2.1.2 Controller Module

This module works as a mediator between the data access module and the presenta-

tion module and serves as a base for other layers. This module provides application-

wide generic functionalities such as managing and handling system-generated events,

as well as (a) domain objects manipulation, (b) structural and semantic consistency

assurance, (c) static analysis and insights generation for result visualization, and

(d) concurrency management.

6.2.1.3 Presentation Module

This module provides the foundation to build the GUI of the tool. The function-

alities provided by this module include (a) the overall layouts of the application
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windows, (b) application-wide components like menus and menu bars, tools and

toolbars, status bar, etc, (c) composite and generic UI elements for manipulating

Petri net elements and displaying analysis results, (d) UI related events definition,

(e) uniform methods to publish and register events, and (f) the coherent way of

event propagation.

6.2.1.4 API Layer

The API layer provides uniform high-level access to the functionalities provided by

the core layer. This layer helps reduce the learning curve for other developers to

adapt and extend PIPE+ Redesigned.

6.2.1.5 Application Layer

The application layer contains components to implement the user-facing features

of the tool. This layer makes use of the API layer’s functionalities to provide the

solutions to the user requirements. The application layer captures the user action

and delegates to the appropriate function in the API. To provide the invocation

point, a GUI can be implemented utilizing the presentation module’s functionalities

via the API-Presentation component of the API layer.

PIPE+ Re-designed implements several components in the application layer to

create and analyze HPrTN models, as shown in Fig.6.3. Graphical Editor and For-

mula Editor provide functionalities to create and modify hybrid predicate transition

net models. The Simulator, Translator, and Result Publisher are components to

support model analysis.

The component-based layer architecture, along with the publisher-consumer pat-

tern of communication among the components, gives us the flexibility to reduce the
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coupling among the components. This encourages the independent evolution of

different components.

6.2.2 Implementation

6.2.2.1 Latest Technology Stack

The redesigned PIPE+ uses Java 8 as the base technology. All the dependent

libraries are upgraded as well to make them compatible with Java 8. Also, some

libraries are replaced with different ones as suggested by the developer community,

to comply with the state of the norm.

6.2.2.2 Code Quality

To maintain the code quality, the static analyzers are run frequently to observe

that the number of violations is in control. Mainly it is ensured that there are no

critical violations. Apart from the rigorous checking during implementation, some

guidelines and code styles are identified. These will be published with the codebase

when it will be made available for others to collaborate on.

6.2.2.3 Functional Quality

All the identified performance bottlenecks in the previous version of PIPE+ are

addressed in the redesigned PIPE+. Several new strategies are incorporated, and

new algorithms are introduced for the simulation engine. Some of them are already

discussed in chapter 3.
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6.2.3 Build/Release Process

Previously, the only way to distribute the tool was by sharing the source code. As

part of the redesigning process, a proper build and release process is also established.

Along with source code, generated binary also will be distributed for others to try.

The new tool uses the Maven build tool. Maven is one of the most used build

process orchestration tools for Java projects. Almost 80% of all Java projects in the

world are being built using Maven. The source code is hosted on GitHub. GitHub

GitFlow will be followed to generate the releases. Maven will produce the release

build, and GitHub will host and announce the releases. The source code of this

project can be found at https://github.com/dalam004/pipeplus.
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CHAPTER 7

CONCLUSION

This thesis focuses on a specific approach to model and analyze discrete event

systems, continuous systems, hybrid systems, and to provide a basis for modeling

and analyzing cyber-physical systems.

The first contribution is enhancing the modeling capability of discrete event sys-

tems using PrTNs. The algebraic specification of PrTNs are fully realized in PIPE+

tool, which supports many new functionalities including full-first order logic formulas

with quantifiers and set operations, the new type of real numbers, new mathematical

functions, and a new clock variable. Model composition is also supported in PIPE+

to build larger systems by reusing existing models.

The second contribution is providing a more robust translation-based model

checking technique. A significant contribution is to make the model translation

more functionally complete. Several other alternative ways of model translation

are also provided. Additionally, the simulation environment in PIPE+ tool is im-

proved significantly, including different modes of stimulation, internal simulation

result visualization, and exporting results for external analysis.

The third contribution is a new definition of HPrTNs, where continuous places

are introduced to capture continuous states. Tokens in continuous places represent

continuous states, and their evolution is defined by differential equations. Bounds

are introduced to specify the invariant of continuous variables. Discrete transitions

are used to change modes of continuous variables. HPrTNs are fully realized in

PIPE+, including support for utilizing both static (syntactic) and dynamic seman-

tics to model a wide range of dynamical systems.

The final contribution is providing analysis techniques for hybrid systems. Two

complementary analysis methods are provided. Simulation based on the dynamic
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semantics of HPrTNs is used to analyze non-linear hybrid systems, and is imple-

mented in PIPE+. Reachability analysis is used to analyze piece-wise linear hybrid

systems and is implemented through a translator in PIPE+ and leveraging the state

of the art external tool SpaceEx.

Additional improvements can be done, including a better scheduler to handle

discrete state transitions and continuous state evolution seamlessly, more options

for model translation, and the completion of all the functionality in the proposed

redesign of PIPE+.
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