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ABSTRACT OF THE DISSERTATION
MITIGATING STEALTHY LINK FLOODING DDOS ATTACKS USING
SDN-BASED MOVING TARGET DEFENSE
by
Abdullah Aydeger
Florida International University, 2020
Miami, Florida

Professor Kemal Akkaya, Major Professor

With the increasing diversity and complication of Distributed Denial-of-Service
(DDoS) attacks, it has become extremely challenging to design a fully protected
network. For instance, recently, a new type of attack called Stealthy Link Flooding
Attack (SLFA) has been shown to cause critical network disconnection problems,
where the attacker targets the communication links in the surrounding area of a
server. The existing defense mechanisms for this type of attack are based on the
detection of some unusual traffic patterns; however, this might be too late as some
severe damage might already be done. These mechanisms also do not consider
countermeasures during the reconnaissance phase of these attacks. Over the last
few years, moving target defense (MTD) has received increasing attention from
the research community. The idea is based on frequently changing the network
configurations to make it much more difficult for the attackers to attack the network.

In this dissertation, we investigate several novel frameworks based on MTD to
defend against contemporary DDoS attacks. Specifically, we first introduce MTD
against the data phase of SLFA, where the bots are sending data packets to target
links. In this framework, we mitigate the traffic if the bandwidth of communication
links exceeds the given threshold, and experimentally show that our method signif-

icantly alleviates the congestion. As a second work, we propose a framework that

vil



considers the reconnaissance phase of SLFA, where the attacker strives to discover
critical communication links. We create virtual networks to deceive the attacker
and provide forensic features. In our third work, we consider the legitimate net-
work reconnaissance requests while keeping the attacker confused. To this end, we
integrate cloud technologies as overlay networks to our system. We demonstrate
that the developed mechanism preserves the security of the network information
with negligible delays. Finally, we address the problem of identifying and poten-
tially engaging with the attacker. We model the interaction between attackers and
defenders into a game and derive a defense mechanism based on the equilibria of
the game. We show that game-based mechanisms could provide similar protection
against SLFAs like the extensive periodic MTD solution with significantly reduced
overhead.

The frameworks in this dissertation were verified with extensive experiments as
well as with the theoretical analysis. The research in this dissertation has yielded
several novel defense mechanisms that provide comprehensive protection against
SLFA. Besides, we have shown that they can be integrated conveniently and effi-

ciently to the current network infrastructure.
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CHAPTER 1
INTRODUCTION

With the proliferation of online services, social media, and smart devices, every-
thing became connected with each other more than ever, forming huge cyberspace.
While such a connected world brings a lot of advantages to our lives in terms of
convenience, cost, safety, and efficiency, it also turned the attention of attackers to
cyberspace, creating new vulnerabilities and attack surfaces for them. Attackers
can get control of a large number of devices by exploiting their vulnerabilities, while
these devices may not be aware of the attacker’s manipulation [ESA12]. The at-
tacker can launch a Distributed Denial of Service (DDoS) attack by manipulating a
large number of devices under his control, which may result in substantial financial
and information loss.

It has been reported that cyberattacks, more specifically DDoS attack activities
in terms of type and quantity, continue to increase in the year of 2014 and represent
more than 20 percent of all attacks [Netl4]. A recent report in 2018 by Netscout
states that DDoS attacks will continue to grow [Net]. According to the report in
the year 2018, 1.35 Terabits per second (Tbps) DDoS traffic hit Github, and just
after five days of that incident, 1.7 Thps DDoS traffic launched against an unnamed
US-based service provider. These attacks may cause a lot of revenue loss for the
companies [Sym|. Indeed, the DDoS attacks caused the downtime of Internet service
outages, which cost $221,836 on average in 2018 [Net]. Each company is only able to
protect itself to a certain degree since the attacks have become more sophisticated
and massive, while the companies’ abilities and resources to mitigate such attacks
are limited [Rod15]. Furthermore, with improved sophistication employed in DDoS
attacks, it is becoming very challenging to design a defense mechanism against these

attacks.



Even though many DDoS defense mechanisms are available [ZJT13|, they are
not capable of competing with some recent types of attacks, and most of these mech-
anisms became obsolete due to the recent shift of the attacked targets. For instance,
SLFA is one of them where the attacker does not attack the target network/servers
directly [SP09, [KLG13]. The Crossfire attack is an exemplary kind of SLFAs, and
it is primarily performed by congesting the communication links surrounding the
network of the target servers by sending low-volume traffic over them from many
bots in distributed locations. Since the packets the bots send are legitimate, and
it does not attack the servers directly, it is very challenging to detect such attacks
using traditional mechanisms. The consequence of this attack is the blockage of ex-
ternal access to the servers while they are still active/running without any problem
within the network. Such attacks often cause a more significant DDoS impact than
direct attacks since, by flooding the targeted links, not only a certain target area
can be isolated but also other time critical traffic to or from different regions that
may need to pass through the targeted links, will be delayed. Hence, it is critical
to propose proactive defense mechanisms against such attacks. Furthermore, the
reconnaissance phase of DDoS attacks is underexplored in literature, which is the
first step of the DDoS attack chain. Thus, it is important to investigate and develop
defense mechanisms against the reconnaissance phase of DDoS attacks.

Over the last few years, Moving Target Defense (MTD), originated from the idea
of dynamic networks, has received increasing attention from the research commu-
nity [NIT09]. The concept of MTD, in which the defense is done dynamically, often
proactively, by introducing agility to the network behavior. This agility brings
protection to the system by providing resistance, as it complicates the tasks of
an attacker by adding inconsistency or confusion in the knowledge of the system.

These features can be implemented in various ways, including but not limited to



changing IP addresses of network devices, the operating system of servers, and rout-
ing information. Extensive research has been conducted on the implementation of
this paradigm with minimum or no disruption introduced to the network services
[JASD12, [KPB14, [JASD15, [CSP15, IMS15]. The main idea behind MTD is to dy-
namically change the configuration and behavior of the network in order to deceive
adversaries and make it harder for them to launch successful attacks to the networks
[CCFB14]. The changes are typically controlled by an automated but centralized
system.

The Software Defined Networking (SDN) infrastructure has been shown as a
great candidate that can be integrated with MTD for efficient and cost-effective
operations to address the problem of network management. SDN decouples the
network control and data forwarding functions and provides the ability to have a
global overview of the network as well as the capability of zooming in specific net-
work portions to collect further information [HHBI14]. It also allows administrators
to dynamically adjust network-wide traffic flow to meet changing needs. Addition-
ally, SDN makes network /resource management very convenient and cost-efficient
by providing remote configuration and software/security upgrades on the network
devices. All these features provide significant motivation for the deployment of SDN
in MTD operations for efficiency and convenience. Network Function Virtualization
(NFV) proposes virtualization in network components. Thus, NFV enables us to
have virtual network nodes that can be easily controlled by SDN [HGJL15|, making
the networks more agile and reducing the hardware costs. Consequently, MTD can
highly benefit from both SDN and NFV technologies.

In this dissertation, we consider the SLFA as our threat model and develop
several defense mechanisms against it, utilizing SDN and NFV technologies while

employing MTD techniques. In Section (1.1, we present the current challenges of



designing defense mechanisms, and in Section [I.2] we explain our main solutions

against given problems.
1.1 Research Problems

In this section, we list the specific research problems we considered in this disserta-

tion and explain each of them as follows:

e Even though there are a few proposed solutions in literature for the SLFA de-
fense mechanisms [WLJWT16, WXZ 17, WWL™18§]|, they are based on attack
detection, and they mitigate the attack after some problems in the network
communication occur. There is a lack of work that can efficiently and effec-

tively mitigate the attack before some harm is made.

e The existing MTD approaches in the literature that strives to obfuscate the
network attributes [CSP15][DASJ13] [E'TSBI5]|[WW16] typically operate on
the real network topologies. This issue raises a problem with the limited
available alternate attribute values. For instance, if route mutation is em-
ployed, attackers can get the network map since every hop information can be
collected each time M'TD changes the routes. With limited node size and path
alternatives, this is inevitable. Therefore, there is a need for a cost-efficient

solution to employ MTD for a higher level of deception.

e The attacker’s impact on the service disruption critically depends on the recon-
naissance phase, which is usually considered as the first step of DDoS attacks
[ARZMTO6]. In this phase, the attackers gather information about their tar-
get, find out the IP addresses of the target machines, the network topology,
and most used links. In particular, the Crossfire attack utilizes this phase to

find out commonly used links in network topology and then aims to congest



these links through DDoS attack. Unfortunately, defense against the recon-
naissance of DDoS attacks is often underexplored compared to DDoS attack

detection and mitigation. Hence, there is a gap in the literature to be filled.

e The forensic components within the current network infrastructures usually
have a high cost, and they are not integrated with security features [PJN10al.
Therefore, there is a need for a framework that stores critical information for
postmortem forensic investigation while still operating other functionalities
timely.

e MTD papers in literature create a dynamic environment by changing some of
the features in the network |[CSAT20]. However, none of these works consider
legitimate users’ impact whenever they change the attack surface. Therefore,
there is a need for a framework where legitimate users can still troubleshoot

the network, while malicious users cannot collect beneficial information.

e MTD brings a high cost to the system in many ways [ASARI6]. There is not
any work in literature that considers an optimum strategy to employ MTD
for defense purposes. Thus, there is an open question to be investigated, that

is how frequently changes should be applied in the network.

1.2 Major Contributions

In this section, we list our major contributions that are proposed within this disser-

tation.

e In Chapter [4, we designed an SDN-based MTD mechanism to defend against
the data phase of the Crossfire attack. We analyze the Crossfire attack recon-
naissance phase and utilize the analyzed results to develop the defense mech-

anism, which in turn reorganizes the routes in such a way that the congested



links are avoided during packet forwarding. The detection and mitigation tech-
niques are implemented using the Mininet emulator [Tea] and the Floodlight
SDN controller [Pro]. The evaluation results show that the route mutation
can effectively reduce the congestion in the targeted links without making any

major disruption on network services.

In Chapter [5], various network forensics mechanisms are introduced to help in
locating the source and types of attacks as a reactive defense mechanism. This
chapter considers MTD in the context of an Internet Service Provider (ISP)
network and proposes an architectural framework that will enable it even at
the reconnaissance phase while facilitating forensics investigations. We pro-
pose various virtual shadow networks through NFV to be used when imple-
menting MTD mechanisms via route mutation. NF'V proposes virtualization
in network components. Thus, NFV enables us to have virtual network nodes
that can be easily controlled by SDN [HGJL15], making the networks more
agile and reducing the hardware costs. The idea is to dynamically change
the routes for specific reconnaissance packets so that attackers will not be
able to easily identify the actual network topologies for the Crossfire attack
while enabling the defender to store potential attacker’s information through
a forensics feature. We present an integrated framework that encompasses
these features. The proposed framework is implemented in Mininet to test
its effectiveness and overheads. The results demonstrated the effectiveness in
terms of failing the attackers at the expense of slightly increased path lengths,

end-to-end delay, and storage for forensic purposes.

In Chapter [0, we propose a cloud-based deception framework which aims to
confuse the attacker with reconnaissance replies while allowing legitimate uses

such as the debugging of network elements. The deception is based on forward-



ing the reconnaissance packets to a cloud infrastructure through tunneling so
that the returned IP addresses to the attacker will not be genuine. For han-
dling legitimate requests, we create a reflected virtual topology in the cloud
to match any changes in the original physical network to the cloud topology
using SDN. Through realistic experimentation on GENI platform [DRS™12],
we show that our framework can provide reconnaissance responses with negli-
gible delays to the network clients while also reducing the management costs

significantly.

e In Chapter[7] we address the challenge of obtaining the optimal MTD strategy
that effectively mitigates SLFA, while incurs a minimal overhead. We design
the problem as a signaling game considering the network defender and the
attacker as players. A belief function is established throughout the engagement
of the attacker and the defender during the Crossfire attack campaign, which is
utilized to pick the best response/action for each player. We analyze the game
model and derive a defense mechanism based on the equilibria of the game.
We evaluate the technique on a Mininet-based network environment where an
attacker is performing SLFA, and a defender applies MTD based on equilibria
of the game. The results show that our signaling game-based dynamic defense
mechanism can provide a similar level of protection against SLFA like the

extensive M'TD solution, however, causing a significantly reduced overhead.

1.3 Organization of the Dissertation

The dissertation is organized as follows: In Chapter [2| background information
about the concepts used in this dissertation is given. The literature review is listed

in Chapter [3| In Chapter [4] we investigate how we can utilize MTD in order to de-



fend against the Crossfire attack. In Chapter [5, we present a comprehensive frame-
work for ISPs that provides deception against the Crossfire attackers and forensics
capabilities. In Chapter [6, we propose a cloud-based deception framework where
we move the management of network deception tasks to cloud providers. We con-
sider an interaction between the attacker and the defender by utilizing the signaling
game in Chapter[7} Finally, we conclude the dissertation and present some potential

future work in Chapter [§



CHAPTER 2
PRELIMINARIES

In this chapter, we give a background information related to the technologies used
throughout the dissertation. We specifically explain what SDN and NFV are and
why they were selected in our projects. Then, we present DDoS attacks and LFAs,

and talk about their differences. Finally, we introduce MTD concept.

2.1 Software Defined Networking

Software Defined Networking (SDN) is an emerging technology that proposes a
separation of data and control planes, and that is the main difference from the
traditional network environment, as shown in Fig. 2.1l On the one hand, the data
plane consists of switches that are not capable of any routing/blocking decisions by
themselves. On the other hand, the control plane (also known as SDN Controller) is
the brain of the network and is responsible for all critical operations in the network.

SDN provides a flexible and cost-effective solution for network management by
enriching network devices with programmability feature, and a centralized controller
can be used by the network admin in order to configure the network devices. Even
though network programming has been investigated for a long time, SDN has been
developed and named for a couple of years now [FRZ14]. With the introduction of
SDN, it is made possible to do dynamic traffic engineering, drop packets, reconfig-
ure the network routing paths in case of failures and enforce certain policies that
make network management convenient and more flexible. Thus, we leverage SDN
capabilities to implement our network defense frameworks.

Traditional network devices (switch, router, etc.) require all the software on the

hardware in order to run protocols before it can be installed in the network. Mean-
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Figure 2.1: Traditional network switches vs SDN-based switches

while, SDN-based switches are basic devices and can be updated easily even after
the installation. However, there is a need for a new communication protocol in order
for SDN Controller to communicate to SDN switches. Even though there is not a
standardized protocol yet, OpenFlow is the widely-used protocol by both researchers
and industry [MABT08]. SDN-based switches are also called OpenFlow switches,
and these switches have flow tables that will provide the knowledge of the rules on
what to do with each packet. Flow table, OpenFlow Protocol and secure channel
between SDN Controller to switches are the main parts of OpenFlow switches. In
addition to the mentioned OpenFlow switches and the protocol requirements, there
is also a need to run an SDN Controller which network administrators can use to

access the network devices remotely. For example, FloodLight [Pro|, OpenDayLight

[Ope| are publicly available SDN Controller.
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The SDN Controller typically runs on a different machine in a centralized loca-
tion, and only network administrator(s) should have permission to access it. The
SDN Controller is able to do many operations, including but not limited to enforce
security rules (block some packets, etc.) and decide forwarding tables. By exposing
SDN-based solutions to networks, the high cost of network devices and complexities
of maintenance of such devices can be minimized. The network administrator can
configure and update some parts of the SDN Controller in order to manipulate the
network or s/he can implement some applications on top of the SDN Controller
to apply his/her own rules. The latter is more common and requires less knowl-
edge of the SDN Controller’s source code. Northbound API of SDN Controller is
required to be used for this purpose and mostly used protocol is Representational
State Transfer (REST) interfaces [Mas11]. The application layer can access network
devices through these interfaces. These applications send REST inquiries to get
information about the current situation or to update some flow tables. They can

contain network functions, including but not limited to Intrusion Detection System

(IDS), firewall. The detailed SDN network infrastructure is shown in Fig. 2.2]

2.2 Network Function Virtualization

Nowadays, computer networks consist of many different functionalities, such as fire-
walls and network load balancing [YWL™18|. These functionalities usually come
with the hardware and software parts integrated, which are also called middle-boxes
[BCABI15]. These hardware devices are usually costly and do not have much scala-
bility. They are also vendor-specific and need professional labor who have expertise
on these specific device set. Therefore, researchers proposed the idea of separation

of software functionalities from the hardware devices, which establishes the main
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Figure 2.2: SDN Data and Control planes.

idea of Network Function Virtualization (NFV) [HB16]. The software can be imple-
mented on standard servers, and the resources can be shared in these servers. The
virtualization of network functions brings high scalability and low operating costs
to the network infrastructures [YWLT1§]. NFV and SDN are usually considered

under the same umbrella since they enhance each other in many ways [MGTT15].

2.3 Denial-of-Service and Distributed Denial-of-Service At-
tacks

Denial-of-Service (DoS) attacks are a critical threat to current networks [DMO04].
The aim of these attacks is to disrupt the services in the targeted server. DDoS
attacks have the same goal as DoS, while a high number of coordinated Internet
hosts are engaged in these attacks, differently [MR04]. DDoS attacks exploit the

current network structure and communication protocols. These attacks can be in
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many forms, including but not limited to flooding attacks [WZS02], amplification
attacks [KHRH14], protocol exploit attacks [KK06] and malformed packet attacks
[DMO04]. Even though there are many DDoS attack types and mitigation techniques,

our main focus in this dissertation is Link Flooding DDoS attacks.

2.4 Link Flooding DDoS Attacks

Direct DDoS attacks attempt to attack the target host specifically while indirect
attacks attempt to isolate the area surrounding the target host and make the target
host services unavailable. Link Flooding attacks (LFA) are one type of indirect
DDoS attacks. Even though the concept of LFA has a long history, the two very
recent LFAs, the Coremelt attack [SP09] and the Crossfire attack [KLG13], showed
the significance and potential impact of these attacks. Hence, we proposed different

mitigation techniques specifically against the Crossfire attack, which is explained in

detail in Section R.4.1

2.4.1 The Crossfire Attack

The crossfire attack is an indirect attack where an attacker tries to isolate a specific
area by performing link-flooding DDoS attacks to some targeted links so that the
servers within that area are unable to provide their services. Fig. illustrates an
example of the Crossfire attack to a specific area. By flooding all targeted links, the
targeted area becomes isolated from the rest of the network.

Basically, the Crossfire attack uses different pairs of the source and destination
for reconnaissance and attacks. For reconnaissance, it picks a target server, while
for the attack, it picks at least