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Recent developments in prosthetics have enabled the development of powered prosthetic ankles (PPA). The advent of such technologies drastically improved impaired gait by increasing balance and reducing metabolic energy consumption by providing net positive power. However, control challenges limit performance and feasibility of today’s devices. With addition of sensors and motors, PPA systems should continuously make control decisions and adapt the system by manipulating control parameters of the prostheses. There are multiple challenges in optimization and control of PPAs. A prominent challenge is the objective setup of the system and calibration parameters to fit each subject. Another is whether it is possible to detect changes in intention and terrain before prosthetic use and how the system should react and adapt to it.

In the first part of this study, a model for energy expenditure was proposed using electromyogram (EMG) signals from the residual lower-limbs PPA users. The proposed model was optimized to minimize the energy expenditure. Optimization was performed using a modified Nelder-Mead approach with a Latin Hypercube sampling. Results of the
proposed method were compared to expert values and it was shown to be a feasible alternative for tuning in a shorter time.

In the second part of the study the control challenges regarding lack of adaptivity for PPAs was investigated. The current PPA system used is enhanced with impedance-controlled parameters that allow the system to provide different assistance. However, current systems are set to a fixed value and fail to acknowledge various terrain and intentions throughout the day. In this study, a pseudo-real-time adaptive control system was proposed to predict the changes in the gait and provide a smoother gait. The proposed control system used physiological, kinetic, and kinematic data and fused them to predict the change. The prediction was done using machine learning based methods. Results of the study showed an accuracy of up to 98.7 percent for prediction of change for four different cases.
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CHAPTER 1 INTRODUCTION

1.1 Amputation

Amputation is the surgical removal of a limb where the main cause of such operations are vascular disease (54%) including diabetes and peripheral arterial disease, trauma (45%), and cancer (less than 2%) [2-9]. It has been estimated that there are 185,000 new amputations annually in the United States and the amputee population is estimated to be 2 million [10, 11]. Below-knee amputations are the most common amputations, representing 71% of dysvascular amputations; there is a 47% expected increase in below-knee amputations from 1995-2020 [12].

There are two types of leg amputations: Transtibial and Transfemoral. Transtibial is also known as below the knee amputation and it is performed between the ankle and the knee. Transfemoral amputation is done above the knee. Amputated limb needs to be given time for healing prior to prosthesis use.

1.2 Prostheses

People that go through leg amputation use prosthetic limbs to replace the lost limb. Following the recovery and healing from the amputation surgery, patients attend physical therapy and start using a temporary prosthesis. The prosthesis can be customized to fit and suit various patients. Once the limb is fully healed and can bear pressure, the prosthetic clinician takes a cast and builds a custom socket to minimize pressure and abrasion.

Using the prostheses amputees are able to gain some independence and ability to walk. However, they face many challenges such as higher metabolic energy expenditure, sores, lack of balance and symmetry, and difficulty on uneven terrains. Conventionally the
prostheses are passive but recently there have been several powered prosthetic systems developed.

1.2.1 Passive Prostheses

Conventional prostheses mimic the appearance of the lost limb and provide some sort of functionality. Amputees use passive prostheses to replace the lost limb and be able to initiate gait. Such prosthetic systems consist of a socket, suspension, shaft, foot and covering. The sockets are custom designed to fit the residual limb and avoid pressure and blisters on it. The socket is connected to the prostheses using the suspension which holds it. The prosthesis is connected to the foot using the shaft and usually a cosmetic cover is used to mimic the appearance. Figure 1 shows the passive prostheses system and the molding process for the socket. However, the passive nature of these systems fail to provide the optimal assistance needed for normal walking and it has been shown that amputees consume more metabolic energy and the possibility of losing balance and falling is high.
Figure 1. Prosthetic fitting process. From left to right the parts are the molding, filled mold, clear test socket, final fiber carbon socket, and the liner.

1.2.2 Active prostheses

During the last decade, the prostheses industry benefited from the advent of new powered technologies and with the further improvements and reliability of such technologies the use of these state-of-the-art systems became more widespread and accessible. Currently there are microprocessor control knees widely used in the industry. More recently, powered ankle-foot systems have been introduced which can be used as an intelligent system, which is capable of providing assistance with a net positive power. In this section a brief overview of powered prostheses systems will be provided and some widely studied systems will be introduced.

 Earlier ideas for powered prosthetic ankles were introduced by Popovic et al. [13] and since then, several powered prosthetics have been developed.[14-20]. Early researches
focused on automating the amputee gait and their results lead to the development of quasi-passive ankle-foot prosthetics [21-23]. Quasi-passive systems use active damping and springs to passively store energy. This stored energy provides automatic adaptation to the ground surface [21, 24, 25]. Holmberg from Halmstad University [16] introduced a prosthetic ankle that automatically adjusted according to the ground angle using accelerometer data. Later, Bedard from Halmstad University as well, [14] made an actuated leg prosthesis for above-knee amputees. However, these systems lacked an actuator to provide active assistance. Goldfarb and their group from Vanderbilt University Nashville [18, 26] designed and controlled a pneumatically actuated transfemoral (TF) prosthesis with powered knee and ankle joints that introduced active assistance. Huang and their group from the University of Rhode Island Kingston [17] prototyped a smart prosthetic using a redundant actuator concept which enabled the system to partially function when the prosthesis loses power. Bellman et al [27] from Arizona State University also developed a system called SPARKy (Spring Ankle with Regenerative Kinetics) which had two degrees of freedom [27]. A breakthrough was made by Grabowski and Herr from Massachusetts Institute of Technology and Center for Restorative and Regenerative Medicine where, they developed a bionic prosthesis that emulates the function of the biological ankle during level walking [15, 19, 28-30]. The bionic prosthesis provided net positive work on a range of walking speeds and they showed improvement in metabolic energy expenditure and biomechanical pattern of amputee gait.

1.3 Motivation

Recent developments in prosthetics have enabled the development of powered prosthetic ankle (PPA) such as knees and ankles. The advent of such technologies
drastically improved impaired gait by increasing balance, reducing metabolic energy consumption and pressure on the residual limbs by providing net positive power [15]. However, control challenges limit the performance and feasibility of today’s devices. With the addition of sensors and motors, the system should continuously make control decisions and adapt the system by manipulating control parameters of the prostheses. Powered prosthetic limbs have impedance-controlled parameters such as the power of the motor and stiffness of the ankle. Having impedance-controlled parameters introduce further freedom to control the leg and ability to adapt to different intentions. To elicit the best performance of such technologies it is necessary to have a real-time prediction for the terrain type and the intention. Having an adaptive intention aware control system would help powered prosthetic systems to provide optimal assistance to amputees. Even though there have been some emerging technologies regarding the intention detection, currently, such prosthetic systems are being used with fixed control parameters, lacking the integration of the intention. The lack of intention prediction and adaptations introduces major shortcomings for the prosthetic leg when used in daily life.

The question of how assistive robots like prosthetic limbs should respond to users intent or change in the terrain and act in synchronization with the user is still open. Furthermore, there is the question regarding how early the intention should be detected and in what phase of the gait the control system should adapt the prosthetic leg. The intention detection can be done using various signals obtained from various sensors such as built-in kinetic, kinematic and physiological sensors that are placed on residual limbs. However, the main challenge is the timing of intention detection to have a reliable control system. The control system should be able to accurately predict the intention or the terrain prior to the swing
phase on the prosthetic leg. Failure to correctly predict the intention would cause the system to use the wrong setup for the leg, which might lead to user stumbling, falling or dragging the prostheses. In addition, the susceptibility of such data to noise introduces more unreliability to the control system. The current methods have shown the possibility of using such systems to detect the intention, but the challenge in prediction has not been addressed. Major questions that require investigation for PPA optimization and control are listed as follows:

Question (1): How can PPA systems be optimized to provide objectively efficient assistance to users?

Question: (2): Is it possible to accurately predict a change in the terrain and implement a real-time adaptive control system?

The challenges regarding PPA optimization and control arise from three perspectives. On the one hand, the question of modelling the outcome of PPA assistance requires investigation. Ability to address the assistance parameter setup based on evidence rather than subjective experience will allow the PPA systems to provide objectively optimal support to the impaired gait and maintain lower metabolic energy expenditure. On the other hand, there is the challenge of predicting the changes in the terrain before PPA assistance and adjusting the system to the intention. This will ensure that the PPA system will be set up to the correct assistance mode and provide a smooth transition between various terrains and prevent loss of balance and further injury.

These challenges lead us to explore how the prosthetic control system should adapt to various intentions and terrains to improve the PPA performance and investigate real-time
classification algorithms using various sensors as an input to predict the intention and develop an adaptive control system.

In this study, an evidence-based tuning method was developed for PPA tuning. The tuning algorithm used an optimization method to find the best tuning parameters faster. Results of tuning compared to expert values and it was shown to be feasible. In addition, a framework in which the combination of various sensors and signal processing techniques are employed to predict the intention, based on kinetic, kinematic and neurological feedback was developed. The prediction was done before prosthetic assistance with a supervised learning technique. The results of the study showed an accurate prediction performance. The results of this study show the feasibility of implementing a smart terrain prediction system for PPAs using physiological, kinetic and kinematic feedback from the residual limbs and have adaptive assistance for amputee gait.

1.4 Body-area sensor network

The rapid growth of physiological, kinetic, kinematic sensors, low-power circuits and wireless communication technologies allowed body area sensor networks (BASN) to go mainstream and available for a wide range of applications[31]. Body area sensor network is a wireless network of wearable computing devices [32-34]. BASN is an interdisciplinary area that allows inexpensive and continuous monitoring and can be used for optimization and control of PPAs.

The current study relies on the use of BASN to achieve the optimization and control goal for powered prosthesis systems and improve their applicability and reliability. Various sensors are employed to collect information from subjects, and they were used to develop a control system for PPA. The sensors used in this study are Electromyography (EMG),
Inertial Measurement Units (IMU), Piezo-Resistive Insole Pressure Sensors (PS), Infrared Distance Sensor (IR). In this section, the sensors used in the study will be introduced and in the end, the custom made wireless BASN system for each information is going to be introduced.

1.4.1 Electromyography

Physiological processes are complex phenomena, and most physiological processes are accompanied by or manifest themselves as signals that reflect their nature and activities [35]. Electromyography is an experimental technique concerned with the development, recording and analysis of myoelectric signals. Myoelectric signals are formed by physiological variations in the state of muscle fiber membranes [36]. Skeletal muscles are made up of collections of motor unites which is the smallest muscle unit that can be activated by volitional effort [35].

There is widespread use of EMG in various application such as medical research, rehabilitation, ergonomics and sports sciences and it is proven to be an established evaluation tool. EMGs allow a direct evaluation of the muscle where it allows to measure the muscle activity.

EMG signals are noisy in nature and a raw recording is contaminated with noise. It is very important to understand the noise and remove it from the underlying EMG activity. EMG signals range between ±5000 microvolts and the frequency components are within 6 to 500 Hz, showing most frequency power between 20 and 150 Hz [36]. Thus, it is important to consider the sampling frequency in the technical design to avoid losing information. Based on the Theorem of Nyquist and the fact that EMG bandpass can be as
high as 500 Hz, it is suggested to have at least 1000 Hz sampling frequency to avoid losing information and aliasing.

Besides the noise factor, the quality of the EMG signals is largely dependent on the skin preparation and the electrode positioning. For skin preparation, it is suggested to shave the area and clean the area using alcohol pads. Furthermore, the electrode type is chosen depending on the goal. In this study, surface electrodes are chosen to achieve a non-invasive control system. The most common type of surface electrodes is pre-gelled Ag/AgCl electrodes, which are recommended by Surface Electromyography for the Non-Invasive Assessment of Muscles (SENIAM) [37].

The focus of the study was on lower body muscles for amputee gait. Thus, the following muscle groups were investigated to develop the control system for PPA. The muscles were collected from both thighs and lower leg on both amputee and intact side. The muscles investigated are Soleus (Sol), Tibialis Anterior (TA), Gastrocnemius Lateralis (GL), Vastus Lateralis (VL), Rectus Femoris (RF), Gluteus Medialis (GM), Biceps Femoris (BF).

The Tibialis Anterior muscle is the most medial muscle of the anterior compartment of the leg. The tibialis anterior is responsible for dorsiflexing and inverting the foot. The muscle has two origins, one being the lateral tibial condyle and the other being the upper lateral surface of the tibia, and inserts on the medial surface of the medial cuneiform and adjoining part of the base of the first metatarsal of the foot allowing the toe to be pulled up and held in a locked position. It also allows for the ankle to be inverted giving the ankle horizontal movement allowing for some cushion if the ankle were to be rolled. It is innervated by the deep peroneal nerve and acts as both an antagonist and a synergist of the
tibialis posterior. However, the most accurate antagonist of the tibialis anterior is the peroneus longus. The tibialis anterior aides in the activities of walking, running, hiking, kicking a ball, or any activity that requires moving the leg or keeping the leg vertical. It functions to stabilize the ankle as the foot hits the ground during the contact phase of walking (eccentric contraction) and acts later to pull the foot clear of the ground during the swing phase (concentric contraction). It also functions to ‘lock’ the ankle, as in toe-kicking a ball, when held in an isometric contraction.

The action of the calf muscles, including the Soleus, is plantarflexion of the foot (that is, they increase the angle between the foot and the leg). They are powerful muscles and are vital in walking, running, and dancing. The soleus specifically plays an important role in maintaining standing posture; if not for its constant pull, the body would fall forward.

The rectus femoris is one of the flexors of the thigh at the hip. Results of the analysis depicted two different distribution in the energy consumption of this muscle, in two states for each leg. Vastus Lateralis extends the leg at the knee. This means that the vastus lateralis muscle straightens the leg at the knee joint such that there is an increase in the angle between the lower leg and the upper leg. It is expected that this muscle should be highly active in the gait process.

The Biceps Femoris muscle is one of three hamstring muscles that are located at the back of the thigh. These three muscles work collectively to flex the knee and extend the hip.

The Gluteus Medius muscle is partially covered, on its lower-third part, by the gluteus maximus muscle. This makes up what is commonly referred to as the buttocks. The gluteus
medius works to provide rotation of the thigh outward from the center of the body, which enables a steady walking gait.

The location of the muscles is shown in Figure 2 and the electrode placement was done according to SENIAM recommendations [37]. It is worth noting that the lower leg muscles were investigated on the intact side as the amputee side was missing them.

![Figure 2. lower limb muscle locations and names [38].](image)

As mentioned earlier the EMG signals tend to get contaminated with noise easily. The most important type of noise is motion artifact which happens as a result of the movement of electrodes and connecting cables. This phenomenon is more likely to happen during prosthetic gait and increasing the contamination. In this study, a bandpass filtering
technique was implemented to remove the contamination. For this purpose, a 4\textsuperscript{th}-order Butterworth filter from 20 to 450 Hz was used.

1.4.2 Inertial Measurement Unit

Inertial measurement unit is an electronic device that measures and reports a body's specific force, angular rate, and sometimes the orientation of the body, using a combination of accelerometers, gyroscopes, and sometimes magnetometers [39]. IMUs are mainly used in medical rehabilitation [40-45], robotics [46-49], and navigation [50-52]. IMU is mainly used in devices to measure velocity, orientation, and gravitational force [53]. Earlier IMUs consisted of Accelerometer and gyroscope where accelerometer measured the acceleration and gyroscope measured the angular rotation. With the advancement in technology, magnetometer was also added to IMU. The magnetometer measures the magnetic direction and can improve the gyroscope reading. Each sensor has three degrees of freedom defined as x, y, and z-axis and combined together IMU had 9 degree of freedom.

IMUs have been successfully used in gait-related studies and can be used to assess the gait characteristic. In this study, IMU sensors with 9 degrees of freedom placed on lower-body to assess the gait characteristic and use the information for optimization and prediction process. IMU sensor collected from a custom made the sensor and multiple sensors placed on thighs, knees and ankles of amputee subjects. The mechanical signals from the IMU signals do not contain high-frequency information and they were filtered using a low-pass fourth-order Butterworth filter with bandwidth of 20Hz. Figure 3 shows the placement of the sensors and the axis for accelerometer and gyroscope data.
1.4.3 Piezo-Resistive Insole Pressure Sensors

The human gait is a repetitive and symmetric sequence of limb movements and gait of a normal person is a very efficient process in the means of power and velocity allowing the human to walk for a long time [54]. This optimal gait pattern changes with amputation and passive prosthetic limbs fail to provide the required assistance to compensate on the lack of symmetry and balance. PPA systems show promise in improving these problems but it is mandatory to sense and understand the normal and amputee gait and its characteristics to be able to provide an optimal control system.
Human gait is a repetitive bipedal cycle involving steps and strides [55]. This process is consisting of two main phases; the stance phase and swing phase. The stance phase is the duration of contact between the ground and the feet and swing phase is the duration when there is no foot contact with the ground [56]. The stance phase occupies 60% of the gait cycle while the swing phase occupies only 40% of it [55]. In a more detailed classification, gait can be divided into six phases – Heel strike, Foot Flat, Mid-Stance, Heel-off, Toe-Off, Mid-Swing. Gait starts with the heel strike where the foot initially touches the ground. Following the heel strike foot flat phase is observed when the foot fully touches the ground and the other leg starts to swing. Mid-stance phase follows the heel strike when the toes for the opposite leg are off. The final phase of stance is called heel-off where the opposite leg lands on the ground and the heel starts to lose contact with the ground. Following the heel-off phase, toe-off is observed which is the first phase for the swing in the gait cycle. Finally, the swing phase is completed and the middle of the swing is called mid-swing phase. Figure 4 illustrates the normal gait for the gait phases labelled for one side.

![Gait phases during one gait cycle](image)

Reliable control of powered prosthetic systems requires an accurate gait phase detection to prevent missed or unwanted activation. In developing the protocol, we will rely on recent works in gait phases that are pressure-based or acceleration-based [54, 57, 58]. The underlying insight is that the movement can be best observed using mechanical based
sensors, that illustrate physical changes in the gait. By making a series of various sensors and placements on the lower-limb, we can have an extraction of the various phases in the gait that would introduce more reliability and usability for the control algorithm. For the phase estimation purpose, a piezo-resistive pressure sensing system was designed and used. The pressure system consists of three pressure sensors placed inside the sole of the shoe on the forefoot, mid-foot and heel locations. Figure 5, shows the developed insole and the pressure signals recorded for one step.

![Figure 5. Ground Reaction Force (GRF) system including three piezo-resistive pressure sensors located in toe, midfoot, and heel.](image)

1.4.4 **Infrared Distance Sensor**

While walking throughout the day, people face various obstacles and uneven terrains such as stair and ramps which require a change in the gait characteristics to maintain the symmetry and balance. To have a reliable control system for prosthetic ankles it is necessary to consider such behavior and address them. As sometimes these real-life scenarios include a physical barrier, in this study it was concluded to include a distance sensor to detect the obstacles. For this purpose, an Infrared distance sensor was developed.
The IR sensor placed on the toe of the prosthetic foot to detect obstacles and ascension in uneven terrains.

1.4.5 Custom Made BASN

BASNs are wearable computing devices that consist of nodes to collect physiological and other signals. Conventionally, BSANs had a small number of data nodes and low data communication rate [59]. Recent developments in state-of-the-art technology resolved this issue and made it possible to collect many nodes of data with a higher sampling rate [59-61]. For this study, various custom-made BSAN systems developed to obtain the information and process them for optimization and control of the system. The BSAN systems are wifi-based and wearable. For this purpose, CC3200 wireless MCU used.

The CC3200 SimpleLink Wi-Fi is the industry's first Wi-Fi certified single-chip microcontroller unit (MCU) with built-in Wi-Fi connectivity (ti.com/product/CC3200). Created for the Internet-of-Things (IoT), the SimpleLink CC3200 chip device is a wireless MCU that integrates a high-performance ARM Cortex-M4 MCU with a fast parallel camera interface, I2S, SD/MMC, UART, SPI, I2C, and four-channel ADC. The Wi-Fi network processor subsystem features a Wi-Fi Internet-on-a-Chip and contains an additional dedicated ARM MCU that completely offloads the applications MCU. The Wi-Fi subsystem includes an 802.11 b/g/n radio, baseband, and MAC with a powerful crypto engine. In this study, the SimpleLink CC3200 single-chip system implemented as the high-speed data communication engine for data transmission and sensor device control [59].

IMU measurement is done using the MPU-9250 motion tracking device [62]. MPU-9250 is a 9-axis motion processing unit which is delivered in 3×3×1mm and is the world’s smallest 9-axis motion tracking sensor. This sensor is low-power with consumption
performance of 9.3μA. MPU-9250 consists of 3-axis accelerometer, 3-axis gyroscope, and 3-axis gyroscope. The configuration and data access achieved using the I2C bus.

For EMG recording a high accuracy A/D converter named ADS1292 was used. ADS1292 is a 24-bit, two-channel, low-power analogue to digital converter. This A/D converter embedded with all the features commonly required for portable bio-potential signals. ADS1292 is capable of high sampling rate which makes it suitable for EMG signal recording.

Ground reaction forces (GRF) are measured using Tekscan A301 piezoresistitive transducers [63]. The pressure signal amplified using the MCP6004 Op Amp. A power-path management IC used along with the LTC 2942-1 for battery charging, voltage, and temperature measurement. GRF system compromised of an insole embedded with three piezo transducers placed on forefoot, mid-foot and heel.

For IR sensor design, VL53L0X sensor used. The VL53L0X is a new generation Time-of-Flight (ToF) laser-ranging module housed in the smallest package on the market today, providing accurate distance measurement whatever the target reflectance, unlike conventional technologies. It can measure absolute distances up to 2m [64].

Figure 6 shows all the sensors used in this study. The sensors designed using USR-C322 module, which is capable of wireless connectivity.
Figure 6. custom-made Body Area Sensor Networks (BASN) designed for the study. From left to right the sensors are Infrared distance sensor, ground reaction forces sensor, electromyogram sensor. Each EMG sensor is capable of recording to channels of myographic signals and it is embedded with a 9 degree of freedom Inertial Measurement Unit sensors.

1.4.6 BIOM

The PPA used in this study is the BIOM ankle designed by Hugh Herr and Alena Grabowski [15, 30]. BIOM ankle is the only commercially available prosthetic ankle that provides net-positive power and it has been shown that reduces the metabolic energy expenditures and provides a better gait performance and balance.

The BIOM prosthetic attaches to the socket via a pylon and has a mass of 2kg. The prosthetic includes an actuator in-series with a carbon-fiber leaf spring, in parallel with a unidirectional leaf spring, and heel and forefoot leaf springs that provide elasticity [15]. A series-elastic actuator performs negative and positive work. The actuator comprises a 200 W DC brushless motor (Maxon EC-Powermax 30) and ball-screw transmission (Nook 14×3 mm) in series with a carbon-composite leaf spring. A 0.22 kg Lithium-polymer
rechargeable battery provides energy to the motor. The prosthesis is 67% efficient; approximately 30 J of electrical energy produces 20 J of net positive work during the stance period of walking, the typical energy requirement for an 80 kg person walking at 1.75 ms\(^{-1}\) [15, 30]. A charged battery produces 4000–5000 steps, sufficient to walk 4–5 km at 1.75 ms\(^{-1}\) and exceeding the 3060 ± 1890 steps per day typically walked by an active PWA [15, 65]. Figure 7 shows the designs of the BIOM [15].

![Figure 7. Design BIOM powered prosthetic ankle [1].](image)
The BIOM system mechanically modelled as a series elastic actuator (SEA) which includes a motor in series with a transmission and a series spring. The model also includes a unidirectional parallel spring. Figure 8 shows the mechanical model presented by Herr et al.[1].

Figure 8. The mechanical model for the series elastic actuator (SEA) for the BIOM ankle [1].

Herr et al. proposed the following model for the torque output of the presented mechanical model.

\[ M_e \ddot{x} + b_e \dot{x} = F_e - F_s. \]  \hspace{1cm} \text{Eq. 1-1}

\[ F_s = k_s(x - r_s \theta). \]  \hspace{1cm} \text{Eq. 1-2}

\[ T_{\text{ext}} = \begin{cases} r_s F_s & \theta < 0 \\ r_s F_s + r_p k_p \theta & \theta \geq 0 \end{cases} \]  \hspace{1cm} \text{Eq. 1-3}
Where, $M_e$ is the effective mass, $b_e$ is the damping, $F_e$ is a linear motor force, $F_s$ is a series motor force, $T_{ext}$ is output torque of the ankle, $k_s$ and $k_p$ are series and parallel spring stiffness respectively, and $r_s$ and $r_p$ are series and parallel spring moments.

The commercially available system can be adjusted to various subjects with different physical features. The tuning process for this part is done by a certified prosthetist and orthoptist (CPO). The tuning process in conducted subjectively by relying on the expert’s knowledge and the users’ feedback. Following the setup, CPO chooses the best stiffness and power values for the user and the assistance is the same regardless of the intention of the user.

In the next section, a novel objective tuning method for prosthetic fitting is proposed and in chapter 4, a terrain type prediction algorithm is developed to provide an adaptive control system for improved performance and usability of the PPA.

1.5 Dissertation Outline

The rest of the dissertation is organized in four parts. In the second chapter, a smart-search algorithm developed to objectively tune the PPA system parameters. The proposed methods used an evidence-based method combined with an optimized search technique for parameter setup. Results compared to expert values and shown to be feasible alternative. Chapter three presents a pseudo-real-time terrain type prediction method is presented. The proposed method used sensor fusion method to predict the terrain type before HC of the PPA and results showed accuracy of up to 98% for the tested terrain types in real-time. Finally, chapter four will discuss the findings of this dissertation and highlight the future work needs to be done.
CHAPTER 2 POWERED PROSTHESES OPTIMIZATION

2.1 Introduction

Recent improvements in prosthetics introduced powered ankles and knees to the amputee gait and the advent of such technologies brought more balance and symmetry to the users. These prosthetic systems are embedded with battery-driven mechanical motors to provide extra torque and assists the users by propelling them forward without requiring them to supplement excessive metabolic energy. The history of powered prosthesis development presented in chapter 1. In this study, BIOM ankle which is commercially available was used.

PPA systems can be controlled and fitted to various user types with different physical features by manipulating impedance-controlled parameters. The main parameters are stiffness for the ankle and the amount of power provided by the system [66]. The stiffness parameter controls how the ankle flexes and helps users to have a smooth transition between various phases in the gait, which makes it crucial to adjust it to fit each user [67-70]. If the stiffness was set to a low value, it might cause the user to catch himself/herself by consuming more energy to prevent falling and, if it were set to a higher value than necessary, the prosthetic gait would introduce more dissidence to the gait and undermine the effectiveness of the system. In addition, the amount of power provided by the leg needs to be adjusted as well and its value relies on the weight, height, and strength of the user. If this parameter is not set properly, it will result in under-powering or over-powering; under-powering would cause the user to drag the leg, consume more metabolic energy, and have more pressure on the residual limb, while over-powering would provide excessive push from the system and cause the user to stumble and increase the possibilities of falling.
The setup for PPA systems is currently done by certified prosthetists and orthotists. The CPO tunes the powered system after achieving a good fit for the prosthetic socket and other equipment [71-73]. The way the tuning is done is based on the CPO’s observation and the feedback that the user provides. CPO asks the amputee to walk in an assisted walkway while they change the parameters and observe the gait. The best parameter setup is achieved when the CPO is satisfied with his/her observation. This process is time-consuming as it requires the user to walk back and forth while the CPO manipulates the parameters and observes their gait pattern until they are satisfied with the performance. The current methods are subjective and observation-based, and there are not many tools to evaluate and quantify the fitness of the parameters. In this study, a smart data-driven tuning method was introduced. The proposed method uses physiological data to build an evidence-based method to calibrate the parameters of the PPA system.

The results of this study showed the feasibility of using smart search for objectively tuning the powered prosthetic systems in a much shorter time with surface EMG signals from the residual limb. The results of the study found the optimal parameter setup with far less number of iterations compared to an exhaustive searching. Furthermore, the results showed that by using this method, it is possible to replace the observation-based tuning which requires trial and error for tuning with evidence-based smart searching which uses biological feedback from the amputee while the PPA is in operation.

The rest of the optimization study is organized as follows. In section 3.2, a review of previous works on PPA tuning and optimization techniques are presented. In section 3.3, materials and methods including the sensor system and the processing and optimization are introduced. In section 3.4, the results of the implementation of the proposed method are
presented. Finally, results of the study are discussed in section 3.5 and the conclusion is presented in section 3.6.

2.2 Related Works

Recently, several studies have focused on systems to quantify the observation and do the tuning automatically using mechanical sensors. Wang et al [74] developed a fuzzy logic-based system using the knee angle and phase duration that can tune the control impedance for a powered knee prosthesis, resulting in increased symmetry for the non-amputee subjects. Huang et al [75] also used a powered knee with a passive ankle and developed a fuzzy-based cyber expert system using temporal symmetry, stance width, and trunk sway. Wen et al [76] also worked on powered knee prosthesis and proposed two automatic tuning strategies – parallel and sequential. The system was tested on able-bodied subjects and the results showed the possibility of using such technology to match the ideal knee profile to improve gait. All the works in this field focused on prosthetic knees and did not consider powered prosthetic ankles that transtibial amputees operate. In addition, the focus of these works was on mechanical sensors and they did not consider the biological aspect of the gait. Recent studies have shown the possibility of using electromyogram signals to control exoskeletons and foot orthosis [77-79]. Since mechanical sensors show the effect of movement after the movement was made, it was assumed that considering the biological data would provide a physiology-based model that is more robust to control and optimize the prosthetic systems. The assumption was made based on the fact that the motor movement is the result of physiological stimulation in the muscles. Our recent work focused on this assumption by using EMG signals to model amputees’ gait in a physiological sense and investigated the sensitivity of different muscle groups to the
changes in natural gait, and the results showed that users rely more on the sound leg to complete gait [80]. Later, a pilot study was conducted to tune a powered prosthetic ankle using multi-channel EMG signals using grids of various possible combinations and the results were compared to experts tuning, showing the possibility of using evidence-based on physiology for automatic tuning [81]. It is hypothesized that the use of EMG signals would provide a direct observation from the amputee gait itself and can be used to model the metabolic energy expenditure, whereas mechanical sensors are unable to provide direct information about energy expenditure.

However, the proposed method relied on data collection from a limited combination of parameters, where a number of possible combinations were collected offline and a grid of stiffness and power parameters was presented. Since each parameter can vary from 0 to 100 percent, there are many possible combinations, but only a limited number of parameter combinations were considered. This limitation also constrained the resolution of the search for each parameter. To have higher resolution, a smaller-sized grid made up of more data is required, which would be highly time-consuming and not practical. The purpose of this study was to explore data-driven optimization methods to achieve a smart tuning in a short time using physiological data acquired from wireless EMG sensors. This study investigated the use of heuristic and numerical optimization methods to explore a better approach to optimize the parameter setup for PPA and converge to the optimal parameter combination without having to go through the exhaustive search. As the state-of-the-art is lacking a model for amputee gait using EMG signals, a data-driven optimization approach was introduced to be able to calibrate the parameters solely based on the observation.
In this study, a smart searching method was explored to find the best possible setup for the PPA using biological data collected wirelessly using EMG. The smart search was achieved by a data-driven approach using multiple algorithms to investigate the speed and convergence of the methods. The most common way to search through the parameters is doing an exhaustive search (ES) where all of the possible combinations of the parameters are explored and, based on the performance of the user in each combination, the best value is chosen. Even though looking through all possible combinations would result in an accurate tuning, this approach is time-consuming since there are thousands of combinations, and would not serve as a practical replacement for current methods. To overcome the time constraint of ES, we employ the Genetic Algorithm (GA) which is the most common heuristic optimization technique which has been used in various applications such as path planning, image processing, real-time systems, etc. [82]. GA has shown to be a very effective and accurate approach for optimization. Genetic Algorithm is a heuristic method that is inspired by the process of natural selection to generate the optimized solution. Genetic algorithms are often viewed as function optimizers, although the range of problems to which genetic algorithms have been applied is quite broad [83]. The implementation of GA starts with a population of random chromosomes and the population is evaluated using a fitness function. Based on the fitness, members of the population are assigned reproductive opportunity to find a better solution [83]. Using the goodness of the members, parent chromosomes are selected for reproduction and, using a mutation technique, the next population gets generated and evaluated. This process is repeated until the user-defined stopping criteria is achieved. Stopping criteria was defined as the change in the best state in the current population and the best state in the previous iteration.
However, since it uses a population-based optimization, which imitates the evolution theorem and updates the members of the population on every iteration, it might also require an unpractical number of trials to do tuning.

In this study, we also investigated the use of Nelder-Mead (NM) simplex method to have a more optimal search and find the best parameter combinations for PPA calibration. The Nelder–Mead simplex algorithm is a very powerful local descent algorithm, making no use of the objective function derivatives. In NM, through a sequence of elementary geometric transformations (reflection, contraction, expansion and multi-contraction), the initial simplex moves, expands, or contracts \[84\]. In addition, a modified NM method is introduced here by the addition of the Latin Hypercube Sampling (LHS) to limit the search area for improving the optimization and finding the optimal parameters more accurately and faster. LSH uses a stratified sampling scheme to improve the coverage of multi-dimensional input space and has been used in various computer models \[85\]. Using LHS, the conventional NM simplex method was modified to limit the searching area and perform accurate tuning with fewer iterations.

### 2.3 Materials and Methods

In this section, the materials and methods used in this study are presented in four subsections. First, wireless body-area sensor network used to collect data is introduced. Second, the experimental in-lab protocol used to collect data using the wireless EMG sensors is explained. Third, the signal processing method that was used to extract an estimate of the energy expenditure from muscles is presented. In the last section, various
heuristic and numerical methods that were used to optimize the gait using EMG sensors are explained.

2.3.1 Body-area Sensor network

This study employed custom-made EMG body-area sensor network to collect physiological signals from the residual limbs of transfemoral amputees for energy expenditure estimation and subsequently for smart automatic tuning application on PPAs. EMG signals were collected wirelessly using custom-made sensors and multi-channel EMG data was collected while users operated a PPA. The self-designed prototype is lightweight, low-power consumption, battery-powered and wireless-enabled CyberSens for EMG recording using an ADS-1292 chip. The ADS-1292 module is a low-cost, low-noise 24-bit analogue front-end biopotential measurement system recently distributed by Texas Instruments (Dallas, TX). Using an ADS-1292 module greatly reduced the cost of the CyberSens while maintaining high-quality amplification. A 32-bit MPU (CC3200) with built-in Wi-Fi connectivity was employed in the CyberSens for on-board real-time signal processing and data transmission. This self-developed CyberSens provided high-precision EMG signal with a less than 0.8 µV peak-to-peak noise. The custom-made CyberSens was designed to provide seamless recording and transmission of two channels of 24-bit EMG signal with the sampling rate up to 8000 Hz. The range of the wireless transmission can reach about 100 feet in an open space. Furthermore, an IMU sensor was also embedded in the CyberSens. An MPU-9250 (Gyro, Accelerometer, Magnetometer) MEMS motion tracking chip device (InvenSense, San Jose, CA) was employed. This chip provides a user-programmable gyro full-scale range from ±250, to ±2000°/sec and a user-programmable
accelerometer full-scale range from ±2g, to ±16g, which meets the requirement for studying human locomotion.

EMG is an experimental technique concerned with the development, recording, and analysis of myoelectric signals. Myoelectric signals are formed by physiological variations in the state of muscle fiber membranes [86]. The EMG signal provides a window on the motor as well as on its controller [87]. The EMG data were collected from ten muscles total using surface Ag/AgCl electrodes from both limbs. The electrode placement was done using the recommendations of Surface EMG for Non-Invasive Assessment of Muscles (SENIAM) [88]. The following muscles were used in this study: Tibialis Anterior (TA), Gastrocnemius Lateralis (GL), Vastus Lateralis (VL), Rectus Femoris (RF), Biceps Femoris (BF), Gluteus Medius (GMed). The first two muscles (TA, GL) were collected from the intact limb and the other four muscles were collected from both limbs. The data was collected wirelessly using the MATLAB platform and 5 in-lab designed sensors with the sampling frequency of 1000 Hz.

2.3.2 Experimental Protocol

Subjects of this study consisted of three non-amputee subjects in a bent-knee (BK) configuration and three TF amputees. Non-amputee subjects operated the leg in a bent knee position to simulate prosthetic gait. Figure 9 shows a TF amputee and electrode placement for one wireless sensor with two channels of EMG signal. Subjects operated the leg on a treadmill at a self-chosen comfortable walking speed. A harness was used to prevent falling for the subjects. The study was approved by the Institutional Board Review (IRB) in Florida International University and Hunter Holmes McGuire Veterans Administration Medical Center, and signed consent was obtained from the subjects prior to data collection.
Empower Ankle (Ottobock, Duderstadt, Germany) that was developed by Herr et. al. [89] was used in the study. The main parameters for this ankle are the stiffness and power parameters. Each parameter varies from 0 to 100 percent with a resolution of 1 percent. In this study, the power was limited to 50 percent to avoid over-powering and falling. Subjects were asked to walk on the treadmill for 10 steps and various parameter combination were recorded to be studied offline. The stiffness parameter was varied from 0 to 100 percent with steps of 10 percent and power was varied from 0 to 50 percent with steps of 5 percent. In total, 121 various parameter combinations were collected in the recording. The collected data were analyzed offline to find the best parameter combination and various smart search methods were presented and tested to show the possibility of tuning the PPA automatically and faster.

Figure 9. Data collection setup using a treadmill and a harness to prevent fall. (a) Amputee subject on the treadmill with a protective harness on (b) electrode placement on TA and GL muscles on the intact limb.
2.3.3 Energy Expenditure Estimation from EMG

EMG signals are non-stationary and noisy in nature, leading to complications in the comprehension of underlying information. In addition, EMGs are highly susceptible to noise and are contaminated with a baseline drift, which depends on many factors such as quality of the EMG amplifier, the environment noise, and the electrode movement [90]. The baseline drift lies in the lower frequencies and the main EMG information is limited to the bandwidth of 20-500 Hz [91]. To remove the baseline and high-frequency noise, signals were filtered using a fourth-order Butterworth bandpass filter with cutoff frequencies of 20-500 Hz.

Furthermore, gait phases were added to present an accurate phase-dependent model. Gait phases are detected using the IMU data that was incorporated in the sensor alongside EMG and recorded simultaneously. Human gait is a bipedal cycle, consisting of two phases – the stance phase and swing phase. The stance phase is the duration of contact between the ground and the feet and swing phase is duration where there is no contact between the ground and the feet [56]. IMU signals collected on the ankle are used to estimate these phases. For this purpose, the accelerometer, gyroscope and magnetometer data were collected using the 9-axis motion processing unit (MPU-9250) and by real-time on-board processing pitch signal calculated and recorded. Using a threshold and peak detection algorithm, the timing for each step was detected and used to automatically partition EMG signals into each step. Figure 10, illustrates the pitch signal on top and two of the steps that have been detected are highlighted.
Figure 10. 10 channels of EMG from lower limb of subject 1 while operating PPA with zero percent power and zero percent stiffness for five steps. The pitch signals depicted on top was used to detect each step and it was used to partition EMG signals to each step. Two steps detected from the pitch signals are highlighted.

As mentioned before, EMG signals are non-stationary and they need preprocessing to be able to extract information from them. Figure 10, shows 10 channels of synchronized filtered and rectified EMG and the pitch signal with detected extremums for step partitioning. To quantify the EMG signals, simple feature extraction was implemented using the amplitude of the rectified signals. The feature selection was based on the fact that the EMG spectrum depends on the firing of motor units, and it has been shown that it could be used to provide a sensitive measure for activity [92] and the amplitude of the signal shows the summation of action potentials of motor units firing around the electrode placement. It has been shown that the increase of load on muscle increases the amplitude of the motor unit action potentials and, as a result, the amplitude of EMG increases as well [93, 94]. It was assumed that by focusing on the amplitude of the EMG signals, it is possible
to estimate a measure to model the energy expenditure or load-bearing on the residual limbs. For this purpose, mean absolute value (MAV) feature was extracted as the following:

\[
MAV = \frac{1}{N} \sum_{i=1}^{N} |x[i]|
\]

Eq. 2-1

Where \( N \) is the length of the EMG segment and \( x \) is the EMG signal.

MAV feature is extracted from each of the ten muscles and the average of the data collected from the first recording (0 Stiffness and 0 power) was used to normalize the features. The normalization coefficients are calculated as follows:

\[
n_j = \frac{1}{M} \sum_{k=1}^{M} |MAV_j[k]|_{S=0, P=0}
\]

Eq. 2-2

Where, \( n \) is the normalization factor for \( j \)th muscle, \( M \) is the number of steps, and \( S \) and \( P \) represent stiffness and power parameters for PPA, respectively.

Previously, we have presented a method to use multi-channel EMG signals to model the amputee gait using a PPA, where different muscle groups were combined into a single measure using a weighted technique [81]. The weights for the muscles were calculated using fast-twitch fibre concentration [95]. Using the percentage of the fast-twitch fibres in each muscle added the physical difference of the muscles to the model. Muscle size weights are also normalized with respect to the maximum to have values between 0 to 1 and the metabolic energy estimation model is calculated as follows:
\[
E(s, p) = \sum_{i=1}^{N} w_i \times \frac{MAV_i(s, p)}{n_i}
\]

Eq. 2-3

Where, \( w_i \) is the normalized weight based on the concentration of fast-twitch fibers for the \( i \)th muscle and \( MAV_i \) is the value of the phase-dependent amplitude feature for the \( i \)th muscle, and \( n_i \) is the normalization ratio for \( i \)th muscle.

The measure \( E(s, p) \) is a function of the parameters, which is the underlying model. But, due to lack of data and non-stationary nature of EMG, it is unknown and it is calculated in a data-driven method here.

### 2.3.4 Smart Search

Utilization of equation (2-3) to identify the best parameters for each user would require doing an exhaustive search over all the possible combinations for stiffness and power parameter. As mentioned before, doing ES is accurate but unpractical due to the time constraint. In addition, due to the subject variability and non-stationary nature of the EMG signals, the underlying model for energy is unknown. In this study, a data-driven smart search optimization was proposed to automatically tune the PPA and optimize equation (2-3) without having to collect data for all the possible combinations. Equation (2-2) used as the objective function for stiffness and power parameters and the optimization was done as follows:
\[
\begin{align*}
\text{argmin}_{p,s} E(p, s) \\
\text{s.t. } 0 \leq p \leq 50 \\
0 \leq s \leq 100
\end{align*}
\]

Where, \(E\) is the measure calculated using equation (3), \(p\) is the power parameter, and \(s\) represents the stiffness parameter. As mentioned in 3.2, the upper limits for parameters were determined to prevent overpowered.

The study explored more effective searching framework by employing heuristic and numerical methods to do the smart search to find the optimal tuning parameters. The data was collected offline from 121 combinations of stiffness and power where stiffness varied from 0 to 100 percent with a resolution of 10 percent and power varied from 0 to 50 percent with a resolution of 5 percent. To have a higher resolution, the collected data was interpolated to include a 1 percent change in the objective function. The final grid contains 5151 possible combinations of the parameters. To avoid doing EH over 5151 parameters, alternative optimization algorithms of Genetic Algorithm and the Nelder-Mead Simplex methods were used in this study. In addition, a Latin Hypercube Sampling approach was introduced to modify the NM method.

2.3.4.1 Genetic Algorithm

Genetic algorithm is a heuristic search method inspired by Darwin’s evolution theorem. GA consists of four phases – initial population, fitness function, selection, crossover and mutation. GA starts with an initial population where each set is a possible solution, which in this case is the parameter combination. Each population is represented in the form of binary genes. Then the population is evaluated by a fitness function. In this study, the
fitness function is equation (3). Based on the fitness value, the population is organized and in the next phase two individuals are selected for reproduction. After parent selection, in the crossover phase a crossover point in the chromosome is chosen to make offspring by exchanging the genes of parents among themselves. To maintain diversity within the population mutation is done by randomly switching the values in a gene. This process is repeated until the stopping criteria are met or maximum iterations are reached. In this study, GA was modified to have integer values for parameters and equation (3) was used as the fitness function. The algorithm was explored using various number of population to compare the speed and accuracy of the results.

2.3.4.2 Nelder-Mead Simplex Method

The Nelder–Mead method is a numerical method that is commonly used to find the minimum or maximum of a multidimensional function and it can be applied to nonlinear optimization problems where the derivatives may not be known. Its main strengths are that it requires no derivatives to be computed and that it does not require the objective function to be smooth.

The NM method attempts to minimize a scalar-valued nonlinear function of \( n \) variables using only function values without any derivative information [96]. It is a direct data-driven searching method. NM uses geometrical shapes where the corners are the vertices and the fitness of each vertex is used to expand or contract to converge to the optimal point. The worst vertices where \( E(p,s) \) has the biggest values is replaced with new vertices in each iteration and a new triangle is formed. The vertices are updated in each iteration to form a new shape where the value of the function gets smaller and smaller until the optimal point
is found. In this study, various number of vertices was investigated to find the smallest number of vertices need for this problem. The NM method iteratively generates a sequence of vertices to approximate an optimal point [97]. The method starts by randomly generating \( n + 1 \) vertices [98]. At each iteration, the vertices are ordered according to the cost function values. In this study, cost function defined in equation (3) was used to find power and stiffness values. Considering equation (3), the ordered cost functions will be calculated as follows:

\[
E(p_1, s_1) \leq E(p_2, s_2) \leq \cdots \leq E(p_{n+1}, s_{n+1})
\]

Eq. 2-5

Where, \( E \) denotes the cost function, and \( p_i \) and \( s_i \) are randomly generated values for stiffness and power parameters. Since we are dealing with physical parameters, the random generation for the values was limited to suit the current problem. Power parameter was limited to 0 to 50 percent and stiffness limited to 0 to 100 percent. In addition, randomly generated values are limited to integer values as the resolution of the system cannot go under 1 percent. The algorithm uses four possible operations – reflection, expansion, contraction, and shrink – each being associated with a scalar parameter. Based on the value of the cost function, these possible operations are used to calculate the new point. After initial \( n + 1 \) vertices are organized from best to worst, the centroid for the \( n \) best vertices are calculated as follows:
\[ \bar{c} = \frac{1}{n} \sum_{i=1}^{n} c_i \]  

Eq. 2-6

Where, \( c_i \) is a vector of the parameters as \([p_i, c_i]\) in the \( i \)th vertices, \( n \) is the number of vertices, and \( \bar{c} \) is the centroid which shows the coordinate of the centroid parameters. Using the centroid, a reflection point can be calculated as follows:

\[ c_r = floor(\lceil \bar{c} + \alpha (\bar{c} - c_{n+1}) \rceil) \]  

Eq. 2-7

Where, \( \alpha \) is the reflection rate and the value is floored to have an integer value to fit the current problem as the parameters have the constraint to obtain integer values. Following that, the function gets evaluated in the reflection point and if \( E_1 \leq E_r \leq E_n \), then the \( n + 1 \) vertices are replaced by \( c_r \).

However, if \( E_r < E_1 \), then the expansion point needs to be calculated to cover the area with a smaller value that was missing in the previous iteration. The expansion point is calculated as follows:

\[ c_e = floor(\lceil \bar{c} + \beta (c_r - \bar{c}) \rceil) \]  

Eq. 2-8

Where, \( \beta \) is the expansion rate. The expansion point is evaluated and if \( E_e < E_r \), \( c_{n+1} \) is replaced by \( c_e \). Otherwise, \( c_{n+1} \) is replaced with \( c_r \).

If the reflection point is \( E_n \leq E_r < E_{n+1} \), then the algorithm needs to compute a contraction point outside and evaluate it as follows:

\[ c_c = floor(\lceil \bar{c} + \gamma (c_r - \bar{c}) \rceil) \]  

Eq. 2-9

Where, \( \gamma \) is the contraction rate. If \( E_c \leq E_r \), then contraction point replaces the \( n + 1 \) point and, otherwise, the algorithm shrinks the data. Before going to the shrinking part, we
need to consider the case where reflection point is bigger than \( n + 1 \) point \((E_r \geq E_{n+1})\). In this case, we also need to contract the data inside using equation (6). Evaluating the current contraction point, if it is smaller than \( n + 1 \) point, it replaces that. Otherwise, the data needs to shrink as follows:

\[
c_i = \text{floor}(c_i + \delta(c_i - c_1))
\]

Eq. 2-10

Where, \( \delta \) is the shrink rate. Conventionally, the reflection, expansion, contraction and shrink rates are user-defined, but in this study, we used the adaptive method presented by Gao et al. to implement the ND [97]. The adaptive parameters for NM method are calculated as the following:

\[
\alpha = 1, \quad \beta = 1 + \frac{2}{n}, \quad \gamma = 0.75 - \frac{1}{2 \times n}, \quad \delta = 1 - \frac{1}{n}
\]

Eq. 2-11

The method was modified to fit our problem by limiting the parameters to integer values, which represent the 1 percent resolution and the new point in each iteration was limited to lower and upper bands of the parameters. The algorithm also evaluated using various numbers of vertices to explore the smallest number required for tuning. The dimension of the vertices (\( n \)) was varied from 5 to 20 to evaluate the convergence accuracy and number of necessary iterations.

2.3.4.3 Modified Nelder-Mean Complex with Latin Hypercube Sampling

If there are multiple local minima with small differences in the optimization problem the NM might fail to converge to the global minima and is stuck in local minima. In addition, searching through a greater area might take more iterations until the target
optimization value is achieved. To resolve this issue and improve the results, it is hypothesized that using a sampling method would improve the searching accuracy and find the minima in fewer iterations. For numerical problems, the Monte Carlo methods are usually more efficient to do sampling from high dimensional probability distributions [99]. However, a great number of samples are typically required in the traditional Monte Carlo method to achieve good accuracy. Monte Carlo, which is a random sampling method, is the easiest method for sampling, but there is no assurance that a sample element will be generated from any particular subset of the sample space [100, 101]. There are techniques to improve accuracy by controlling the sample points. Latin Hypercube Sampling is a widely used method to generate controlled random samples [102]. The basic idea of LHS is to divide probability distributions into intervals of equal probabilities and a sample is taken out of each interval [103-105]. In this study, two-dimensional LHS was used to obtain sample points to determine the best search area. The two-dimension LHS was used with the assumption that power and stiffness parameters are independent, their probability distributions are evenly partitioned into N regions, and one sample point is randomly selected from each region. By evaluating the samples, the area for global minima is located. Using the located area, the searching method was limited to this area to keep the algorithm from being stuck in local minima or taking more iterations to find the global minima. In this study, LHS sampling was combined with the NM method to improve the smart search result and converge to the optimal setting faster. Using LHS, NM method was restricted into the area specified by the sampling technique. Various initial points were investigated to evaluate the speed and accuracy of the tuning for PPA.
2.4 Results

Figure 3 shows the baseline grid for 5150 parameter combinations and the value of the estimated energy from EMG signals for six subjects (3 amputees, 3 or 4 simulated amputees). The grid of parameters shown here is collected using wireless sensors for 121 combinations of the parameters and it was interpolated to have a resolution of 1 percent (smallest change in the parameters). The amplitude of the figures is showing the estimated energy using equation (3). The subject variability is clearly observable on the grids and each subject has a different measure in the obtained grid. TF2 was not able to finish the study and only half the grid was obtained. The optimization was still implemented for the obtained half-grid for this subject.

Figure 11. Grids of the estimated metabolic energy model using a 10-channel EMG sensor for various combinations of the stiffness and power parameters for three bent-knee and three transfemoral amputee subjects.
The best parameters for each user is chosen to be the minimum for the estimated energy in the grid, representative of the correct tuning value. The collection of all possible parameter combinations for 10 steps (approximately, 10 seconds) for 5150 parameter combinations would require the operation of the PPA for over fourteen hours, which is not practical and collection is not time-effective.

Table 1 shows the results of the various methods presented in this study for each subject. It could be seen that GA has the best accuracy in finding global minima. However, it requires more than 60 iterations and, in each iteration, there is a population that needs to be collected. The results are shown for a population of 15. In addition, the investigation of NM showed it also converges to the target in much shorter time (less than 40 iterations) but the variance is higher. Addition of boundaries using LHS reduced the variance and improved the search results although requiring slightly more iterations.

Table 1. Results of the EMG-based smart search to tune PPA.

<table>
<thead>
<tr>
<th>Subject</th>
<th>CPO Tuning</th>
<th>Target</th>
<th>Genetic Algorithm</th>
<th>Nelder-Mead</th>
<th>Nelder-Mead with LHS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P=25</td>
<td>P=22</td>
<td>66±12</td>
<td>35±9</td>
<td>49±9</td>
</tr>
<tr>
<td></td>
<td>S=25</td>
<td>S=21</td>
<td>S=20.7±1.4</td>
<td>S=17±5</td>
<td>S=19±2</td>
</tr>
<tr>
<td>BK1</td>
<td>P=20</td>
<td>P=23</td>
<td>60±7</td>
<td>28±13</td>
<td>45±8</td>
</tr>
<tr>
<td></td>
<td>S=40</td>
<td>S=11</td>
<td>S=11.1±1</td>
<td>S=14±8</td>
<td>S=12±2</td>
</tr>
<tr>
<td>BK2</td>
<td>P=40</td>
<td>P=45</td>
<td>58±11</td>
<td>21±8</td>
<td>57±15</td>
</tr>
<tr>
<td></td>
<td>S=32</td>
<td>S=26</td>
<td>S=25±3</td>
<td>S=23±9</td>
<td>S=25±1</td>
</tr>
<tr>
<td>TF1</td>
<td>P=40</td>
<td>P=46</td>
<td>63±10</td>
<td>10±4</td>
<td>24±13</td>
</tr>
<tr>
<td></td>
<td>S=65</td>
<td>S=41</td>
<td>S=40±6</td>
<td>S=51±18</td>
<td>S=62±1</td>
</tr>
<tr>
<td>BK3</td>
<td>P=40</td>
<td>P=41</td>
<td>58±4</td>
<td>11±8</td>
<td>13±8</td>
</tr>
<tr>
<td></td>
<td>S=65</td>
<td>S=41</td>
<td>P=39±8</td>
<td>P=26±12</td>
<td>P=40±1</td>
</tr>
<tr>
<td>TF2</td>
<td>P=40</td>
<td>P=41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF3</td>
<td>S=40</td>
<td>S=31</td>
<td>S=29±7</td>
<td>S=25±11</td>
<td>S=31±1</td>
</tr>
<tr>
<td>------</td>
<td>-------</td>
<td>-------</td>
<td>---------</td>
<td>---------</td>
<td>-------</td>
</tr>
<tr>
<td>P=23</td>
<td>P=16</td>
<td>62±10</td>
<td>9±4</td>
<td>±</td>
<td>P=16±0.6</td>
</tr>
<tr>
<td>S=36</td>
<td>S=41</td>
<td>S=31±11</td>
<td>S=33±14</td>
<td>±</td>
<td>S=92±2</td>
</tr>
</tbody>
</table>

1 P and S represent Power and Stiffness parameters for PPA respectively. BK stands for bent-knee and TF for transfemoral.

The GA is implemented to do the search over the combinations in a heuristic way to have a smarter alternative to the ES. Population sizes from 5 to 30 were investigated to explore the practicality of the search. Figure 12 shows the error bars for GA with various population sizes for each subject. The error is calculated as the Mahalanobis distance from the target point. With the increment in the population size, the error reduces, and the algorithm has a better convergence to the global minima. However, GA is population-based and every iteration requires updated population and collection of data for all the members of the population. Error! Reference source not found. shows the results of a search for all the methods and the number of iterations before convergence.
Figure 12. Error for smart search using the GA method in various population sizes. GA method was investigated using various initial population sizes to identify the smallest population size needed to converge to the global minima faster. The results are evaluated using an error measure which is the distance of the result of optimization from the target value.

The NM method was explored using different vertices by sweeping n from 3 to 100. Since the initialization is random, each n was repeated 1000 times and the mean error was calculated. Figure 13 (a) shows the mean error for each vertex (n). The smallest number of n was chosen to be 10. Later, the NM method was explored by applying the search boundary determined by LHS. LHS was explored with various starting points and the starting points are swept from 4 to 30. Figure 13 (b) shows the search results using various sampling points to bound NM. The best number of initial sampling was chosen to be 5.
2.5 Discussion

In this study, a smart data-driven optimization method was used for automatic PPA tuning. A wireless EMG sensor system was used to collect physiological data from the residual limbs of the subjects. Previously, some studies focused on automatically tuning prosthetic knees and ankles using mechanical sensors and did not consider the physiological aspect of the gait. The current study hypothesized that the use of physiological data could result in accurate tuning. The reason for this hypothesis was based on the fact that the mechanical sensors collect information after the physical movement was made, while it is possible to use physiological data and observe the effect earlier. Also, physiological data could be linked to the energy expenditure which can be used to optimized the performance of PPA. For physiological sensors, EMG signals were collected.
from the residual limbs. EMG signals are analyzed and combined using a weighted technique where the weights reflected the size variability of the muscles based on the percentage of fast-twitch fibres.

The physiological data were processed and used to model estimation for energy expenditure. The estimated energy model was investigated to optimize the performance of PPA by minimizing the energy where the parameters were manipulated to tune the PPA. It was hypothesized that normal gait has optimal energy expenditure and the PPA should provide the smallest energy burden on the subject to have the best performance. The current methods of the tuning for PPA are solely based on the observation of the CPO and there is no tool to quantify the fitness of the leg. By introducing an EMG-based model, we presented an evidence-based alternative. The model considers the size difference of the various muscle groups by assigning a weight to the normalized amplitude feature of each muscle. It has been shown before that a similar method can be used to tune a PPA [81].

However, the best way to tune using the EMG-based method is to investigate the performance on all the possible combinations for stiffness and power parameters. Considering ten steps for each parameter combination, which is approximately ten seconds, would lead to a tuning session that would span over 14 hours which does not provide the time-efficiency for practicality. The focus of this study was to investigate the possibility of using adaptive data-driven optimization methods to achieve parameter selection and avoid ES. GA and NM approaches were implemented and, later, a modification was added to NM method using LHS to improve the search. GA resulted in the closest results to the target and smallest variance in the answers in comparison to others. GA was repeated 100 times; the results are reported for the average of the repetitions and it is worth noting that
over 90 percent of the results were exactly the target value. However, as expected, since this approach is population-based and requires having multiple combinations in every iteration, it requires many cases to be considered and, even though it improved the search with comparison to ES, it still is impractical for tuning application. In this study, the NM simplex method was also proposed, where a geometrical simplex is manipulated by manipulating the shape using the fitness of the corners. A simplex, depending on the number of corners, would be a triangle, foursquare and so on. We investigated a triangular simplex up to 100 simplex shapes to identify the smallest simplex to optimize the problem. Figure 5 showed the change in the mean difference from the target for 100 repetitions and 10 simplexes were chosen as the best simplex for this purpose. The results of NM method showed an average of fewer than 40 iterations to set up parameters, which indicates the possibility of doing automatic tuning in approximately 6 minutes on average. However, the variance of the results was more than 5 percent, which increases the inconsistency of the approach and might lead to overpowering or under-powering of the PPA and miscalculation for stiffness. For example, the variance for power of TF1 was 15, which is very large and would not be practical to have this much inaccuracy. The small change in the estimated energy, which can be seen in Figure 3, is the reason for the big variance. Introduction of LHS to NM method helped limit the search to the area where global minima were located, improved the results, and reduced the variance. However, the modified version converged to target values in more iterations. It took 75 iterations at most, which is approximately 12 minutes, for modified NM to tune the leg. The modified NM method using LHS resulted in better accuracy in comparison to NM but it took longer to tune. However, the longer tuning time for modified version was still short enough to be practical.
and it can be used to replace the conventional subjective methods. In comparison to GA, modified NM was not as accurate but it required significantly less time.

The results of the study showed the feasibility of using physiological data to objectively tune a PPA automatically and accurately. In addition, the lack of a universal model for amputee gait due to the subject variability of EMG signals was resolved by relying on the data itself. The NM collected data in a geometrical sense and, based on the fitness, the geometrical search area expanded or contracted to converge to the global minima, which are the best calibration values for PPA parameters. Future work will focus on implementing a real-time system to be tested outside of a controlled environment.

2.6 Conclusions

This study demonstrated the feasibility of using EMG signals from the residual limbs of amputees to model estimation for gait energy expenditure. In addition, a modified NM optimization method was presented and its results show that it is possible to use the NM method as a smart automatic calibration tool for the setup of the PPA parameters. PPA calibration can be done objectively using the presented method based on physiological evidence in a time-effective way.
CHAPTER 3 ADAPTIVE CONTROL OF POWERED PROSTHESES

3.1 Introduction

The advent of powered prosthetic ankle systems revolutionized the assistance for amputee gait. The current technology provides net-positive power in the toe-off to facilitate the completion of steps. Furthermore, the PPA systems embedded with spring-based joints and motors that introduce resistance to gait by imitating the ankle movement and the muscles increasing balance. PPA systems have shown to reduce the metabolic energy expenditure and have been very effective in restoring balance and symmetry in gait [19, 30]. In addition, PPA systems are enhanced with impedance-controlled parameter such as the power and stiffness of the joint that makes them suitable for users with different physical features. The adjustable parameters also allow the system to provide various amounts of assistance for different terrain types and intentions. Even though PPA systems are capable of being adaptive, but current systems are lacking the required adaptivity on uneven terrains to provide optimal assistance.

Thus, it is crucial to be able to understand the underlying terrain and provide adaptive assistance to the user. In this study, a wide range of sensors such as Electromyogram (EMG), Inertial Measurement Units (IMU), Infrared Sensor (IR), Piezo-Resistive Pressure Sensors (PS) used to predict the changes in the locomotion mode before transitioning to the new terrain and adapt the system before heel contact (HC) of the prostheses. A novel real-time sensor-fusion method developed for prediction of the locomotion mode a step ahead of the time using machine-learning techniques to enhance the prosthetic control system and improve gait.
3.2 Related works

Conventionally passive prostheses systems are used to replace lost limbs due to their relative simplicity, low-cost and robust design that helps bring back partial function restoration. The inherent shortcomings of these devices are their inability to generate mechanical power, lack of adaptivity to intention and, lack of sensory feedback [106]. Recent developments in the prosthesis field introduced powered prosthetic systems that are capable of providing net-positive power and it has been shown that they improve the gait while reducing the metabolic energy expenditure [30, 107, 108].

While such technologies have proven to be highly effective, additional challenges remain regarding the control system of such technologies. Such as how early the transition step should be detected and how the system should respond to a change in the intention are still required to be investigated. There have been studies focusing on detecting the terrain type to prototype adaptability. Several studies have focused on detection of the intention after the step happens and the challenge of predicting the intention is still requires more attention. Jin et al. [109] focused on electromyographic signals and extracted various features from healthy subjects and used a threshold-based method to detect the terrains in the lab environment. Huang et al. [110, 111] also used EMG signals to classify locomotion modes and used foot switch and motion systems to obtained the gait phases in the lab and showed the possibility of detecting various intentions. Varol et al. [112] used joint angles and angular velocities for intent recognition and showed it is feasible on one subject. Hargrove et al. [113] used the nerves from the amputated limb and did an invasive re-innervation surgery to transfer the nerves on residual thigh muscles and used these muscles to control a prosthetic leg. Wentik et al. [114] used EMG and kinetic data to detect the
initiation of the gait and their results showed it could detect the toe-off and heel-contact in non-amputees. Hoover et al. [115] used EMG signals to detect the stair descent using EMG, and kinematic sensors. Spanias et al. [116, 117] combined various sensors and showed that it could reduce the error in intention detection. Review of the related works are presented in Table 2.

Table 2. Review of the related works for PPA control

<table>
<thead>
<tr>
<th>Year</th>
<th>Author</th>
<th>Intentions</th>
<th>Accuracy</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>Jin [109]</td>
<td>Slope, Stair, Level</td>
<td>75&gt;</td>
<td>EMG in lab setting, threshold-based classification</td>
</tr>
<tr>
<td>2010</td>
<td>Varol [112]</td>
<td>Stand, Sit, Walk</td>
<td>100</td>
<td>Joint angles and angular velocities, One transfemoral subject</td>
</tr>
<tr>
<td>2011</td>
<td>Huang [110]</td>
<td>Slope, Stair, Level, Obstacle</td>
<td>95</td>
<td>EMG, Ground reaction forces</td>
</tr>
<tr>
<td>2012</td>
<td>Wentik [114]</td>
<td>Gait initiation</td>
<td>-</td>
<td>EMG and inertial data from non-amputees</td>
</tr>
<tr>
<td>2013</td>
<td>Hargrove[113]</td>
<td>Level, Stair, Ramp</td>
<td>86.8&gt;</td>
<td>EMG from surgically reinnervated residual thigh muscles</td>
</tr>
<tr>
<td>2018</td>
<td>Spanias [116]</td>
<td>Slope, Stair, Level</td>
<td>88.46&gt;</td>
<td>EMG, Kinetic, Kinematic information over multiple days</td>
</tr>
</tbody>
</table>

However, these studies mostly focused on detecting the terrain after the users shifted from one terrain to another. To be more specific the terrain or detection was done after the HC of the prosthetic leg, which would not allow time for the control system to adapt to the change. In addition, previous studies did not consider situations that might look similar to change but would not lead to change. For example, walking towards an obstacle or turning that might excite similar activity from the sensors on residual limbs that would result in false detection and increase the risk of losing balance due to false positive detection.
An instance of how subjects might need different assistance level could be transitioning from level ground to stair ascent. In this case, subjects will require more net-positive power to help with stair terrain and failure of predicting and adapting accordingly would result in the expenditure of higher energy and less smooth transition. In order to be able to provide a real-time adaptive system, it is crucial to predict the intention before the prosthetic system is engaged in the new terrain. Likewise, for descending stairs, the system requires to reduce the power and increase the stiffness to help amputees. Figure 14 shows the various terrain types that might occur and investigated in this study. Hence, this study focused on predicting the change in terrain before the HC for prosthetic foot and adapting parameters to fit the new terrain. This will ensure smooth transition and optimal gait pattern.

Figure 14. Transition to different terrain while using PPA. (a) The subject takes three steps on level ground and transitions to stair ascend leading with intact limb. (b) Subject walks on level ground and transitions to stair descend leading with the intact limb. (c) Subject walks toward the stairs but instead of ascending, the stairs turn and comes back.
There are two major challenges that require investigation to achieve an adaptive control system. First, the control system requires detecting the change before it happens. Level walking is the baseline terrain that system works with and it is necessary to differentiate transition to different terrains. The first question to answer is whether the system can detect change in the locomotion mode from level ground. Following the change detection, the control system requires to predict the new terrain mode and adapt the PPA system. As different terrains require a different type of assistance, it is crucial to have accurate prediction in this situation to avoid loss of balance and possible injury. Thus, the second challenge is that whether the control system can accurately predict different terrain types.

In this study, it was hypothesized that using a combination of physiological, kinetic and kinematic information and fusing them, it will be possible to predict changes in the terrain before the transition step. In addition to the prediction of change in the terrain, the adaptive control system would be capable of differentiating between various terrain types and respond accordingly. Thus, predicting the transition to a different terrain will ensure a smooth gait with optimal assistance. According to the analysis of clinical need, this study aims to develop effective methods to support accurate prediction of user’s intention to move up and down stairs before the move is made on the prosthetic leg for adaptive control of prosthesis.

In this study, a machine learning-based approach obtained to predict deviation from level ground and to predict the terrain type using the information buffered before the heel contact of the prosthetic foot. Electromyogram signals from lower leg muscles on both amputee and intact limb of transtibial below-knee amputees used as well as accelerometer
and gyroscope data on the ankle, knee and hip from both prosthetic and intact sides for real-time prediction of following gait cycle.

The rest of the chapter is organized as follows. In section 3.3 material and methods used in this study are explained. Section 3.4 illustrates the results of the pseudo-real-time implementation of the proposed method. And in sections 3.5 and 3.6 presents the discussion of the results and conclusion, respectively.

### 3.3 Material and Methods

#### 3.3.1 Experimental protocol

Two transtibial amputees (below the knee) and two simulated subjects recruited for the study. The non-amputee subjects operated the prostheses in a bent-knee configuration to simulate the amputee gait. Physical features of the subjects shown in Table 3.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Gender</th>
<th>Age</th>
<th>Weight (kg)</th>
<th>Height (cm)</th>
<th>Amputation type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>M</td>
<td>30</td>
<td>75</td>
<td>172</td>
<td>Simulated</td>
</tr>
<tr>
<td>2</td>
<td>M</td>
<td>27</td>
<td>69</td>
<td>173</td>
<td>Simulated</td>
</tr>
<tr>
<td>3</td>
<td>M</td>
<td>47</td>
<td>81</td>
<td>173</td>
<td>Transtibial</td>
</tr>
<tr>
<td>4</td>
<td>M</td>
<td>53</td>
<td>115</td>
<td>170</td>
<td>Transtibial</td>
</tr>
</tbody>
</table>

The bent-knee simulation achieved using a custom-built socket to fit simulated subjects. Figure 15 shows the amputee and simulate prosthetic configurations. Prior to data collection, subjects signed informed consent and the study approved by Institutional Review Board (IRB) of Florida International University and Hunter Holmes McGuire Veteran Affairs Medical Center.
Physiological, kinetic and kinematic data collected from subjects while operating a powered prosthetic ankle in level terrain, stairs, and turning. EMG signals collected from both intact and amputee limbs. EMG signals collected using a custom-built wireless sensor. The muscles targeted in this study are Soleus (Sol), Tibialis Anterior (TA), Rectus Femoris (RF), Vastus Lateralis (VL), Biceps Femoris (BF), Gluteus Medius (GM). Sol and TA muscles are below knee muscle and their EMG signals recorded solely from the intact side. The EMG signals sampled at 1000 Hz sampling frequency using Ag/AgCl surface electrodes. Furthermore, five Inertial Measurement Units (IMU) placed on the residual limbs. IMU consists of three degree-of-freedom (DOF) accelerometer and three DOF
gyroscope. IMU collected using custom-built wireless sensors with 1000 sampling rate and they were placed on both intact and prosthetic ankle, knees and the hips of the subjects.

For the purpose of gait phase detection, a wearable wireless ground reaction force (GRF) system designed. The GFR system consists of an insole system imbedded with three piezo-resistive pressure sensors located at forefoot, mid-foot and the heel. The GRF system was placed inside the prosthetic shoe and signals recorded with 125 Hz sampling frequency. Finally, to be able to have an independent observation of the environment an infrared (IR) distance sensor developed and wirelessly synchronized with other sensors. The IR sensor placed on the tip of the prosthetic foot to measure the distance from the obstacles in front of it. All sensors synchronized, and data collected from subjects during gait in various terrains.

Data collection protocol consisted of level ground, stair ascent, stair descent, and turning. Subject prosthetic fitting and sensor setup was done by experts. Experts place electrodes for each muscle according to SENIAM [118] and, sensors are placed and connected. Subjects operated the PPA in three different paths. For stair ascent, subjects started walking a level terrain where they took four steps and walked up two stairs. Stair descent recording consisted of two steps in level ground followed by going down two stairs. In addition, for turning the subjects walked on level terrain for four steps toward the stairs, turned around, and walked back. Each recording repeated at least thirty times. Figure 14, shows the investigated terrain types.

In this study, BiOM ankle prosthetic system used. BiOM is the only commercially available PPA system that provides propulsion to amputees and mimics the natural gait [119]. This system models the muscle function during the stance phase by introducing the
impedance-controlled stiffness parameter. The control system for this prosthetic is designed to provide the propulsion at the end of the load-bearing phase (stance phase) and specifically in the heel off (HO) of the prosthetic. The amount of assistance provided during the propulsion controlled by power and stiffness parameters. The parameters calibrated for each user allowing the system to be compatible with users’ physical features. The parameters are set to a fixed value and the control system fails to acknowledge the changes in the terrains and environment. The physiological and mechanical data recorded from subjects of the study to investigate fusing information for predicting the change in terrain and the type of intention.

3.3.2 Gait phase detection

To ensure a timely prediction of intention it is required to detect the change in the terrain before the prosthetic engagement. The ability to predict the intention will allow the system to have a smooth transition that will improve the gait performance and reduce the possibility of losing balance and falling.

Gait is a bipedal process that includes a stance and swing phases for each side. This study focuses on the prosthetic ankle and applies a phase detection algorithm to detect the start of stance phase from the GRF system. The presented algorithm detects HC in real-time. The HC detection algorithm starts with buffering the last 200ms of GRF signal. The GRF data calculated using the three pressure sensors inside the sole as following:

$$GRF[n] = \sum_{i=1}^{3} P_{m}[n]$$  \hspace{1cm} Eq. 3-1

Where, $P_{l}$ is the pressure signal on the $i^{th}$ location inside the sole and $n$ is the current time.
The algorithm uses an adaptive threshold. The threshold calculated as following:

\[
\theta = \begin{cases} 
0.01 & \mu_{GRF} > 0.01 \\
0.1 \times \mu_{GRF} & \text{otherwise}
\end{cases}, \quad \mu_{GRF} = \frac{1}{N} \sum_{n=1}^{N} GRF[n] 
\]

Eq. 3-2

Where, \( \theta \) is the adaptive threshold, \( \mu_{GRF} \) is the average of GRF signal and \( N \) is the length of the GRF signal. The value of 0.01 chosen empirically.

The GRF applied to the threshold and first-order discrete differential at time \( n \) is calculated as follows:

\[
GRF_c[n] = \begin{cases} 
0 & \text{if } GRF[n] < \theta \\
GRF[n] & \text{otherwise}
\end{cases} \quad \text{Eq. 3-3}
\]

\[
GRF_{diff}[n] = GRF_c[n] - GRF_c[n - 1] 
\]

Eq. 3-4

From the transformed signal, the HC is detected at the time \( T_{HC} \) to have the following criteria:

1. \( GRF_{diff}[T_{HC}] > 0 \) \quad \text{Eq. 3-5}

2. \( \sum_{n=T_{HC} - 5}^{T_{HC} - 1} GRF_{diff}[T_{HC} - n] = 0 \)

Figure 16 shows the GRF signal and detected HCs using the presented algorithm for a sample signal. The results of HC detection were validated by visual inspection.
The timing and samples on different sensors are not the same, meaning the sample showing the HC on GRF signal does not directly show the HC on the EMG, IMU, and IR sensors. Thus, a synchronization method implemented to find the HC time on each sensor. The time is recorded on each sensor and it was used for synchronization. Once HC is detected on GRF signal, the closest time to HC was calculated on other sensors and it was chosen as the HC on that specific sensor. This synchronization was done as the following:

$$T_{HC_m} = \min_{n} |T_m - T_{HC_{GRF}}|$$  \hspace{1cm} \text{Eq. 3-6}

Where, $T_{HC_m}$ is the time of HC on sensor $m$, $T_m$ is time on sensor $m$, and $T_{HC_{GRF}}$ is the time of HC on GRF signal.

Finding the HC time on each sensor ensure synchronization and crucial in avoiding miscalculations. The detected HC used as the timing for the end of the prediction window, which will allow the control algorithm to predict the intention before prosthetic
engagement. In the next section, the preprocessing for EMG, IMU, and IR signals are explained.

3.3.3 Feature extraction

Following the HC detection, several features extracted from EMG, IMU and IR sensors to quantify the signals and simplify them for the control system. Feature extraction is done in time-domain and frequency-domain to highlight various characteristics of each signal. In this study, a windowed method used for feature extraction. The window ends at the HC to ensure enough time for control system to adapt to change in the terrain.

The EMG signals have a noisy nature and they are susceptible to motion artefact and high-frequency noises. Prior to feature extraction, the noise needs to be removed from the signals. For this goal, a fourth-order bandpass Butterworth filter with high-pass and low-pass bandwidths of 20 and 450 Hz, respectively was applied. Figure 17 shows a sample of the EMG signals before and after artefact removal process. The effect of motion artefact is clearly visible in Figure 17.
Figure 17. EMG signal from Soleus before and after motion artefact removal of subject 1.

Time-domain and Frequency-domain features extracted from EMG signals for each muscle. Feature extraction is done in a window from 300ms before the HC up to the HC time. The following features extracted:

- **Mean Absolute Value (MAV):**

  \[
  MAV_m = \frac{1}{N} \sum_{n=1}^{N} |EMG_m[n]|
  \]  
  \hspace{1cm} \text{Eq. 3-7}

  Where N is the length of the window, \(EMG_m\) is the EMG signal for muscle \(m\).

- **Variance (Var):**

  \[
  VAR_m = \frac{1}{N} \sum_{n=1}^{N} (EMG_m[n] - \mu_m)^2 \quad ; \quad \mu_m = \frac{1}{N} \sum_{n=1}^{N} EMG_m[n]
  \]  
  \hspace{1cm} \text{Eq. 3-8}

- **Root Mean Square (RMS):**
\[ RMS_m = \sqrt{\frac{1}{N} \sum_{n=1}^{N} (EMG_m[n])^2} \]  

- Log Detector (LogDet): estimates the muscle contraction force in logarithmic form as following:

\[ LogDet_m = \exp\left(\frac{1}{N} \sum_{n=1}^{N} \log(|EMG_m[n]|)\right) \]  

- Wavelength Length (WL) shows the complexity of the signal.

\[ WL_m = \sum_{n=2}^{N} |EMG_m[n] - EMG_m[n - 1]| \]  

- Zero-Crossing (ZC): this measure shows the number of times the EMG signal changes sign and it shows the frequency component of signal in the time domain.

\[ ZC_m = \sum_{n=2}^{N} sgn(EMG_m[n].EMG_m[n - 1]) \]  

\[ sgn(X) = \begin{cases} 
0 & X < 0 \\
1 & X \geq 0 
\end{cases} \]

- Willison Amplitude (WAmplitude)

\[ WAmpl_m = \sum_{n=2}^{N} F(|EMG_m[n] - EMG_m[n - 1]|) \]  

\[ F(X) = \begin{cases} 
0 & X < threshold \\
F(X) & X \geq threshold 
\end{cases} \]

- Slope Sign Change (SSC) is the number of times the slope of the EMG signal changes sign.
\[ SSC_m = \sum_{n=2}^{N-1} f((EMG_m[n] - EMG_m[n-1])) \times (EMG_m[n] - EMG_m[n+1])) \]

\[ f(x) = \begin{cases} 0 & X < \text{threshold} \\ 1 & X \geq \text{threshold} \end{cases} \]

The threshold of 50\(\mu\)V used for both \(WAmP_m\) and \(SSC_m\) features.

In addition, IMU sensors are preprocessed and features are extracted from them in the same window before the HC. IMU signals used in this study have 3 degrees-of-freedom (DOF) that consists of accelerometer and gyroscope signals in x, y, and z-axis. The features that are extracted from these signals are mean, maximum value, minimum value, and standard deviation of each signal. The calculation of these features is done as follows:

- Mean:
  \[ \mu_{m}^{IMU} = \frac{1}{N} \sum_{n=1}^{N} IMU_m[n] \]

- Maximum:
  \[ max_{m}^{IMU} = \max_{n}(IMU_m) \]

- Minimum:
  \[ max_{m}^{IMU} = \min_{n}(IMU_m) \]

- Standard deviation:
  \[ \sigma_{m}^{IMU} = \sqrt{\frac{1}{N} \sum_{n=1}^{N} (IMU_m[n] - \mu_{m}^{IMU})^2} \]
Prior to feature extraction, a 4th-order low-pass Butterworth filter with a cutoff frequency of 20 Hz applied to remove high-frequency noises.

Finally, the IR sensors reading at the HC added to the feature set to facilitate the detection of physical obstacle and improve the performance. Considering there are 10 channels of EMG and 5 IMU sensors and one IR sensor, in the end, there are 60 EMG features, 120 IMU features and, 1 IR features. This results in a feature vector with 181 dimensions.

3.3.4 Prediction model

To provide adaptive control and ensure a smooth transition between different terrain types it is important to predict the change before it happens. This would allow the system to change parameters and ensure smooth transition. For this purpose, a machine-learning algorithm developed to fuse multiple information, classify, and predict the terrain type of the next step from the current HC.

3.3.4.1 Feature selection

It is important to reduce the feature dimensions to prevent dimensionality problem and reduce the complexity by removing the correlated and irrelevant features. This will also reduce complexity and calculation time. Thus, an ensemble learning method based on decision trees implemented. Extra Tree Classifier (ETC), which randomizes the decisions and subsets the data to minimize over-learning and over-fitting, applied to the data. Decision tree-based methods work using the basic idea of using multistage approach to break up a complex decision into a union of several simpler decisions and assigns importance to the features that have been used [120]. The ETC classifier uses an extreme randomization process to draw the splits which results in reduced complexity and increased speed [121]. The feature importance calculated and number of features to be used in the
prediction was investigated in this study. The feature selection is done on training data with a supervised learning approach. An ETC trained using training data with and best feature subset is chosen according to their importance in the trained ETC. The number of selected features investigated to find the best design that would provide a high accuracy without overfitting. The feature selection is done on subject-dependent basis to ensure the subject variability is considered. As a result, the final feature dimension is expected to vary from subject to subject.

3.3.4.2 Gradient Boosted Tree (GBT)

Decision trees use a tree-like model for decision-making and is a popular tool in regression and classification. The basic idea of decision trees arises from the approach of breaking up a complex decision into a union of several simpler decisions [120]. This machine learning technique is easily visualized and interpreted. In addition, it does not require feature normalization and works well with datasets containing mixture of features. However, decision trees can easily overfit the machine-learning problem. Usually to avoid overfitting an ensemble of trees implemented for better generalization.

Gradient Boosted Trees (GBT) build the prediction model using a series of small decision trees. Each tree attempts to correct errors from the previous stage. Figure 18 illustrates the general outline for GBTs. GBT complexity is controlled using a learning rate, which controls how hard each new tree tries to correct the remaining mistakes from the previous round. High learning rate results in more complex trees, while lower learning rate training simpler trees.
GBMs often work well for many problems, the prediction model requires only modest memory, and it is fast. GBMs also do not require careful normalization of features and handles mixture of features well. However, inclusion of the gradient boosting method increases the complexity and makes it hard to interpret. In this study, GBM method implemented without feature normalization to investigate terrain prediction performance.

### 3.3.5 Pseudo real-time testing

Aim of this study is to present a real-time adaptive control system for a powered prosthesis. In this study, a pseudo-real-time method implemented to test the real-time terrain prediction. Figure 19 shows the flowchart of the pseudo-real-time adaptive control system.
Figure 19. Flowchart for the pseudo-real-time terrain mode prediction and adaptive control for powered prosthetic ankle optimization.
The real-time system uses the trained model and uses the model to predict each step before prosthetic HC. The system starts with loading the data to a buffer. The second step of the flowchart is HC detection, where the system loads the last 200ms data from the pressure data on the prosthetic foot and uses Eq. 3-1 through Eq. 3-5 to find the HC. The HC loop is repeated until a new HC is detected. Once the HC is detected the system find the exact time of the HC on pressure sensor and matches the EMG and IMU sensors timing with that. After this synchronization part, the system extracts features from IR, EMG and IMU signals using Eq. 3-7 through Eq. 3-15 and builds a vector for testing. Then input feature space is reduced using selected features in the training. Then reduced feature vector is input to the trained model and terrain type gets a prediction. Following the prediction of the state for next step, the system checks to see whether the label is different from the current one. In case of change in the terrain type, system automatically changes the stiffness and power parameter to the pre-tuned values by the prosthetic clinicians. The system repeats this approach until it reaches to the end of the signals.

3.3.6 Evaluation

The prediction system was based on supervised machine learning. The following measures are introduced for evaluation of the system performance on predicting the terrain type. The prediction system included four classes of level walking, stair ascent, stair descent and, turning.

\[
Sensitivity = \frac{TP}{TP + FN} \times 100\% \tag{3-19}
\]

\[
Specificity = \frac{TN}{TN + FP} \times 100\% \tag{3-20}
\]
\[
Precision = \frac{TP}{TP + FP} \times 100\% \tag{3-21}
\]

\[
Accuracy = \frac{TP + TN}{TP + FP + TN + FN} \times 100\% \tag{3-22}
\]

\[
F1 - score = \frac{2 \times Precision \times Sensitivity}{Precision + Sensitivity} \times 100\% \tag{3-23}
\]

Where, \(TP\) is the number of positive events correctly predicted as positive, \(FP\) is the number of negative events falsely predicted as positive, \(TN\) is the number of the negative event correctly predicted as negative, \(FN\) is the number of positive events falsely predicted as negative.

The accuracy measure shows the overall performance over all of the testing samples. Recall or true positive rate show the accuracy of getting positive event correct. Precision is the positive predicted value rate. F1-score is harmonic mean of precision and recall. It is worth noting that the classes investigated in this study are not balanced meaning there are more level ground samples compared to transition to uneven terrains and if the evaluation gets limited to accuracy it will fail to show the full picture. For this purpose, precision, recall, and F1-score used in the evaluation.
3.4 Results

Data processing is done in MATLAB and Python platforms. The data labeling was done during data collection and compared to expert labeling according to waveforms and ensure accuracy. HC detection was validated by comparing to visual detection and resulted in 100% accuracy. Table 4 shows the results of HC detection validation.

Table 4. Automatic HC detection results

<table>
<thead>
<tr>
<th>Subject</th>
<th>Total HCs</th>
<th>Missed HCs</th>
<th>Average Latency</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>951</td>
<td>0</td>
<td>0.3ms</td>
<td>100%</td>
</tr>
<tr>
<td>2</td>
<td>747</td>
<td>0</td>
<td>13.3ms</td>
<td>100%</td>
</tr>
<tr>
<td>3</td>
<td>504</td>
<td>0</td>
<td>0ms</td>
<td>100%</td>
</tr>
<tr>
<td>4</td>
<td>534</td>
<td>32</td>
<td>12ms</td>
<td>94%</td>
</tr>
</tbody>
</table>
The maximum number of features investigated for each subject from 5 up to 50 features. Importance of number of features investigated using a 10-fold cross-validation scheme and independent testing. Feature selection is done using Extra Tree Classifier. Figure 20 shows the accuracy for feature selection. The feature space dimension is chosen to provide the highest average cross-validation accuracy for training. For example, according to Figure, 22 features selected for subject 1. Names of the selected features for each subject is listed in Table 5.

Table 5. Selected features using feature importance of extended tree classifier.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Number of features</th>
<th>Selected Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>22</td>
<td>IR, WL_Sol, WL_RFi, ZC_RFi, WAMP_RFi, MAV_VLi, RMS_VLi, WL_VLi, mean_acc1z, std_gyro1x, min_gyro1z, mean_acc2x, mean_acc2z, min_gyro2z, mean_yaw2, max_yaw2, min_yaw2, mean_pitch2, max_pitch2, mean_acc3z, mean_yaw5, min_yaw5</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
<td>IR, MAV_VLi, RMS_VLi, WL_VLi, mean_yaw1, max_yaw1, min_yaw1, mean_acc2z, mean_gyro2z, std_gyro2z, mean_yaw2, min_yaw2, max_acc3y, std_gyro3x, std_yaw3, min_yaw4, max_gyro5x, std_gyro5y, mean_yaw5, max_yaw5, min_yaw5</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>IR, WL_TA, RMS_Sol, mean_yaw2, max_yaw2, min_yaw2, mean_acc4z, max_acc5z, mean_gyro5y, mean_yaw5, max_yaw5, mean_pitch5, max_pitch5, min_pitch5</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>IR, RMS_Sol, WL_Sol, mean_gyro2y, max_yaw2, min_yaw2, mean_acc4z, std_acc4z, std_pitch4, max_acc5z, min_pitch5</td>
</tr>
</tbody>
</table>


The selected features for each subject used to train classifiers. The training data divided into training and validation subsets and best classifier parameters was investigated. The validation subset used to ensure that it is not overfitting the training data and will be generalizable to unseen data.
The trained classifiers for each subject were saved and tested in a pseudo-real-time approach on multiple recordings that were not used in the training part. The pseudo-real-time approach starts by initializing a 200ms window of data and buffering GRF, IR, EMG and IMU signals. From the buffered data, the method searches for an HC and repeats the process until an HC is detected. When HC is detected features are extracted from 300ms before HC up to HC. Figure 21, shows a sample for GRF and EMG signals used in this study that was processed in real-time and HCs are shown. The highlighted parts in Figure shows the 300ms window where the feature extraction is done and two samples of transition to stair ascend and a level ground sample is highlighted. It can clearly be seen from Figure 21 that the EMG activity is higher in amplitude and frequency for TA, Sol, VL, and RF on intact side, which was chosen in the feature selection part (Table 5).

**Figure 21.** A sample of GRF and EMG signals with detected HCs for two level terrain gait cycles followed by a stair ascend step. The transition and one level terrain sample are highlighted in blue.
Figure 22 shows the distribution of sample features that have been selected by ETC method. IR feature showed the lower distribution for stair ascend and turning cases while it was saturated for level ground and stair descend. Gyroscope data for stair down shows a lower distribution, which highlight the slowing down. Accelerometer distribution was lower for stair descent and ascent. EMG activity increased in non-level terrains and the biggest meaningful increase was observed for stair ascending.

![Figure 22](image)

Figure 22. Distribution of selected features for four different classes investigated in this study. (a) IR distance reading at HC for subject 4; (b) maximum for gyro signal in z-axis on the intact hip of subject 2; (c) minimum for accelerometer in y-axis on amputee's hip for subject 1; (d) RMS for intact Soleus for subject 3.
The combination of different sensors fusion methods compared to find the least complexity for terrain prediction. Figure 23, shows the accuracy, sensitivity, specificity results for pseudo-real-time testing for each subjects to detect the change in terrain. Sensor fusion significantly performed better than single sensor prediction (p-value<0.05). However, there was no significant difference between all sensors combination versus combination of IMU and IR.
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Figure 23. Pseudo-real-time testing results for detection of the change in locomotion mode.

Figure 24, Figure 25, and Figure 26 illustrates the comparison of sensor fusion methods for prediction of stair ascent, stair descent, and turning examples respectively. Similar to detection part, IR and IMU fusion performed significantly higher than simpler methods and it did not result in a significant difference with other more complex fusions.
Figure 24. Pseudo-real-time testing results for prediction of stair ascent.

Figure 25. Pseudo-real-time testing results for prediction of stair descent.
The confusion matrix for pseudo-real-time testing is shown in Figure 27 for IMU and IR fusion method. Fusion of IR and IMU resulted in a significantly higher accuracy, sensitivity, and specificity for each locomotion mode prediction and the change detection. This fusion method is easier to implement and add to prosthetic compared to EMG and the processing is less complex.
Figure 27. Confusion matrix for pseudo real-time testing of terrain prediction on four subjects.

Table 6. shows the performance measures of accuracy, sensitivity, and specificity for the four terrains investigated in this study. The evaluation of real-time simulation resulted in accuracy of more than 94% for prediction of the change in terrain.

Table 6. Accuracy, Sensitivity and, Specificity measures for change and terrain prediction for level terrain, stair ascent (SU), stair descent (SD), and turn (T).

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L</td>
<td>SU</td>
<td>SD</td>
</tr>
<tr>
<td>1</td>
<td>98.7</td>
<td>96.6</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>97.1</td>
<td>96.6</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>94</td>
<td>93.1</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>95.9</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

3.5 Discussion

This study successfully showed the feasibility of predicting terrain type using a sensor fusion technique for real-time adaptive control of PPA. The proposed method fuses
information on various sensors types including multi-channel physiological, kinetic, and kinematic information and presented a phase-dependent terrain type prediction control system. The results of the study obtained from two simulated subjects (Subject 1, 2) and two transtibial amputees (Subject 3, 4) while they operated a PPA system. The proposed method resulted in up to 98.7 percent accuracy for prediction of four terrains of level, stair ascent, stair descent, and turning.

The phase-dependency approach was chosen to ensure enough time for the control system to adapt to change when it happens. BIOM PPA that was used in the study works on a phase-based control system that imitates the lost muscles on lower leg and provides positive power in the HO. As the PPA system provides the net-positive power at the HO phase of prosthetic gait it was concluded that the ability to predict the terrain change at HC would be optimal for control system. The HC detected using a custom-built wearable GRF system embedded with insole pressure sensors. HC time used as the end of the processing window and other sensors synchronized and buffered 300ms before HC up to HC.

In this study, neural information from lower leg muscles on both intact and prosthetic side was used to quantify the intention and use it for prediction. Ten channels of EMG signals collected from the subjects while they walked on different terrains and multiple time-domain and frequency-domain features calculated on a windowed signal from 300ms before HC up to the HC. In addition, five IMU sensors placed on both legs on the intact ankle, both knees, and both hips. Each IMU consisted of 3 DOF accelerometer and gyroscopes in x, y, and z directions. Like EMG, features from low-pass filtered IMU signals are calculated in a window from 300ms before HC up to HC. Finally, an infrared distance sensor was placed on the prosthetic toe for obstacle detection and the value at HC
was used. The choice of IR distance sensor was done to include knowledge from the environment and the results showed that this information is very useful for terrains that lead to a physical barrier, which in this case included stair ascent and turning.

Features selection was done to investigate the efficacy of various sensors and reduce the complexity of the prediction system. As it was expected, IR sensor was saturated in absence of a physical obstacle and had smaller value otherwise. This provided a great discriminatory feature between stair ascend and turning versus stair descend and level ground. This effect can clearly be seen in distribution of the IR feature in Figure 22.

The selection of features showed that the muscles on the intact side provide the most useful information regarding the change in the terrain. This effect happens as a result of investigating the change before it happens on the prosthetic side. Even though there is no change in the terrain at the HC of prosthetic foot, but subject’s muscle activity increases on the intact side as the intact side starts to transition to new terrain. This is clearly seen from Figure 21, where the EMG activity increases in the transition step compared to the level ground steps prior to it. In addition, this relates to the fact that during prosthetic gait users tend to rely more on the intact side and as result increased activity on this side.

IMU features also showed a meaningful difference in their distribution for various terrains. Generally, there was a lower distribution in accelerometer data which happens as a result of slowing down and change in the accelerometer and gyroscope on the prosthetic limb. The slowing down was more dominant on simulated subject as they were inexperienced to prosthetic use compared to amputees. On the intact side, as the limb prepares to start transitioning the moments tend to increase and the IMU data showed this behavior. Biomechanically, prosthetic gait when transitioning into stairs (ascent or descent)
moments on the prosthetic limb reduce as a result of slowing and down increase on the intact side which can quantified using the IMU data.

The first major challenge in adaptive control of PPAs is the ability to detect change from level terrain before it happens. The second challenge is to predict the non-level terrain from other non-terrain types. The current shortcoming for PPAs is the lack of adaptivity to different terrains and because of that the setup is constant throughout the day.

To resolve this shortcoming a machine learning-based models developed to investigate the feasibility of improving the current control systems by making them adaptive. In this study, a Gradient Boosted Tree classifier was trained and simulated real-time testing resulted in an accuracy of up to 98.7% and sensitivity and specificity of up to 100%. These results ensure that the first challenge of detecting the change is feasible.

The results prove the hypothesis of using a sensor fusion method for data before even entering a new terrain it is possible to predict the change. However, to be able to adaptively control the PPA system it is crucial to predict the type of new terrain as they require different assistance levels. For example, going up the stair requires more power and less stiffness while going down needs less power and more stiffness. Using GBT classifier terrain types predicted and confusion matrix for the actual terrain versus the predicted one was shown in Figure 27.

Throughout the day it is possible to walk toward obstacles or stairs that might lead the algorithm to detect stair descend and increase the power. However, it is likely these events might not lead to stair descend. To simulate these situations and test the system subjects walked toward the stairs but did not proceed to go up but turned around continued walking
on level ground. The results of the simulation resulted in 2 samples of turning getting mislabeled as stair ascent for subject 4 and 3 misclassification for subject 3.

The results of the study showed a high accuracy of up to 98.7% for prediction terrain for four different terrains. The study used a sensor fusion method to incorporate IMU and IR signals to predict the change before it happens and adapt the PPA system to the new terrain. The results of this study prove that it is feasible to use various sensors and fuse their information to predict changes in the terrain type in real-time. Implementation of the present method will result in smooth transitions between terrains and optimal assistance for different intentions.

3.6 Conclusion

In this chapter, a novel pseudo-real-time approach was presented for prediction of different terrain types and detecting the changes. The changes in terrain were detected using a machine learning classifier and a control system proposed to adapt the PPA to change in the terrain and improve gait and balance for amputee users.
CHAPTER 4 CONCLUSION

In this study, a novel optimization and control scheme presented for powered lower limb prosthesis. The study included two major parts of optimized tuning and adaptive control. The proposed methods utilize wearable wireless body area sensor networks to collect physiological, kinetic and kinematic information from the residual limbs and transform the collected data into meaningful categories to be used in optimization and control.

The optimized tuning part focuses on the prosthetic parameter setup. The main parameters for the BIOM leg are the stiffness and power parameters. These parameters control the amount of assistance that PPA provides and the resistance in the prosthetic joint. Currently, the parameter tuning is done by prosthetic clinicians, which lack quantitative measure and objectivity. The current methods rely on the experience of the clinician and feedback from the user. This process usually requires multiple appointments until the best setup can be determined.

The proposed alternative method used various sensors from the residual limbs to replace the observation-based tuning with an evidence-based approach. The proposed method collected EMG signals from the muscles on residual limbs and modeled the metabolic energy. The ultimate goal is for the PPA system to minimize the metabolic energy to provide the most natural assistance. The energy model optimization for various parameter combinations resulted in a comparable value with expert values that showed the feasibility of using a smart technique for this purpose. However, due to a having so many possible combinations for the parameters it is not feasible to collect all of them which would take more than 14 hours of data collection. To resolve the issue a Nelder-Mead Simplex (NM) optimization method proposed which complemented with a Latin Hypercube Sampling
(LHS). The proposed method optimized the energy expenditure model using a smaller number of combinations and was able to do the tuning in less than 12 minutes.

The second and most important challenge in PPA control is adaptive prediction of the terrain. Operating PPA systems have shown to lower the energy expenditure and be very effective in mimicking natural gait in level terrains. However, amputees face various terrains such as stairs, ramps and obstacles throughout daily life and can be challenging to operate PPAs in these situations. Having impedance-controlled parameters allows PPA systems to provide different assistance on different terrains. Even though current systems are able to provide varying assistance depending on the terrain type, they lack an accurate adaptive terrain prediction control system to provide adaptive assistance. In chapter 3, a real-time adaptive control system presented to resolve this challenge.

The adaptive control system used a phase-dependent approach to predict the upcoming terrain type on the heel contact (HC) for prosthetic leg. The ability to predict the changes in terrain type at the HC allows the control system to change the parameter setup for the PPA to have optimal assistance in non-level terrains. The proposed method used EMG signals from lower limb muscles, multiple IMU signals on knees, hips and intact ankle, ground reaction forces and, infrared distance sensors. The collected information was processed using sensor fusion techniques and modelled using a machine-learning-based classifier to predict different terrains. Comparison of various sensors compared and it was observed that addition of more sensors does not result in a significant difference and the best combination with smallest complexity was chosen as combination of IR and IMU sensors. The system evaluated using an independent testing data in pseudo-real-time
approach. The results of the study showed up to 98.7% accuracy for prediction of stair ascend, stair descend, and turning from level terrain at HC time.

4.1 Future direction

Future works will focus on implementing the adaptive control in real-time and extend to different terrains such as ramps or are complex geometries and natural terrains like walking on sand or hiking outdoors. In future studies, the changes throughout the day and from day to day will be investigated and included to have a more comprehensive control system.

In addition, it is necessary to study the electrode implantation inside the socket and over the limb to be able to embed the sensors with current PPA technologies, which would allow long-term use and facilitate studying real-life situations that can be tested outside the lab environment. Furthermore, it is beneficial to investigate optimized socket design and fitting to improve the comfort and prevent damages as a result of long-term use on the residual limbs.
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