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Study of the excited-state nucleon have been long established as an important tool to understand quantum chromodynamics in the non-perturbative region. Even after decades of study, not all of the excited states predicted by different theoretical approaches have been verified. The disparity between the predicted states and the verified states is known as the “missing baryon problem.” The verified states were mostly established using pion beam data or through $\pi N$ decay channels, but are not sufficient to address the missing baryon problem. In recent years, new experiments were conducted worldwide at CLAS in Jefferson Lab, ELSA in Bonn, MAMI in Mainz, and so on, using electromagnetic probes that also included the study of multiple channels with different final states. Since excited baryon states are broad and overlap, they are difficult to disentangle using cross-section data alone. Thus, polarization observables can play a crucial role in the identification of missing baryons.

The current work uses CLAS g12 data, which were obtained from a circularly polarized photon beam incident upon an unpolarized hydrogen target, $\gamma p \rightarrow K^+ \Lambda$, from CLAS at Jefferson Lab. Because of the weak decay of the $\Lambda$ hyperon, it is possible to measure the polarization observables from decay products, particularly $p\pi^-$ with a 64% branching ratio. We measured the transferred polarization observables $C_x$ and $C_z$, and the induced polarization $P$. The measurement covers the center-of-
mass energy range from 1.75 GeV to 3.33 GeV, expanding previous coverage by roughly 500 MeV for the $P$ observable and 800 MeV for the $C_x$ and $C_z$ observables. We produced results for polarization observables via two topologies, $K^+ p\pi^-$ and $K^+ p(\pi^-)$, and found excellent agreement between them.

The current data, along with the previously published photo- and electroproduction cross section and polarization observables from CLAS, SAPHIR, and GRAAL, are needed in a coupled-channel analysis to find the predicted excited states. The results at higher energies are important for determining the contributions from non-resonant processes, which is a dominant background in the lower energy baryon resonance region.
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CHAPTER 1

INTRODUCTION

Particle physics started when people got curious about the composition of matter around the 6th century BC. At the early stage, it was all about philosophical reasoning rather than experimentation and empirical observation. During the ancient Greek era, different philosophers such as Leucippus, Democritus, and Epicurus proposed that the matter is made of invisible particles called “atomos,” meaning “uncut” in Greek. In the 19th century, the discovery of the electron by J.J Thomson [1], succeeded by the Rutherford scattering experiment [2], shed light on the modern form of particle physics. During the development of particle physics, there was the discovery of atomic structure where the nucleus (composite system of protons and neutrons) is in the center surrounded by electrons. The proton and neutron are now known as nucleons, and in 1932 Stern et al. [3] verified the nucleons has an internal structure. In the evolution of particle physics, new subatomic particles were discovered, like $K$ mesons and hyperons, by the use of cosmic ray and collider experiments. These particles do not belong to the categories of nucleons or the electron, but had different properties. Later in 1964, Gell-Mann came up with the idea of organizing those new subatomic particles based on their properties, called the eightfold way. The organization of the lowest lying baryons in the eightfold way is shown in Figure 1.1. For the first time, organization of subatomic particles was done based on their properties and their existence. The particles’ arrangement pointed out the existence of a new type of particle, that was later observed experimentally, is now known as the $\Omega^-$ baryon. Gell-Mann found that three fundamental constituents can be used to describe those subatomic particles, that he named quarks. The two-quark system is called a meson, and the three-quark system is called a baryon. These two classes of particles are
Collectively known as hadrons. The three fundamental quarks that Gell-Mann first came up with were up, down, and strange quarks. Later three heavier mass quarks were added for a total of six, which are categorized into three generations as shown in Figure 1.2. Gell-Mann won the Nobel prize for this work. The theory of Gell-Mann acts as a basis for the development of the Standard Model.

Figure 1.1: Organization of the lowest lying baryons in the octet and decuplet of Gell-Mann’s eightfold-way. Source [4]

1.1 Standard Model

The Standard Model is a theory that explains the basic building blocks of matter and their interactions. It includes the fundamental particles of three fundamental forces out of four forces (excluding gravitational force), as well as their force carriers. Figure 1.2 shows the Standard Model particles, which includes elementary particles (quarks and leptons) called fermions, and four force-carrier particles that mediate the interaction between fermions, called bosons. Each of the fundamental forces have corresponding bosons; the strong force is carried by “gluons,” the electromagnetic force is carried by the “photon,” and the weak force is carried by “W” and “Z” bosons. The Gravitational force is not included in the Standard Model. Its force carrier particle, if found in the future, is the “graviton.” These fundamental forces have different strengths and work over different ranges. The strong force is the strongest among all
four forces but is limited to a small range, in the order of femtometer. For the most part, the weak and strong forces dominate the subatomic world. The electromagnetic force is weaker than the strong force but stronger than the gravitational and weak forces. Both electromagnetic and gravitational forces act over an infinite range.

Figure 1.2: The Standard Model of the elementary particles organized in three generations of matter and the gauge bosons, where the gauge bosons are in the last two columns. Source [5]

In the Figure 1.2, the first three columns are the three generations of fermions and are arranged based on their mass. Quarks are grouped into up and down, charm and strange, and top and bottom as I, II, and III generations, respectively. Similarly,
leptons are grouped as electron and electron neutrino, muon and the muon neutrino, and tau and tau neutrino as I, II, and III generations, respectively. Among leptons, the \( \nu_\mu \) and \( \nu_\tau \) are unstable particles and found in decay processes. The last quark found was the top quark in 1995, and the last lepton, was the tau neutrino found in 2000. The last two columns in Figure 1.2 are bosons. The Higgs particle is the last discovered boson in 2012, and is responsible for the *rest mass* of the fundamental particles. The spin quantum number for fermions is a half-integral number \( \left\{ \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \text{etc} \right\} \) whereas for the bosons, it is an integral numbers \( \left\{ 0, 1, 2, \text{etc} \right\} \). All the fundamental fermions, from the standard model share the same spin quantum number \( \left( \frac{1}{2} \right) \). Particles that are made out of fundamental fermions have overall spin that is a combination of the individual fermions. In the case of bosons the spin quantum number is 1, and they belong to the vector field except the Higgs boson which has spin 0, and belongs to the scalar field.

From the standard model, the quark and gluon combinations lead to a bound state composite particle. Different models predict the different bound states of quarks. The existing and verified bound states are two- and three-quarks states. The nature of the bound state particles from quarks and the interaction between quark-quark and quark-gluon is described by a specific type of quantum field theory called Quantum Chromodynamics (*QCD*).

### 1.2 Quantum Chromodynamics

Gell-Mann came up with the name quarks, as originated from the phrase “Three quarks for Muster Mark” from James Joyce’s *Finnegan’s Wake* [4]. This name made sense when the three-quark discovery was made. Later three more flavors of quarks were added: *charm*, *top*, and *bottom*. Each flavor of the quarks has a corresponding anti-quark, and is represented as \( \bar{q} \), where \( q \) is to represent the quark.
Strongly interacting particles, quarks, carry a color charge of red, green, and blue that are analogous with RGB color space, contrary to the electromagnetic interaction where the interacting particle, the electron, has a single electric charge. Also, the strongly interacting force carrier particles, gluons, can interact with themselves, since they carry the color charge. The interaction of a photon with itself is not possible in the electromagnetic interaction because the photon does not have any charge. The antiquark has an opposite color charge and opposite electric charge of the quark. Quarks and anti-quarks do not exist in isolation but are found only in specific combinations mediated by gluons. Experimental observation shows quark and anti-quark combinations must be colorless.

Quantum Chromodynamics is a gauge field theory that describes the strong interactions of colored quarks and gluons, and is the SU(3) component of the SU(3) × SU(2) × U(1) standard model of particle physics. Quantum Chromodynamics can be understood as an analogy to quantum electrodynamics (QED), which is a theory for the electromagnetic interaction. The QCD Lagrangian has the form,

\[
\mathcal{L}_{\text{QCD}} = \overline{\psi}_i \left( i \gamma^\mu (D_\mu)_{ij} - m \delta_{ij} \right) \psi_j - \frac{1}{4} G^a_{\mu\nu} G^{a\mu\nu}, \tag{1.1}
\]

where \( \psi_i \) is the quark field of flavor \( i \), \( G^a_{\mu\nu} \) is the gluon field strength tensor for color-charge \( a \):

\[
G^a_{\mu\nu} = \partial_\mu G^a_\nu - \partial_\nu G^a_\mu - g f_{abc} G^b_\mu G^c_\nu, \tag{1.2}
\]

and \( m \) is the mass of the quark. The term \( (D_\mu)_{ij} \) consists of the self interaction for the quarks and the interaction between the quarks and the gluon fields:

\[
(D_\mu)_{ij} = \partial_\mu \delta_{ij} - g G^a_\mu \gamma^\mu T^a_{ij}. \tag{1.3}
\]
Inserting Eq. 1.3 into the Lagrangian yields;

\[
\mathcal{L}_{\text{QCD}} = i \bar{\psi}_i \gamma^\mu \partial_\mu \psi_i - \bar{\psi}_i m \psi_i - g \bar{\psi}_i G^a_\mu \gamma^\mu T_{ij}^a \psi_j - \frac{1}{4} G^a_{\mu\nu} G^{a\mu\nu}, \tag{1.4}
\]

where the first term is the quark kinetic energy, the second term depends on the quark mass, the third is the quark-gluon interaction, and the last term contains the gluon-gluon interaction. The \( T_{ij}^a \) are the SU(3) generators, which can be represented by the Gell-Mann matrices. SU(3) is the group theory notation for the strong interaction referring to the set of all \( 3 \times 3 \) unitary matrices with unit determinant. In the quark-gluon interaction term, \( g \) is a constant and is the same for all quarks. It may scale with the energy of the interaction, but is flavor independent. Therefore, this theory suggests all quark-gluon interactions are independent of quark flavor.

The strong interaction is a short-range interaction compared to the electromagnetic interaction and has two peculiar features: asymptotic freedom and confinement. In the short range of the strong interaction, or equivalently, high energy or momentum transfer, \( Q \), the quarks behave as if they are free. The strong coupling constant, \( \alpha_s \), measures the strength of the strong interaction, vanishes asymptotically at short distances, which is called asymptotic freedom. The asymptotic freedom in the strong interaction was mathematically derived and discovered by David Gross and Frank Wilczek in 1973 [6], and also independently by David Politzer in the same year [7]. They shared the Nobel prize in 2004 for this work. At high energy or high momentum transfer, \( \text{QCD} \) has a solution using perturbative theory, and hence the mathematical solution of asymptotic freedom was derived. Quite the opposite to asymptotic freedom, at large distances (or equivalent to low \( Q \)), the phenomenon of confinement is observed. In this energy regime, the quarks are so tightly bound to each other that they become inseparable. The amount of energy applied to separate the quarks within the hadron favor the creation of new hadrons over the isolation of quarks.
The confinement phenomenon happens in the non-perturbative energy regime where QCD cannot be solved analytically. Hence no analytical proof of confinement exists at present. Figure 1.3 shows the experimental measurement of $\alpha_s$ from high energy scattering experiments [8], where it decreases at large $Q$ and increases as $Q\to0$.

![Figure 1.3: The strong coupling constant, $\alpha_s$, as a function of momentum transfer, $Q$, from different experiments. The curve is the QCD prediction. At large momentum transfer, asymptotic prediction has better explained by the experiments. Source [8]](image.png)

To understand the strong interaction, and hence to solve QCD in the low energy region, two theoretical approaches have been developed: Chiral perturbation theory and Lattice QCD. Besides that a phenomenological approach, the quark model, was developed. The theoretical models do not rely on an expansion of the power of coupling constant, but rather applied different approaches. On the other hand, the phenomenological model was proposed on the basis of the experimental discoveries.
Chiral perturbation theory is an effective field theory of QCD. In general, the basic idea of the effective field theory is to treat the light particles as the relevant degrees of freedom, while the heavy particles are reduced to static sources. The dynamics of an effective field theory are described by an effective Lagrangian, which is essentially formulated using the light particles and incorporates all important symmetries and symmetry-breaking patterns.

Lattice QCD (LQCD) is a computational approach to describe the strong interaction, first proposed by K. Wilson in 1974 [9]. In LQCD, the four-dimensional space-time is discretized, usually, on a hypercubic lattice with lattice spacing $a$, where quarks are placed on sites, and the gluons or gauge field is kept on the links between sites. The definition of LQCD does not rely on a perturbative expansion, rather the non-perturbative calculation is done by evaluating a path integral. For the LQCD simulation, six parameters, such as five light mass quarks (except the top quark) and $\alpha_s$ are fixed on the lattice so that the properties of other particles made up of these quarks and gluons can be determined. The problem in LQCD simulation is that it requires a tremendous amount of computational resources. Because of the development of technology as well as the new approach of GPU computation, LQCD techniques have had success in solving several physics problems.

The quark model was developed as a phenomenological model by Gell-Mann [4] and Zweig [10] to describe the existing and verified two- and three-quarks states discovered in different experiments. In the quark model, the hadrons are defined by the valence quarks and their properties. For example, a proton contains a $uud$ quark combination, and each carries $\frac{1}{2}$ spin, so the spin of the proton is the sum of the spin from three quarks.
1.3 Hadrons

Before the quark model, Yukawa introduced pions as the force carrier to explain the interaction between nucleons in the nucleus. Later, different accelerator facilities found other hadrons. These hadrons then contribute to the development of the quark model by Gell-Mann. In the basis of the quark model, hadrons are not elementary particles but are the bound states of quarks and gluon fields. As the gluons do not have any intrinsic property beside the color charge, they do not contribute to the quantum properties of the hadrons. So, the quantum numbers of the hadrons can be determined by combinations of quantum numbers of their constituents quarks and antiquarks. Table 1.1 shows the basic properties of quarks. In addition, the quark model also helped to predict the existence of \( \Omega \) baryon.

Table 1.1: The six flavors of quarks from the Standard Model that make up all hadronic matter, and their properties.

<table>
<thead>
<tr>
<th></th>
<th>( u )</th>
<th>( d )</th>
<th>( c )</th>
<th>( s )</th>
<th>( t )</th>
<th>( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q ) - electric charge</td>
<td>( \frac{+2}{3} )</td>
<td>( \frac{-1}{3} )</td>
<td>( \frac{+2}{3} )</td>
<td>( \frac{-1}{3} )</td>
<td>( \frac{+2}{3} )</td>
<td>( \frac{-1}{3} )</td>
</tr>
<tr>
<td>( I ) - isospin</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( I_z ) - isospin z-component</td>
<td>( \frac{+1}{2} )</td>
<td>( \frac{-1}{2} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( S ) - strangeness</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( C ) - charm</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( B ) - bottomness</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>( T ) - topness</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+1</td>
</tr>
</tbody>
</table>
Before going into detail about possible hadrons in the quark model, the different quantum numbers should be examined. The quantum numbers are:

- $Q$; electric charge.
- $B$; baryon number.
- $S$; strangeness.
- $J$; angular momentum.
- $I$; isospin.
- $P$; parity.
- $C$; charge conjugation.
- $G$; $G$-parity.

The quark carries a fractional electric charge as shown in Table 1.1. So, the total charge of hadrons, becomes the additive charge from each of its constituent quarks. Another important quantum number is total angular momentum, $J$, the sum of orbital angular momentum $L$ and total spin $S$. Therefore, $J$ varies from $-(L + S)$ to $(L + S)$.

The isospin quantum number ($I$) tells us how many different charged states of particles exist that have the same spin and parity configuration. The isospin quantum number first introduced by Heisenberg in 1932 to describe nucleons, which have isospin number $\frac{1}{2}$. In that case, the total isospin states are $(2I + 1) = 2$. In analogy with spin $S$, the third component of isospin, $I_z$ describes the isospin state. For example, two isospin projections for nucleons are $\frac{1}{2}$ and $-\frac{1}{2}$, corresponding to the proton and neutron, respectively. Generally, the isospin states are written as,

$$
p = \left| \frac{1}{2}, \frac{1}{2} \right>, \quad n = \left| \frac{1}{2}, -\frac{1}{2} \right>.
$$

(1.5)
Another important quantum property is the flavor number, that depends on the quark. Six quarks have been identified in nature and each of them have a unique flavor. So depending on quark flavor, the flavor quantum number is assigned and has the same sign as of the electric charge of the quark. For example the strange quark, has \textit{strangeness} as its flavor. The strange quark carries charge $= -\frac{1}{3}(e)$, and hence the strangeness quantum number is $s = -1$.

The parity operator leads to an inversion of spatial coordinates. There are \textit{even} and \textit{odd} parities for hadrons. In the case of baryons, the parity is given by $(-1)^L$, but for mesons is $(-1)^{L+1}$, because the mesons are made from opposite parity quark-antiquark pairs. For example, in the ground state of baryons, the orbital angular momentum is $L = 0$, so $(-1)^L$, is an \textit{even} parity particle.

The next quantum number is charge conjugation, $C$, which is responsible for interchanging a particle with its antiparticle. The $C$ operator reverses several properties such as charge, spin, and others. In a $q\bar{q}$ system for an electrically neutral particle such as a $\pi^0$, to be an eigenstate under the $C$ operator, it must be expressed as

\begin{equation}
C(q\bar{q}) = (-1)^{L+S},
\end{equation}

where the $L+S$ term has been added to address the parity and spin flip under charge conjugation operation on the quark state. In the case of a charged particle, the $C$ operator is not sufficient, and requires the isospin rotation operator, $R$. In such cases the charged particle could be an eigenstate of the $CR$ operator, and this is called the $G$ parity operator. The $G$ parity operator is written as $(-1)^{L+S+I}$.

With the knowledge of the quantum numbers, we can now understand the nomenclature of the hadrons. For baryons, its mass, quark content, and quantum numbers $I, J^P$ are sufficient to give it an unambiguous identification. But for the meson, an extra quantum number $C$ is required to give its nomenclature clearly. Any
hadrons that are observed but not allowed by the quark model prediction are called exotic hadrons, such as mesons that have $J^{PC}$: $0^{--}$, $0^{+-}$, $1^{-+}$, $2^{+-}$, $3^{++}$, etc.

Among the three generations of quarks shown in Figure 1.2, $u$, $d$, and $s$ quarks are known as light quarks and $c$, $b$, and $t$ are known as heavier quarks. The hadrons made up by light quarks are discussed in the present analysis. A baryon is called hyperon if it includes at least one strange quark. The hadrons we will repeatedly mention in the current work are the proton, made by an up-up-down quark combinations, the Λ hyperon made by an up-down-strange quark combination, the $K^+$ meson made by an up-antistrange, and the $π^-$ made by an antiup-down quark combination.

### 1.4 Baryon Spectroscopy

The complication to understanding QCD in the non-perturbative regime triggered several questions regarding the nature of the strong interaction, the formation of excited states of hadrons from the quark-gluon interaction, and their consecutive relative degrees of freedom, and many more. All of these questions developed because of the lack of an analytical solution of QCD and confinement. Despite the lack of a solution, physicists developed tools to seek the answers to all of these intriguing questions. One of the convincing tools is spectroscopy of baryons, which helps to map out the excited states and study them.

Similar to atomic spectroscopy where the atoms are studied looking into the decay spectrum, baryon spectroscopy excites baryons and detects radiation such as $γ$, $π'$s, $K$'s, to maps out the baryon spectrum. Excitation of the atom can be easily done at the local level using electricity, whereas nucleon excitation requires a particle accelerator. Also, the detection of particles emitted from excited baryons requires complicated multi-component detector systems.
The present analysis follows the quest for establishing new excited states of baryons. The Particle Data Group (PDG) lists all the established excited baryons based on their status [11]. The rating that was assigned to states in Tables 1.2 and 1.3 by the PDG ranged from * to ****. The * rating means evidence of the baryon state is poor, ** evidence is fair, *** existence is very likely but needs more information, and **** means that the existence is certain and all the properties are explored. The state with an overall rating of *** or less requires further study through different decay channels to move into ****. Table 1.3 shows an overall rating for N*'s and a rating for each decay channel. Most of the states of mass < 1800 MeV have a PDG rating of *** or ****, and are seen in either N* → Nπ or N* → Nγ. On the contrary, the states of mass > 1800 MeV, mostly have the rating * or **. It has been predicted that many of these higher mass states have significant branching ratios into KΛ or KΣ channels [12]. Therefore the study of K+Λ channel through measuring the cross section and polarization observables is very crucial in order to verify the existence of those * or ** states, as well as particles predicted by quark and LQCD models but not yet observed.
Table 1.2: Nucleon excited states with overall rating and individual channel rating from the Particle Data Group 2018. Source [11].

<table>
<thead>
<tr>
<th>Particle</th>
<th>$J^P$</th>
<th>overall</th>
<th>$N\gamma$</th>
<th>$N\pi$</th>
<th>$\Delta\pi$</th>
<th>$\Sigma K$</th>
<th>$N\rho$</th>
<th>$\Delta\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta(1232)$</td>
<td>$3/2^+$</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(1600)$</td>
<td>$3/2^+$</td>
<td>****</td>
<td>****</td>
<td>***</td>
<td>****</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(1620)$</td>
<td>$1/2^-$</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(1700)$</td>
<td>$3/2^-$</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>$\Delta(1750)$</td>
<td>$1/2^+$</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(1900)$</td>
<td>$1/2^-$</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>$\Delta(1905)$</td>
<td>$5/2^+$</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>**</td>
<td>*</td>
<td>*</td>
<td>**</td>
</tr>
<tr>
<td>$\Delta(1910)$</td>
<td>$1/2^+$</td>
<td>****</td>
<td>****</td>
<td>***</td>
<td>**</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>$\Delta(1920)$</td>
<td>$3/2^+$</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>**</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>$\Delta(1930)$</td>
<td>$5/2^-$</td>
<td>***</td>
<td>*</td>
<td>***</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(1940)$</td>
<td>$3/2^-$</td>
<td>**</td>
<td>*</td>
<td>**</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(1950)$</td>
<td>$7/2^+$</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>**</td>
<td>***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(2000)$</td>
<td>$5/2^+$</td>
<td>**</td>
<td>*</td>
<td>**</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(2150)$</td>
<td>$1/2^-$</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(2200)$</td>
<td>$7/2^-$</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(2300)$</td>
<td>$9/2^+$</td>
<td>**</td>
<td>*</td>
<td>**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(2350)$</td>
<td>$5/2^-$</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(2390)$</td>
<td>$7/2^+$</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(2400)$</td>
<td>$9/2^-$</td>
<td>**</td>
<td>**</td>
<td>**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(2420)$</td>
<td>$11/2^+$</td>
<td>****</td>
<td>*</td>
<td>****</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(2750)$</td>
<td>$13/2^-$</td>
<td>**</td>
<td>*</td>
<td>**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta(2950)$</td>
<td>$15/2^+$</td>
<td>**</td>
<td>**</td>
<td>**</td>
<td>**</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**** Existence is certain.
*** Existence is very likely.
** Evidence of existence is fair.
* Evidence of existence is poor.

There are a few phenomenological and QCD based lattice calculations developed to explain the existence of baryon excited states. A brief introduction to these models and their predictions are given below.
Table 1.3: Nucleon excited states with overall rating and individual channel rating from the Particle Data Group 2018. Source [11].

<table>
<thead>
<tr>
<th>Particle</th>
<th>$J^P$</th>
<th>overall</th>
<th>$N_\gamma$</th>
<th>$N_\pi$</th>
<th>$\Delta\pi$</th>
<th>$N_\sigma$</th>
<th>$N_\eta$</th>
<th>$\Lambda K$</th>
<th>$\Sigma K$</th>
<th>$N_\rho$</th>
<th>$N_\omega$</th>
<th>$N_\eta'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>1/2+</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
</tr>
<tr>
<td>$N$(1440)</td>
<td>1/2+</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
</tr>
<tr>
<td>$N$(1520)</td>
<td>3/2-</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
</tr>
<tr>
<td>$N$(1535)</td>
<td>1/2-</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
</tr>
<tr>
<td>$N$(1650)</td>
<td>1/2-</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
</tr>
<tr>
<td>$N$(1675)</td>
<td>5/2-</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
</tr>
<tr>
<td>$N$(1680)</td>
<td>5/2+</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
</tr>
<tr>
<td>$N$(1700)</td>
<td>3/2-</td>
<td>***</td>
<td>*</td>
<td>***</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(1710)</td>
<td>1/2+</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>***</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(1720)</td>
<td>3/2+</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>***</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(1860)</td>
<td>5/2+</td>
<td>**</td>
<td>*</td>
<td>**</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(1875)</td>
<td>3/2-</td>
<td>***</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(1880)</td>
<td>1/2-</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>***</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(1895)</td>
<td>1/2-</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>***</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(1900)</td>
<td>3/2+</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>***</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(1990)</td>
<td>7/2+</td>
<td>**</td>
<td>*</td>
<td>**</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(2000)</td>
<td>5/2+</td>
<td>**</td>
<td>*</td>
<td>**</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(2040)</td>
<td>3/2-</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(2060)</td>
<td>5/2-</td>
<td>***</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(2100)</td>
<td>1/2+</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(2120)</td>
<td>3/2-</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(2190)</td>
<td>7/2-</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(2220)</td>
<td>9/2+</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(2250)</td>
<td>9/2-</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(2300)</td>
<td>1/2+</td>
<td>**</td>
<td>*</td>
<td>**</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(2570)</td>
<td>5/2-</td>
<td>**</td>
<td>*</td>
<td>**</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(2600)</td>
<td>11/2-</td>
<td>***</td>
<td>*</td>
<td>***</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$N$(2700)</td>
<td>13/2+</td>
<td>**</td>
<td>*</td>
<td>**</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

**** Existence is certain.
*** Existence is very likely.
** Evidence of existence is fair.
* Evidence of existence is poor.

Constituent Quark Model

The simplest model developed by Capstick and Roberts [13], postulating a hadron is made by bare quarks (set of valence quark), is called the Constituent Quark Model (CQM). In the case of baryons, the total number of excited states possible were sym-
metric combinations coming from the three valence quarks properties. The baryon wave function, $\psi$, is given by,

$$\psi = \psi_{\text{color}}\psi_{\text{spin}}\psi_{\text{space}}\psi_{\text{flavor}},$$

where $\psi_{\text{color}}$ is the color component, $\psi_{\text{spin}}$ is the spin component, $\psi_{\text{spatial}}$ is the spatial component, and $\psi_{\text{flavor}}$ is the flavor component of the total wave function [14]. Baryons have a color singlet antisymmetric state represented by $\psi_{\text{color}}$ in Eq. 1.7. Since $\psi$ has to be antisymmetric for all baryons, thus the rest of the wavefunction $\psi_{\text{spin}}\psi_{\text{space}}\psi_{\text{flavor}}$ in Eq. 1.7, must be symmetric under exchange of any pair of symmetric quarks. All model calculations and theoretical calculations incorporate this symmetry. Figure 1.4 is a proposed schematic diagram for effective degrees of freedom of baryons in the constituent quark model. Figure 1.5 shows the predicted $N^*$ from the CQM.

![Figure 1.4: Schematic diagram of a baryon based on Constituent Quark Model. The baryons are represented by three valence quarks. Each quark interacts with each of the other quarks.](image-url)
Figure 1.5: Constituent quark model predictions for $N^*$. Bar colors represent the status of excited states, light color is weakly established whereas dark color represents well established states. Source [13].

Quark-Diquark Model

In one modification to the constituent quark model, two of three quarks “freezes,” thereby reducing the effective degrees of freedom from three to two in the baryon and is called the quark-diquark model. Figure 1.6 shows a schematic of the quark-diquark model, where the constraint on the diquark reduces the spatial excitation and hence reduces the possible number of excited states compared to the CQM. Figure 1.7 shows predicted $N^*$ and $\Delta^*$ masses from the diquark model [15] compared to measured masses for $^{***}$ and $^{****}$ states from PDG. There are a fewer number of predicted states
higher than 1.7 GeV in the diquark model than in the CQM model. The diquark model cannot accommodate some experimentally verified states.

Figure 1.6: A simple schematic of quarks arrangement in a baryon of diquark model.

Figure 1.7: Comparison between calculated masses (black line) from the diquark model and experimental masses from PDG for *** and **** states (up to 2 GeV). Source [15]

**Lattice QCD**

The numerical simulation method, lattice chromodynamics (LQCD), is a computational tool developed to verify the experimentally measured quantities as well as for
predicting quantities that are not easily accessible to experiment. Lattice QCD is the *ab initio* reliable computation where the measurement is done by defining a finite number of points in a Euclidean space-time, called the *lattice*, with the gauge field as links between adjacent lattice sites and quarks defined at each lattice site as anticommuting Grassmann variables belonging to the fundamental representation of SU(3) \[9\]. This LQCD method is gaining momentum because of the improvement of computation power and algorithms and provides essential input on a wide range of the strongly interacting phenomena, for example, the structure of hadrons, nuclear forces, weak interactions, and more. In the field of hadron structure, the benchmark was considered the prediction of low-lying hadrons, and now extends to excited states. Recent work by Edwards, Dedek, Richards, and Wallace \[16\], shows predicted \(N^*\) are similar to the number of states predicted by the CQM. However, the lattice calculation predicts masses that are much higher than experimental values.

![Diagram](image1.png)

Figure 1.8: Predicted \(N^*\) and \(\Delta^*\) from lattice model. Source \[16\]
1.5 Missing Baryon Problem

The phenomenological models and also the lattice method predict nearly the same number of excited states, which is large compared to the number of experimentally verified states as shown in Fig. 1.5. The disparity between the predicted states and experimentally verified states is called the *missing baryon problem*. Table 1.4 includes all the nucleon states predicted by constituent quark model and corresponding masses, compared with experimental values from the *PDG*. The ratings of those experimentally verified states in Table 1.4 suggests most of the higher mass (> 1.7 GeV) states remain undiscovered. There are multiple reasons behind the *missing baryon problem*. 
Most of these known states were verified using pion beams (see Fig. 1.10b), and there is a possibility that missing states are not strongly coupled to the pion. As an
alternative, electromagnetic probes were considered an appropriate tool to study the missing states. Figure 1.9 shows cross-section results for multiple channels in photoproduction experiments. From this, it seems that the cross section of strangeness production channels such as \( K^+ \Lambda \) and \( K^+ \Sigma^0 \) cannot be ignored. Particularly, Capstick [17] suggested that there is a large possibility of some missing states, specifically at high energy, that couple to strangeness production channels.

Figure 1.9: Photoproduction cross section on a proton target from photon beam of energies \( E_\gamma = 0.2 - 2.0 \) GeV. Multiple channels are shown together and shows the threshold of respective channels as well as the magnitude of cross sections. Source [18]

As explained in Section 1.4, the baryon spectroscopy technique is like atomic spectroscopy. However, the baryon states are more unstable compared with atomic states, with the typical lifetime being of the order of \( 10^{-24} \) s for a strongly decaying resonance. The Heisenberg Uncertainty Principle is
\[ \Delta E \approx \frac{h}{\Delta t}, \]  

(1.8)

where \( h \) is Planck’s constant and \( \Delta E \) is the energy uncertainty, and correspond to the mass width of the resonances. From the \textit{Heisenberg Uncertainty Principle}, we find the width of the resonance is inversely proportional with particle mean lifetime \( \Delta t \). The lifetime is approximately \( 10^{-24} \) s suggests that the baryon resonances are wide, on the order of 100 MeV. The width of resonance is much larger than the separation between the baryon resonances, thereby leading to highly overlapping states. Figure 1.10 shows the atomic and baryon cross section. The wide and unstable resonances are very difficult to identify by eye (see Figure 1.10b). Figure 1.10b shows a broad peak in the energy range \( W \in [1.4, 1.6] \) GeV for \( \pi^- p \rightarrow X \), comprised of three overlapping states. Even at high energies, the peaks are washed out because of highly overlapping states. This problem suggests the requirement of polarization observables that help us to disentangle those overlapped states. More detail about the photoproduction experiment and different production mechanisms are explained in Section 1.6.
(a) Atomic spectra Source [19]

(b) Nucleon resonances that mostly obtained 4 star from pion production.

Figure 1.10: Comparing atomic states with baryon states. Atomic states (Top) are narrow and easy to distinguish while baryon states (bottom) are wide and overlapped.

There are interfering states of excited nucleons and deltas such as $F_{37}(1950)$, $P_{13}(1950)$, and more. In order to disentangle nucleon states from delta states, we have to choose an isospin filter channel such as $K^+\Lambda$, that couples with nucleon states, but not with delta states.
One of the major motivations of the current work is to provide high-quality data for polarization observables in the $K^+\Lambda$ channel that can be used along with cross section data to determine the existence of these missing states.

### 1.6 Hyperon Photoproduction

From Barker [20], the photoproduction of strange hyperons ($Y$) in the reaction $\gamma p \rightarrow K^+Y$ is explained by eight complex helicity amplitudes dependent on the spin states of the particles ($2 \times 2 \times 2$). But because of parity invariance constraints, these eight amplitudes reduce to four independent ones [21]. The scattering amplitudes include contributions from resonant and non-resonant processes, are entangled with each other, and therefore the phase information of the amplitudes is required in addition to the magnitude to disentangle them. The four transverse amplitudes [20] are

\begin{align*}
  b_1 &= -\frac{i}{\sqrt{2}}[(F_1 - F_2 e^{-i\theta})e^{i\theta}], \\
  b_2 &= -\frac{i}{\sqrt{2}}[(F_1 - F_2 e^{i\theta})e^{-i\theta}], \\
  b_3 &= -b_1 - \frac{\sin\theta}{\sqrt{2}}(F_3 + F_4 e^{-i\theta})e^{i\theta}, \\
  b_4 &= -b_2 - \frac{\sin\theta}{\sqrt{2}}(F_3 + F_4 e^{i\theta})e^{-i\theta},
\end{align*}

(1.9)

where $F$’s are Chew, Goldberger, Low and Nambu (CGLN) amplitudes [22]. These amplitudes are functions of scattering angle and energy, and are subjected to analyticity and unitarity from the amplitude expression of kaon photoproduction as presented in Ref. [23].

The amplitudes from Eq. 1.9 can be written in terms of helicity amplitudes [20]; $N$, $S_1$, $S_2$, and $D$ as,
\[
\begin{align*}
    b_1 &= \frac{1}{2}[(S_1 + S_2) + i(N - D)], \\
    b_2 &= \frac{1}{2}[(S_1 + S_2) - i(N - D)], \\
    b_3 &= \frac{1}{2}[(S_1 - S_2) + i(N + D)], \\
    b_4 &= \frac{1}{2}[(S_1 - S_2) - i(N + D)],
\end{align*}
\] (1.10)

where \( N \) is the no spin-flip amplitude, \( S_{1,2} \) are single spin-flip amplitudes, and \( D \) is the double spin-flip amplitude. The helicity is a particle’s spin projection in the direction of its momentum.

The four amplitudes in Eqs. 1.10 are complex and completely describe the photoproduction processes. Out of these four complex amplitudes we can derive 16 real numbers and hence we have 16 polarization observables, as shown in Table 1.5. The measurement of these observables in any experiment require beam, target, and recoil hyperon polarization, as shown in the last column of Table 1.5. Based on the fact that observables are linearly related, studies were conducted by different groups [20,21,24] to figure out the number of observables that are sufficient to calculate the amplitudes without any ambiguities. These groups eventually concluded that the measurement of the unpolarized cross section, along with three single polarization observables and four appropriately chosen double polarization observables are sufficient to resolve all the ambiguities.
Table 1.5: Polarization observables listed along with their transversity representation and the type of experiments required to measure them. Source [20].

<table>
<thead>
<tr>
<th>Observable</th>
<th>Transversity Representation</th>
<th>Polarizations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Differential cross section, ( \frac{d\sigma}{d\Omega} )</td>
<td>(</td>
<td>b_1</td>
</tr>
<tr>
<td>Recoil polarization, ( P )</td>
<td>(</td>
<td>b_1</td>
</tr>
<tr>
<td>Photon beam asymmetry, ( \Sigma )</td>
<td>(</td>
<td>b_1</td>
</tr>
<tr>
<td>Target asymmetry, ( T )</td>
<td>(</td>
<td>b_1</td>
</tr>
<tr>
<td>( E )</td>
<td>(2 \text{Re}(b_1 b_3^* + b_2 b_4^*))</td>
<td>Beam-Target</td>
</tr>
<tr>
<td>( F )</td>
<td>(2 \text{Im}(b_1 b_3^* - b_2 b_4^*))</td>
<td>Beam-Target</td>
</tr>
<tr>
<td>( G )</td>
<td>(2 \text{Im}(b_1 b_3^* + b_2 b_4^*))</td>
<td>Beam-Target</td>
</tr>
<tr>
<td>( H )</td>
<td>(-2 \text{Re}(b_1 b_5^* + b_2 b_4^*))</td>
<td>Beam-Target</td>
</tr>
<tr>
<td>( C_x )</td>
<td>(-2 \text{Im}(b_1 b_4^* - b_2 b_3^*))</td>
<td>Beam-Recoil</td>
</tr>
<tr>
<td>( C_z )</td>
<td>(2 \text{Re}(b_1 b_4^* + b_2 b_3^*))</td>
<td>Beam-Recoil</td>
</tr>
<tr>
<td>( O_x )</td>
<td>(-2 \text{Im}(b_1 b_4^* - b_2 b_3^*))</td>
<td>Beam-Recoil</td>
</tr>
<tr>
<td>( O_z )</td>
<td>(2 \text{Im}(b_1 b_4^* + b_2 b_3^*))</td>
<td>Beam-Recoil</td>
</tr>
<tr>
<td>( T_x )</td>
<td>(2 \text{Re}(b_1 b_2^* - b_3 b_4^*))</td>
<td>Target-Recoil</td>
</tr>
<tr>
<td>( T_z )</td>
<td>(2 \text{Im}(b_1 b_2^* - b_3 b_4^*))</td>
<td>Target-Recoil</td>
</tr>
<tr>
<td>( L_x )</td>
<td>(-2 \text{Im}(b_1 b_2^* + b_3 b_4^*))</td>
<td>Target-Recoil</td>
</tr>
<tr>
<td>( L_z )</td>
<td>(2 \text{Re}(b_1 b_2^* - b_3 b_4^*))</td>
<td>Target-Recoil</td>
</tr>
</tbody>
</table>

In the current work, we measure the induced polarization observable \( P \). Other single-polarization observables such as beam (\( \Sigma \)) and target (\( T \)) asymmetries, have
been previously measured [25] for photoproduction of the Λ hyperon. In addition, we are measuring double polarization observables \( C_x, C_z \). When combined results of \( C_x \) and \( C_z \) with \( O_x \) and \( O_z \) [25], as well as single polarization observables \( (P, \Sigma, T) \), there is a great chance to determine the model-independent amplitudes for photoproduction of \( K^+\Lambda \).

The results from previous measurement of \( C_x \) and \( C_z \) at low beam energies [26] improved the calculation of helicity amplitudes shown in Eq. 1.10. The current work extends the measurement range beyond the resonance production region to the non-resonant region up to 5.5 GeV photon beam energy. Resonant production is associated with the \( s \) and \( u \) channels, while \( t \) channel production is non-resonant. Resonant production happens after absorbing an incoming \( \gamma \) by the nucleon, \( N \), which then excites an \( N^* \), that then decays through the \( KY \) channel. In contrast, non-resonant production is carried by momentum transfer from the incoming photon to the target, thereby leading to exchange of mesons and baryons for the \( t \) and \( u \) processes, respectively.

Figure 1.11 shows the Feynmann diagrams for \( s \), \( t \), and \( u \) channel processes. The name \( s \)-, \( t \)-, and \( u \)- channel was chosen based on the Mandelstam variables. For the reaction \( \gamma p \rightarrow K^+Y \), these variables can be written as,

\[
\begin{align*}
    s &= (P_\gamma + P_p)^2, \\
    t &= (P_\gamma - P_K)^2, \\
    u &= (P_\gamma - P_Y)^2. 
\end{align*}
\]  

The other important motivation of the current analysis is to measure the polarization observables within and beyond the resonance production region. The measured value beyond the resonance region can be used to constrain the contributions from the other processes, most of which are background for \( s \) channel resonance pro-

28
Figure 1.11: The tree-level Feynmann diagrams for the reaction $\gamma p \rightarrow K^+ Y$. From left to right; $s$-, $t$-, and $u$-channel processes.

duction. The current work is the first-time measurement of polarization observables for photoproduction of $K^+ \Lambda$ at center-of-mass energy higher than 2.45 GeV for $C_x$ and $C_z$, and higher than 2.84 GeV for $P$. At higher than 2.38 GeV, we might have a chance to see missing resonances that were predicated by CQM and LQCD.

Within the resonance region, there are several previous results for $\gamma p \rightarrow K^+ \Lambda$ since 1957. These results include the differential cross section as well as polarization observables. In the section below, we will walk through a few of these measurements and show the necessity of them.

1.7 Previous studies of $\gamma p \rightarrow K^+ \Lambda$

The research conducted at different experimental facilities such as JLab, ELSA, and LEPS on hadron spectroscopy already verified several excited states of baryons, $N^*$ and $\Delta^*$, along with other hyperon states. But as discussed above, there are additional states that need to be verified by studying their properties. The necessity of $K^+ \Lambda$ channel and the polarization observables are described in the previous sections. The main focus in this section is to show the previous measurements and compare them to the model prediction for photoproduction of the $K^+ \Lambda$ channel. An emphasis will be
made on where the current data are lacking and what measurements will be needed to further develop a phenomenological understanding of the reaction processes and how those measurements will enhance the world database and constrain various theoretical models for hyperon photoproduction.

Differential cross section

The first cross section results for $\gamma p \rightarrow K^+\Lambda$ are from 1958 [27] using bubble chamber measurements. Following this bubble chamber experiment, there were plenty of other experiments [28–38] that measured the cross section from threshold (0.91 GeV) to much higher energies. These results all came before the modern and high-statistics datasets first became available in 1994 from ELSA [39]. As a result of sparse data coverage in the center-of-mass energies and angular distributions, and because of the high systematic uncertainties, these pre-ELSA data had limited utility for understanding the physics of photoproduction of the $K^+\Lambda$ channel.

The modern era for $K^+\Lambda$ cross-section measurement was started with SAPHIRE collaboration results [39–41], followed by CLAS [42, 43] and LEPS [44, 45]. The CLAS results for differential cross sections have large statistics and large angular coverage compared with other results, as seen in Figure 1.12. Even though, there is agreement at small $W$, there is a discrepancy at high $W$ region where the CLAS results are consistently higher than the SAPHIR. The discrepancy between the cross section results from SAPHIR and CLAS was later described in a subsequent measurement from CLAS [46].
Figure 1.12: Total cross section results from previous experiment measurements including SAPHIR, LEPS, CLAS, and ABBHHM. Source [43]

**Polarization observables**

Because of the interference of multiple excited states as explained in Section 1.5, polarization observables are great assets for understanding the missing baryon problem. For $K^+\Lambda$ channels there are previous measurement on different polarization observables from CLAS, SAPHIRE, and LEPS. The results from CLAS on hyperon recoil polarization ($P$) [46], had much higher precision than the previous SAPHIR and LEPS data and also extended the measurement range in center-of-mass energy up to 2.84 GeV. The current work has even higher statistics and extends the measurement in center-of-mass energy to 3.33 GeV. The measurement of $P$ at center-of-mass energy higher than 2.84 GeV is a first time measurement.
Figure 1.13: $C_x$ (top) and $C_z$ (bottom) from CLAS were fitted by the Bonn-Gachina multichannel predictions. Source [47]
In addition to single polarization observable $P$, CLAS published first-ever measurements of the polarization transfer observables $C_x$ and $C_z$ for $K^+\Lambda$ in 2007 [26]. These results are plotted in Figure 1.13. From this result, it shows that the $C_z$ component has nearly full polarization transferred from threshold to 1.9 GeV, regardless of kaon production angle. At higher energies, this full polarization behavior appears to fall-off as a function of kaon angle, particularly at backward angles. For $C_x$, the results are generally closer to zero for most of the kinematic range. In the case of $C_x$ and $C_z$ observables, the present work covers the same kinematic range and extends it to 3.33 GeV.

1.8 Summary

The lack of analytical solution for quantum chromodynamics in the non-perturbative regime creates a difficulty for the understanding of confinement and hence the bound state of quarks and gluons in the hadrons. To address this issue, scientists developed an approach called baryon spectroscopy in analogy to atomic spectroscopy. Similar to the way atomic spectroscopy helps to understand atomic spectra, baryon spectroscopy helps to understand the effective degrees of freedom in the baryon by studying the baryon spectrum, called resonances. However, baryon spectroscopy is more difficult to interpret than atomic spectroscopy because of broad and overlapping nature of the states. To disintangle those overlapped states require not only the cross section but also the polarization observables from different channels.

Past experiments conducted using pion-beam already established a number of excited states that were predicted in the different effective model such as Constituent Quark Model. However, large number of states still need to establish in the experiment. The disparity of predicted and established states is known as missing resonance problem. A possible explanation for these missing resonances is that they perhaps do
not couple strongly to the pion-beam. An alternative approach to study the missing states is the photoproduction experiment. Nonetheless, $\pi N$ channel was used previously to study the resonance through cross section measurement. Resonances produce wide and large number of states overlapped, so, the strangeness production channel offers the possibility of reducing the density of states and disentangle the interference between the overlapped states. Particularly, the $K^+\Lambda$ channel is an important channel that only coupled with $N^*$ due to isospin conservation. In addition, weak decay of $\Lambda$ allows us to measure the polarization observables using decay angular distribution. The polarization observables are important that provides phase information of the amplitudes. The current work utilizes a circularly polarized photon beam to measure $C_x$ and $C_z$ observables in $\gamma p \rightarrow K^+\Lambda$. Since $\Lambda$ hyperon produce polarized, so we can measure induced polarization $P$ as well. Our results when compare to models of $K^+\Lambda$ should provide some insight into the strangeness production process. Moreover, the results from this analysis when added to the previous measurements, should facilitate a model-independent determination of any missing states without phase ambiguities.
CHAPTER 2

EXPERIMENT

The data for this analysis were taken at the Thomas Jefferson National Accelerator Facility, also known as Jefferson Laboratory (JLab), located in Newport News, Va. Jefferson Lab has four experimental halls A, B, C, and D. The current analysis includes data from the past era of JLab before the facility was upgraded to produce 12 GeV electron beams. The end point electron beam energy in the past was 6 GeV, which only went to three halls: A, B, and C. Hall D was later added for the 12 GeV era. These different halls at JLab are designed to conduct different physics experiments. The accelerator facility at JLab is known as the Continuous Electron Beam Accelerator Facility (CEBAF). An aerial view of the JLab facility is shown in Figure 2.1.

Figure 2.1: An aerial view of Jefferson Lab showing three experimental halls, the underground accelerator facility, as well as other research facilities. Source [48]
The data for this experiment came from the \textit{g12} run, where \textit{g} stands for \textit{gamma}, referring to a real photoproduction experiment. The \textit{g12} experiment was conducted in Hall B using the \textbf{CEBAF} Large Acceptance Spectrometer (\textbf{CLAS}) in 2008. The \textbf{CLAS} spectrometer had a large acceptance, covering almost 80\% of $4\pi$ solid angle, and was optimized for hadron spectroscopy with multiple hadrons in the final state. A tagged real photon beam from the \textit{bremsstrahlung} process was incident on the liquid hydrogen target, and produced multiple final state particles in the \textit{g12} experiment. The sections below briefly describe the accelerator, the photon tagging system, the components of the \textbf{CLAS} detector, the triggering systems, and the data acquisition system for the \textit{g12} experiment.

\section*{2.1 Continuous Electron Beam Accelerator Facility (CEBAF)}

Figure 2.2 shows a composite view of the accelerator and the position of the different halls at \textbf{JLab}. In the accelerator facility, the electron beam is first produced through the injector, then travels to the two linear accelerators (\textbf{LINAC}) to achieve the required electron beam energy. The \textbf{CEBAF} accelerator facility uses radio frequency (\textbf{RF}) cavities to accelerate the electron beam, which is a significant improvement to the previous copper \textbf{RF} cavities.
The injector had a photo-emission electron gun, a radio frequency (RF) cavity, and a beam chopper. To provide separate beam properties for the users in three different halls, the CEBAF electron gun used three diode lasers. These lasers were independently pulsed at 499 MHz, 120° out of phase. The overall frequency from the three lasers was 1497 MHz, and hence the experimental halls receive electron bunches once every 2 ns with a frequency of 499 MHz. The combined laser pulse first irradiates the GaAs photocathode to produce electron bunches. Then these bunches are accelerated to 45 MeV by two RF cavities, then packaged by the optical chopper before being sent to the recirculating linacs of the CEBAF.

The important component of the CEBAF accelerator at JLab was the superconducting RF cavity. Figure 2.3 shows a pair of typical RF cavities. These cavities were made of niobium and were kept in a liquid helium bath at a very low temperature, 2 K, to maintain the superconductivity. Klystrons were used to set up the radio frequency standing waves in these cavities, providing the acceleration gradient for the
electron beam. The RF waves in the cavity had a frequency of 1497 MHz, and were in phase with the beam’s electron bunches so that there was always a positive electric force on an electron bunch when it crosses an RF cavity. Figure 2.4 shows how the acceleration of an electron beam bunch works in an RF cavity. Each RF cavity had its own Klystron and control package to allow optimal tuning of the phase and the acceleration gradient.

![Figure 2.3: A pair of superconducting niobium RF cavities. The elliptical bulges on the innermost part of above figure are the RF cavities, were kept perpendicular to the beam line. Source [49]](image)

The acceleration of the electrons, and hence the energy, was achieved as electrons traversed through the two linacs. These two linacs were connected by nine recirculation arcs, allowing the beam to make a total of five passes through both linacs. Figure 2.2 shows the CEBAF “racetrack” course of the accelerator. In the linac region, the electron beam achieves a 600 MeV acceleration on each pass, through 168 RF cavities, to reach a 5.71 GeV beam energy for the $g12$ experiment. The beam for an experiment hall was extracted using RF separator cavities. All the experimental halls could run at the maximum energy but no two halls could run with same energy, because the separator only extracted a single beam energy for one hall on any given pass. The extracted beam was then directed toward the individual experimental halls, Hall A, B, and C.
2.2 Photon Tagger

A photoproduction experiment like $g12$ requires a real photon beam. Since CEBAF produces an electron beam, the conversion to a photon beam is done via the \textit{bramsstrahlung} process. The \textit{bramsstrahlung} process happens when the electron beam passes through a gold radiator of thickness $10^{-4}$ radiation length. Gold is a high density metal, so when electrons are incident on the gold foil, the electrons decelerate and produce real photons in the vicinity of the electromagnetic field of nuclei. The photon beam energy depends on the amount of electron energy lost. In addition, electrons transfer their polarization to the photons. The amount of photon polarization depends on the incoming electron energy and the scattered photon energy [50] as,

$$P_\gamma = \frac{E_\gamma (E_e + \frac{E_e - E_\gamma}{3})}{E_e^2 + (E_e - E_\gamma)^2 - \frac{2}{3} (E_e - E_\gamma)} P_e.$$  \hspace{1cm} (2.1)
Figure 2.5: A schematic view of the Hall B tagging system. It includes a radiator from which electrons produce photons through bremsstrahlung process. After that the hodoscope and magnetic field assists in measuring the recoil electron energy, hence, the photon beam energy from energy conservation. The photon beam then pass through the collimator to hit the target at the CLAS center. Source [51].

After the electron beam passes through the radiator, the beam becomes a mixture of scattered electrons, bremsstrahlung photons, and the non-interacting electrons. The tagger magnet placed after the radiator sweeps the electrons out of the beam line, allowing the photon to proceed towards the CLAS target. The photons produced from bremsstrahlung process have an energy range determined by the incoming electron energy and the measured scattered electron energy via $E_\gamma = E_e - E_e'$. The scattered electron energy was measured by one of the hodoscope planes located below the tagger magnet. The magnet for the tagger system was a normal-conducting dipole magnet of strength 1.75 T. The magnetic field was tuned such that those electrons that did not interact with the radiator are deflected toward the beam dump, while the recoil electrons were bent towards the hodoscope planes.

The two planes of the hodoscopes, each made of overlapping arrays of scintillators, were the $E$-plane and the $T$-plane. The $E$-plane contains 384 scintillator paddles ($E$-counters), with a 20 cm length, a 4 mm thickness, and a width from 6 mm to 18 mm, arranged in an overlapping fashion to increase the granularity of the en-
ergy measurement. The momentum resolution from the E-counters was very narrow, about \( \frac{\delta p}{p} = 1 \times 10^{-3} \). The second plane of the hodoscope, the T-plane, was designed to measure the timing information of the recoil electrons. The T-plane was made of 61 scintillator paddles (T-counters), each 2 cm thick, to accumulate sufficient light to determine the pulse-shapes accurately. The width of the paddles varied from 9 to 20 cm, so that each paddle has a uniform counting rate, despite the \( \frac{1}{E_\gamma} \) dependence of the bremsstrahlung cross section. The T-counters had a timing resolution of 110 ps to match the accelerator electrons coming every 2 ns, and hence measure the timing of the induced photon that produces the physics event. The field of the tagger was set to tag photons ranging from 20% to 95% of the incident electron beam energy. Figure 2.5 shows a schematic diagram of the tagger spectrometer with some typical trajectories for the recoiling electrons corresponding to various fractional energies transferred to the outgoing photon.

Before the photon beam reaches the CLAS target, it passes through a pair of the collimators to trim the beam halo. A set of magnets were placed after the first collimator to sweep out the charged particles created during the interaction with the collimator. More details about the Hall B tagging system is in Ref. [51].

2.3 The CLAS Detector

The primary detector in experimental Hall B was the CEBAF Large Acceptance Spectrometer (CLAS) [52] detector, shaped like an onion centered around the beam line (see Figs. 2.6 and 2.7). The CLAS detector was used to track and detect the reaction products produced during the experiment. The CLAS detector had several detector subsystems, such as the start counter, the drift chambers, the time-of-flight scintillators, the Cherenkov counters, and the electromagnetic calorimeters, which were arranged in the six-sectors geometry, as shown in Figure 2.6. Not all the subsystems
of CLAS were utilized for each experiment, but depends on the type of physics under study. For the case of lepton detection (and to separate electron-pion) in the final state, the Cherenkov counter and the electron calorimeter were useful. In the current work, the final state particles are all hadrons, which does not require these subsystems. During $g12$ experiment, the CLAS target was moved upstream in order to avoid loss of high momentum charge tracks in the very forward direction where the beam passes through. More details on the detector subsystems and their properties are included in the following sections.

Figure 2.6: A photograph of the CLAS detector. This picture was with the time-of-flight detector pulled back towards left showing the six-sector view of the region 3 drift chambers. This picture was taken from the downstream direction. Source [49]
2.3.1 Target

There were different target materials used for the different experiments in Hall B since it started taking data in 1998. For the $g_{12}$ experiment, the target material was liquid hydrogen that was kept inside a cylindrically shaped target cell of length 40 cm and radius of 2 cm as shown in Figure 2.8. The wall of the target cell was made of aluminum, and the window of the target cell was made of Kapton. The advantage of Kapton is that it is resistant to the effects of high temperature and high radiation. The position of the target was shifted upstream of the CLAS nominal center by 90 cm to increase the acceptance at small scattering angles. Thus the target was kept in the range of -110 to -70 cm relative to the nominal center of CLAS.
2.3.2 Start Counter

The start counter (ST) detector system was located at the inner-most region of CLAS and surrounded the target (shown in Figure 2.9). The ST was divided into six sectors, each have four scintillator paddles equipped with photomultiplier tubes (PMT) at the end [54]. The ST detector covered the polar angle range from 7° to 145°, and azimuthal angle range per sector was −29° to 29°. The ST was built to measure the time when the track hit the scintillator paddle in each sector of the detector. The time measured through the ST counter had a resolution of about $\approx 350$ ps, which is worse than the resolution of the RF corrected tagger time, $\approx 15$ ps. Although the resolution is poor, nevertheless the ST time can still be used as the event start time because the ST was just outside the target. The event start time was later used to measure the speed of charged tracks that hit the multiple detectors during their trajectory through CLAS. Moreover, in this analysis, the ST time is paired with the RF corrected tagger time to select the right photon in the target. In addition, the ST was included in the trigger configuration with a tagger hit and a time-of-flight hit (more details about trigger is in Section 2.4).
2.3.3 Superconducting Toroidal Magnet

CLAS had a superconducting toroidal magnet as the heart of its magnetic spectrometer. The toroid had six superconducting coils that consisted of four layers of 54 windings of aluminum stabilized niobium-titanium NbTi/Cu superconductor [55]. The six sector geometry of the CLAS detector was defined by the torus arrangement (see Figure 2.10), where torus coils were placed at 60° intervals about the beamline. Also, the magnetic coils were located between Region 1 and Region 3 of the DC, see Fig. 2.11. The maximum field strength that could be achieved by the toroidal magnet was 35 kG, at the highest current of 3861 A. During the g12 run period, the toroidal magnet operated at a current of 1930 A, corresponding to a maximum field of about 20 kG. Operating at almost half the maximum magnetic field strength increased the acceptance of the negatively charge particles but reduced the momentum resolution of the charged particles.

Figure 2.11 shows the field map in the presence of a 20 kG field. The magnetic field was primarily directed along the azimulthal direction, which causes charged
particles to bend in the polar angle. Using the charged particle track curvature in the presence of magnetic field, the momentum of a charged particle can be determined as,

\[ p_\perp = qrB \]  \hspace{1cm} (2.2)

Figure 2.10: Photograph of the **CLAS** Superconducting Toroidal Magnet. Source [56].

Figure 2.11: (Left) Superconducting Toroidal Magnet and its position in relation with DC Region 1 and Region 3. (Right) Magnetic field map for a torus current of 1930 A, corresponding to maximum field strength of 20 kG. Source [55].
2.3.4 Drift Chambers

CLAS has drift chamber (DC) detectors behind the start counter and before the Time-of-flight detectors. The DC detector system includes three regions: Region 1, Region 2, and Region 3 as shown in Figure 2.12. Region 1 lies between the start counter and the inner part of the toroidal magnet. Region 2 is situated in between the superconducting coils shown by the dotted line in Figure 2.12. Region 2 is exposed to the strong magnetic field and is used to determine the particle curvature, and hence the momentum of the particle. Lastly, the outermost part of the DC system is Region 3, which resides outside of the toroidal magnet. The magnetic field strength in Region 1 and Region 3 is negligible in comparison to Region 2.

Each region of the DC is further divided into six sectors for a total of 18 drift chambers. Each drift chamber is composed of two superlayers. Each of the superlayers had sense wires and field wires. The field wires were 140 µm gold plated aluminum alloy that defined a hexagonal configuration with a gold plated 20 µm thick sense wire at the center. In the first superlayer, the wires were oriented axially to the magnetic field direction while the second superlayer had wires tilted at a 6° stereo angle. Six hexagonal cells were structured on each superlayer where the separation between each cell is half the cell width. The DC was filled with a mixture of 90% argon and 10% carbon-dioxide gas.

During operation, the sense wires were kept at positive potential whereas field wires were at a negative high voltage, resulting in a high potential difference between the wires. A particle track that passes through the gas inside the DC produces ionization with electrons drifting towards the sense wire because of the high potential different between sense wires and field wires. This process produced an electrical pulse that was then processed with preamplifiers and discriminators before being recorded.
by the time-to-digital-converters (TDC). More details about the CLAS drift chamber systems’ design, fabrication, and testing are in Ref. [57].

![Figure 2.12: Horizontal cut through the CLAS detector at the beam line. The two dashed lines originated from center of target show charged particles traversing the drift chambers of opposite sectors. The dotted lines show the location of torus magnets. Image source [57]](image)

2.3.5 Time-of-flight Scintillators

Outside the Region 3 DC a wall of scintillator exists, known as the time-of-flight detector (TOF). It is about 4 m away from the CLAS target and had six sectors. In each sector there were four panels and a total of 57 bars (TOF-counters). Each counter had a thickness of 2 inches to allow 100% detection of the charged particles and had variable length and width based on the angular coverage. In the forward-region where the scattering angle is less than 45° the counters had a width of 15 cm and a length that ranged 32 cm to 276 cm, while at the large-angle region the counters had a width of 22 cm and a length that ranged from 271 cm to 445 cm. These panels were arranged in such a way that they faced the beam line as shown in Figure 2.13. Each counter had a pair of PMTs on both sides to collect the signals of the track hit and to get the timing
information. The timing resolution of the TOF detector was 80-160 ps depending on the length of the counters. For this analysis, the TOF detector is a vital component that was added to the first level trigger of the g12 experiment. Moreover, the timing information from the TOF was used for particle identification of the charged hadrons in the final state. More details about the TOF system, calibration, and reconstruction are in [58].

Figure 2.13: Schematic of Time of flight detector. Source [58]

2.3.6 Cherenkov Counter

The Cherenkov Counter (CC) was between the Region 3 DC and the TOF detector in the forward region covering polar angles of 8° to 45° in each detector. This angular coverage was only true if the target was at the CLAS center. For the g12 experiment, the target was placed 90 cm upstream to the CLAS center, because of this, the angular coverage changes to approximately 6° to 35° in the lab frame.

The Cherenkov counter works by producing light when a particle passes through the medium with a velocity larger than the speed of light. The velocity of the particle in the medium is given by \( v = \frac{c}{n} \), where \( n \) is the refractive index of the medium and
$c$ is the velocity of light. The gas used in the CC was $C_4F_{10}$ (*perfluorobutane*) with an index of refraction 1.00153. The produced Cherenkov light then reflected into an array of PMTs using mirrors as shown in Figure 2.14. The CLAS CC is used to separate leptons from pions of momentum less than 2.5 GeV. The threshold for charged kaons and protons is much higher than the maximum beam energy for $g12$; therefore this detector does not detect those particles. Because we don’t need electron/pion separation in the current work, we are not including any information from the CC in this analysis. More detail about the CC is found in [59].

Figure 2.14: Segmented view of CC, where it shows the reflection of Cherenkov light from different mirrors after it was produced. Source [59]

### 2.3.7 Electromagnetic Calorimeter

The last detector system of CLAS was located at the outer edge; it covered most of the forward region and is called the electromagnetic calorimeter (EC), and is shown in Figure 2.15. This calorimeter had importance primarily for physics analyses that have leptons in the final states, where it was used to separate high momentum electrons from pions, or when detection of neutral particles ($n$, $\gamma$) is needed.

The arrangement of the EC detector system also matches the geometry of the rest of CLAS, consisting of six sectors. Each sector had triangular shaped EC modules made by multiple layers of Pb (absorber) and scintillators (detector) placed alternatively. A
layer was made by the 10-mm-thick BC412 scintillator and 2.2-mm-thick lead. Each module had three different views set by the scintillator arrangement; $u$, $v$, and $w$. In total 216 PMTs were needed per module, and therefore 1296 PMTs in total. Fig. 2.15 shows the different views of EC system.

![Figure 2.15: Separated view of one sector of the forward EC showing the three planes (u,v, w) of scintillator-lead pairs that make up one of the 13 logical layers. Source [60].](image)

### 2.4 Triggering and Data Acquisition

As described in the previous sections, CLAS was comprised of multiple detector subsystem. Each of these subsystems included its own electronic package to collect signals. The signals from a detector system was only digitized when it crossed a preset threshold for the corresponding subsystem. The signals from detectors are recorded after being digitized. The signal digitization was primarily done by two types of hardware, Time-to-digital converters (TDCs) and Analog-to-digital converters (ADCs). TDCs are
for reporting the time at which a signal arrives, while an ADC’s job is to report a number corresponding to the signal size.

The output of the TDCs and the ADCs were then triggered to verify that the event was of interest or not. The trigger is a combination of signals from various subsystems required for an event to be written out to disk. An item in the trigger list is known as trigger “bit”. For the first time, the g12 run used a field programmable gate array (FPGA) logic processor as the trigger supervisor to collect the data. The FPGA allowed for 12 independent trigger configurations to be employed at one time, as well as the ability to change the trigger configuration during the running.

There were two levels of triggering during the g12 run period; level-1 (L1) and level-2 (L2). The detector subsystem used by the level-1 (L1) triggering system are TAGR (Section 2.2), ST (Section 2.3.2), CC (Section 2.3.6), TOF (Section 2.3.5), and EC (Section 2.3.7). Figure 2.16 shows a level-1 trigger using different detector system except TAGR. For each sector, the trigger requires a coincidence between a hit in either of four paddle of ST with a hit in any of 57 TOF paddles. This trigger set is represented as $\text{ST} \times \text{TOF}$ and is called a prong. The hardware and configuration does not allow for two signals from the same sector of TOF because there are only six signals recorded, one from each sector. The coincidence of a single “prong” with photon tagger hit, called “Master-OR” (MOR), is given in the table below. A more detailed explanation on the trigger configurations and efficiencies can be found in References [61,62].

When a first level trigger requirement is satisfied, a second-level (L2) trigger is required in addition to the L1 trigger. A L2 trigger is usually a software routine and is always slower than L1 trigger. Specifically the second level trigger requires a valid track to be verified in the DC.
Figure 2.16: Level 1 trigger logic for one of the six sectors of CLAS. The \(\text{ST} \times \text{TOF}\) signal is a coincidence between any of the four start counter TDC signals (numbered from 0 to 3) and any of the 57 TOF TDC signals. The \(\text{ECE}_{\text{inner}}\) and \(\text{ECE}_{\text{total}}\) are the electron-threshold EC signals for the energy deposited in the *inner* layer and in *all* layers. These are combined with a CC signal to produce the \(\text{EC} \times \text{CC}\) trigger for this sector. The \(\text{ECP}\) trigger signal is the photon-threshold EC signal. Source [61]

Table 2.1: Trigger configuration as a coincidence between a start counter and time-of-flight hit in the \(i\)th sector or any sector, symbolized as \((\text{ST} \times \text{TOF})_i\). The \((\text{ST} \times \text{TOF})\) is called a *prong*. An added \(\times 2\) or \(\times 3\) indicates the coincidence of multiple *prongs* that are not in the same sector. \(\text{MORA}\) and \(\text{MORB}\) represent coincidences with tagger hits.

<table>
<thead>
<tr>
<th>bit</th>
<th>definition</th>
<th>L2 multiplicity</th>
<th>prescale</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\text{MORA} \cdot (\text{ST} \times \text{TOF})_1)</td>
<td>–</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>(\text{MORA} \cdot (\text{ST} \times \text{TOF})_2)</td>
<td>–</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>(\text{MORA} \cdot (\text{ST} \times \text{TOF})_3)</td>
<td>–</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>(\text{MORA} \cdot (\text{ST} \times \text{TOF})_4)</td>
<td>–</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>(\text{MORA} \cdot (\text{ST} \times \text{TOF})_5)</td>
<td>–</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>(\text{MORA} \cdot (\text{ST} \times \text{TOF})_6)</td>
<td>–</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>(\text{ST} \times \text{TOF})</td>
<td>–</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>(\text{MORA} \cdot (\text{ST} \times \text{TOF}) \times 2)</td>
<td>–</td>
<td>1</td>
</tr>
<tr>
<td>11*</td>
<td>(\text{MORB} \cdot (\text{ST} \times \text{TOF}) \times 2)</td>
<td>–</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>((\text{ST} \times \text{TOF}) \times 3)</td>
<td>–</td>
<td>1</td>
</tr>
</tbody>
</table>

*bit 11 and \(\text{MORB}\) were included in the trigger starting with run 56519.
If all the trigger condition are satisfied then the detector information for a event is recorded to the magnetic tape after passing through the “event builder” via CAMAC [55], for future offline analysis. At the time $g12$ was run, the DAQ was capable of running at 8 kHz.

2.5 Event Reconstruction

The process of converting the raw data in the form of ADC and TDC information to the physics analysis data, such as the particles’ four vector, is called reconstruction. The tracks were reconstructed using hit-based and time-based tracking algorithms. The hit-based tracking algorithm looks for a hit in the drift chamber sense wires of each superlayer. It then creates track segment in each region of DC. A track that aligned in physically allowable curve of the superlayer is assigned as one candidate of the track. Track information is refined by time based tracking. The time information were taken from the TOF hit are used to correct the drift times inside the DC, which are then coverted to drift distances. The track segment is then corrected for each superlayer and a new track is found. The process of correction is done recursively until a physically possible alignment is not achieved.

After a track segment is determined, the length of the curvature of the track ($l$) is used to determine the momentum of the track using

$$p = \frac{\ell q B}{8s},$$

where $s$ is the sagitta length and is calculated as depicted in Figure 2.17, $B$ is the magnetic field strength, and $q$ is the charge of the particle.

The final procedure of reconstruction is to assign a mass to the particle track. The particle mass is calculated using time information from ST and TOF, as well as
The sagitta of a circular arc is the maximum distance between the arc and a given chord. Since charged particles traveling perpendicular to a uniform magnetic field trace a circular path, this is used as an approximation for determining the maximum error of the measured momentum. Shown here is a positively charged particle moving through a uniform magnetic field ($\vec{B}$) going into the page.

The total path length of the trajectory. With all this information, the velocity of the particle is calculated using,

$$\beta = \frac{l_{sc}}{t \ast c},$$

(2.4)

where $c$ is the speed of light.

Using the momentum ($p$) and velocity ($\beta$) information calculated above, the mass of the particle is given by,

$$m = \frac{p\sqrt{1-\beta^2}}{\beta}.$$  

(2.5)

Once the mass has been determined, particles are given an identification number. This process is called particle identification (PID). The criteria used for PID are,
PID = \begin{align*}
\pi^\pm, & \text{ if } m < 0.3 \text{ GeV and } q^\pm \\
K^\pm, & \text{ if } 0.35 < m < 0.65 \text{ GeV and } q^\pm \\
p^\pm, & \text{ if } 0.8 < m < 1.2 \text{ GeV and } q^\pm \\
d, & \text{ if } 1.75 < m < 2.2 \text{ GeV}
\end{align*} \tag{2.6}

Particles that do not fall into the criteria above are considered as unknown particles. After the particle identification was completed, all the relevant information about those particles were collected for the event of interest and saved in the bos format. The saved bos files are useful for further physics analysis after passing through a user analyzer. The user analyzers are different for different physics purposes. In the current work, the analyzer was set to select the final state particles; $K^\pm$, proton, and $\pi^-$.
CHAPTER 3

EVENT SELECTION

The $g12$ experiment collected more than 128 TB of raw data, which consists of 26 billion events with an integrated luminosity of 68 pb$^{-1}$. The $g12$ experiment is the largest meson photoproduction experiment and was done using a circularly polarized photon beam incident on an unpolarized liquid hydrogen target. For this experiment, the photon beam energies ranges from 1.1 to 5.45 GeV. More details about the $g12$ experiment’s running conditions, data acquisition, and triggering is in Ref. [61]. Table 3.1 shows the general running conditions of the $g12$ experiment.

Table 3.1: Running conditions for $g12$

<table>
<thead>
<tr>
<th>Electron Beam Energy</th>
<th>5.714 GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron Beam Current</td>
<td>60-65 nA (production) &amp; 24 nA (single-prong)</td>
</tr>
<tr>
<td>Photon Beam Polarization</td>
<td>Circular</td>
</tr>
<tr>
<td>Radiator Material/Density</td>
<td>Au / 646 $\mu$g/cm$^2$</td>
</tr>
<tr>
<td>Radiator Thickness</td>
<td>$10^{-4}\chi_0$</td>
</tr>
<tr>
<td>Radius of Photon collimator</td>
<td>6.4 mm</td>
</tr>
<tr>
<td>Photon Beam Energy Range</td>
<td>1.142-5.425 GeV</td>
</tr>
<tr>
<td>Target Shell Material</td>
<td>Kapton</td>
</tr>
<tr>
<td>Target Length/Diameter</td>
<td>40 cm/4 cm</td>
</tr>
<tr>
<td>Target Material</td>
<td>$\ell H_2$</td>
</tr>
<tr>
<td>Target Position</td>
<td>-90 cm from CLAS center</td>
</tr>
<tr>
<td>Target Polarization</td>
<td>None</td>
</tr>
<tr>
<td>Torus Magnetic Current</td>
<td>$\frac{1}{2}B_{max} = 1930$ A</td>
</tr>
</tbody>
</table>
3.1 Reaction Channel and topologies

In the current work, we analyzed the photoproduction of the Λ hyperon through the channel

$$\gamma p \rightarrow K^+ \Lambda.$$  \hspace{1cm} (3.1)

The Λ decays through the weak process into two decay modes, $p\pi^-$ with a 64% branching ratio and $n\pi^0$ with a 36% branching ratio. The CLAS detector had low efficiency for the detection of neutral particles, so, the current work only includes the charged-particle decay mode, $p\pi^-$. With $p\pi^-$, the final state particles are $K^+$, $p$, and $\pi^-$. It is possible that all of the charged particles in our analysis, $K^+$, $p$, and $\pi^-$ could be detected. However, the negatively charged particles in CLAS were bent toward the beam line, where the CLAS detector had hole, in the presence of nominal polarity for the toroidal magnetic field. Because of low acceptance for $\pi^-$, its detection reduced the $K^+ p\pi^-$ events heavily. To address this issue, we include two topologies in our analysis.

- “three-track”: $\gamma p \rightarrow K^+ p\pi^-$, where all three charged particles are detected by CLAS.

- “two-track”: $\gamma p \rightarrow K^+ p(\pi^-)$, where only $K^+$ and proton are detected. The missing $\pi^-$ particle is later reconstructed using the missing mass technique.

The missing mass technique that we used for $\pi^-$ is based on energy-momentum conservation that uses the four vectors of the incoming beam and the target, which is then subtracted from the four vectors of the $K^+$ and $p$. In general a four vector is the composite representation for a particle’s three-momentum and energy. The missing
four-vector is given by

\[ P_x = P_\gamma + P_{\text{target}} - P_{K^+} - P_p, \]  

(3.2)

where \( P_x, P_\gamma, P_{\text{target}}, P_{K^+}, \) and \( P_p \) are the four-vector’s for the missing particle, the incoming photon, the target, the detected \( K^+ \), and proton, respectively. The missing four vector for \( \pi^- \) in our analysis is later calculated using the missing momentum components from \( P_x \) and the known mass for \( \pi^- = 0.13957 \text{ GeV} \).

### 3.2 Event Filters

For the \( g12 \) experiment, the first level triggering for a charged particle was set up as a coincidence between a hit in any sector of \text{T0F} with one \text{ST} hit in the same sector. More detail about triggering is in Section 2.4. The trigger allowed recording of a large variety of particles along with the particles of interest for this analysis. The large data set was then skimmed for events with at least two charged tracks, one of which is \( K^+ \). A \( K^+ \) was tentatively identified in the skim based upon the \text{PART} bank identification or if the \text{PART} bank identified the particle as a high momentum \( \pi^+ \) (> 2 GeV) or a high momentum proton (> 3 GeV). This was done because of poor particle ID at high momenta.

Figure 3.1 shows the missing mass off the \( K^+ \) before any additional selection criteria were applied. There are many events of mass higher than that of \( \Lambda \) (1115.57 MeV). Two filters were used in the analyzer to reduce the file sizes to a reasonable value for both topologies. The criteria were: the missing mass off \( K^+ < 1400 \text{ MeV} \) and the missing mass squared off \( K^+ p < 300 \text{ MeV}^2 \). These filters reduce the number of background events. During this analysis, we will check the
effectiveness of selection cuts on total data from the missing mass distribution of $K^+$, calculated as,

$$MM_{K^+} = \sqrt{(P_\gamma + P_{\text{target}} - P_{K^+})^2}$$  \hspace{1cm} (3.3)

Figure 3.1 shows the missing mass distribution before any cuts, where we have a large peak for $\Lambda$. In addition, we have other hyperons with decay channel of $K^+Y$, and $Y$ referred to $\Sigma^0$, $\Lambda(1405)$, $\Lambda(1520)$ and so on. The following sections will elaborate all the cuts that were applied to remove the background in the $K^+\Lambda$ events.

### 3.3 Vertex timing selection

The CLAS detector has multiple timing-measurement subsystems that provide the particle’s hit time in the corresponding detectors. The most important detector sys-
tems (to this analysis) that provide timing information, are the tagger (TAGR), the start counter (ST), and the time-of-flight (TOF). Besides those subsystems, there are other subsystems of CLAS that provide the timing information about the particle hit such as the drift chamber (DC), the Cherenkov counter (CC), etc. The time measured in the ST, TAGR, and TOF can be reconstructed to the CLAS target in order to get the event’s start time. Since the start counter is the closest detector to the target, it was used to select the right photon incident on the target.

To achieve the most precise arrival time of the photon at the event vertex, the RF-corrected tagger time was chosen. The RF time serves as the most precise timing measurement available with a resolution of approximately 15 ps. The RF correction to the tagger time was made after choosing the right photon bunch. The RF-corrected vertex time from the tagger is

\[ t_{\text{vtx}}(\text{TAG}_{RF}) = t_{\text{TAG},RF} + t_{\text{prop}}, \]  

(3.4)

where \( t_{\text{TAG},RF} \) is the RF-corrected time that crossed the center of the target, and \( t_{\text{prop}} \) is the propagation time from the center of the target to the track’s vertex z-coordinate.

Figure 3.2 shows the events within one nanosecond agreement between the event-vertex time as calculated by the RF-corrected tagger and the start counter.
Figure 3.2: Time difference between the start counter vertex time and the RF-corrected tagger time. Events are selected within ±1 ns.

3.4 Vertex position cut

The cylindrical target for the g12 experiment had a radius of 2 cm and a length of 40 cm, and was positioned upstream of the CLAS center from -110 cm to -70 cm. The best estimate of where an event happened for the aforementioned reaction was the distance of closest approach to the beam line of the reconstructed tracks of the final-state particles. The detailed studies about the track reconstruction and event vertex determination are explained in Ref. [42]. For this analysis we are getting the event
vertex information from the MVRT bank of the CLAS software. In our analysis, a good event is considered when the reconstructed vertex position along the longitudinal direction resides within 5 cm of the target ends from -110 to -65 cm. The ranges assigned for the vertex selection are larger than the actual target dimension. It is important to includes events outside a target dimension since the finite lifetime of Λ could lead to a decay in that region.

Figure 3.3: Event distribution in the $g12$ target. Selected events are within the rectangular box drawn by a dark line.
3.5 Multiple photons

The production runs we are using have a beam current of 60–65 nA. With this beam current there is a high probability that multiple photons were produced and tagged. If the timing difference between tagger hits and other detector components, such as the start counter, is greater than ±1 ns, the timing cut is sufficient to remove multiple-photons events. But if the photons coincide within 2.004 ns, then they cannot be differentiated with the timing cut. In the case where multiple photons were tagged for an event, several algorithms to select the correct photon for the event were considered: choose a photon at random, choose the more energetic photon, or eliminate events with multiple tagged photons. For this analysis, events with multiple tagged photons were removed. Figure 3.4 shows the distribution of the number of tagged photons for all events. The selection of a single tagged photon events reduce the total $K^+\Lambda$ events by 10%.
3.6 Geometric Fiducial Cuts

Geometrical fiducial cuts are used to exclude events in regions where the acceptance is not well understood, in particular the region near the sector edge occupied by the toroidal magnet coils. The geometrical fiducial cut analysis was performed by Jason Bono of the FIU group. The cuts were produced by checking the acceptance along the azimuthal direction on each CLAS sector as a function of particle momentum, charge, and the polar angle. There are three options to implement this cut: loose, nominal, and tight. These options refer to the amount of area to be cut between sectors. In the current work we applied the nominal fiducial cut. The effect of the nominal fiducial cut in the geometric distribution for $K^+$ and proton are shown in Figure 3.5. The tight and loose cuts correspond to a $4^\circ$ reduction and increase, respectively, in the azimuthal angle, $\phi$. More details about the this cut can be found in Ref. [63].
Figure 3.5: Effect of nominal fiducial cuts on $K^+$ and proton acceptances. Top panels shows the $K^+$ (left) and proton (right) distributions before fiducial cuts while the bottom panels shows the same distributions after fiducial cuts.

3.7 Time of flight paddles knockout

Inefficient time-of-flight (TOF) scintillator paddles were removed from this analysis. The efficiency of a TOF paddle was estimated by comparing the relative occupancy of it with counterparts in other sectors. For a paddle, say $x$ in sector $y$, the efficiency is the ratio of number of hits to the average hits of the remaining three paddles. Three out of five paddles from five different sectors were chosen to calculate the average occupancy value, avoiding those with the largest and the smallest occupancies. Details can be found in Ref. [64]. The list of the omitted paddles is in Table 3.2.
Table 3.2: List of removed paddles.

| Sector 1: | 6, 35, 40, 41, 50, 56 |
| Sector 2: | 2, 8, 34, 35, 41, 44, 50, 54, 56 |
| Sector 3: | 11, 35, 40, 41, 56 |
| Sector 4: | 41, 48 |
| Sector 5: | 48 |
| Sector 6: | 1, 5, 33, 56 |

3.8 G12 Corrections

3.8.1 Beam Energy

During the calibration process it was found that the computed missing masses were systematically low. Further investigation confirmed that the low missing masses are dependent on the run numbers and vary up to 10 MeV [62]. Two reactions, the exclusive photoproduction of $p\pi^+\pi^-$ and the semi-inclusive photoproduction of $p\pi^+\pi^-(n)$ were chosen to understand and correct this problem. The study confirmed the problem was not from an “energy loss” but was from an inaccurate determination of the photon beam energy. After regorous investigation, it was found that the $g12$ missing mass fluctuation was due to tagger magnet hysteresis. Magnetic hysteresis is the phenomenon that multiple distinct magnetic field strengths are possible for a given current. Hysteresis occurs in a ferromagnetic material in which the relation between the magnetic induction $\vec{B}$ and the magnetic field $\vec{H}$ is nonlinear. This affects the trajectory of the scattered electron from the bremsstralung process and, ultimately the energy measured for a tagged photon. The correction for this effect was derived in Ref. [62] and its relative size is $\frac{\Delta E}{E} \approx 10^{-3}$. Figure 3.6 shows the effect of $g12$ beam energy correction.
Figure 3.6: Photon beam energy ($E_\gamma$) before (red) and after (blue) correction.

### 3.8.2 Energy Loss

A particle loses energy when it traverses through different materials along its path before it reaches the DC in the **CLAS** detector. The possible components where energy loss could occur are in the target material and walls, the beam pipe, the start counter, the air gap between the start counter and the inner region of the drift chamber, and so on. Therefore, the momenta measured by the region 2 drift chambers is not the original momentum of the particle. These momenta were corrected based on the particle track and material through which it passed. For **CLAS** analyses, these corrections are handled using the *eloss* package, written by Eugene Pasyuk [65].

### 3.8.3 Momentum Correction

The magnetic field map was calculated based on several approximations, which ended up having discrepancies with the actual magnetic field. Thus, the momentum was measured by the reconstructed particle tracks using a magnetic field value that was not accurate. The momentum correction for the *g12* run period was derived using the reaction $\gamma p \rightarrow p\pi^+\pi^-$. The beam energy and energy-loss corrected final state
particle momenta show a systematic shift as a function of azimuthal angle for each of \( p\pi^+\pi^- \). The plots in Figure 3.7 show the effect of the momentum correction in the “transverse momentum balance” plots. The transverse momentum balance in \( p\pi^+\pi^- \) for \( p \) is defined as the sum of the momentum of the \( \pi^+ \) and \( \pi^- \) projected onto the line that is perpendicular to the beam, keeping the same \( \phi \) angle range. More details about the \( g_{12} \) momentum correction is in Ref. [64].

Figure 3.7: Transverse momentum balance of \( p\pi^+\pi^- \) as a function of azimuthal angle (\( \phi \)) for the proton. (left) Before momentum correction and (right) after momentum correction. Source [64]

Figure 3.8 shows the total effect on the missing mass distribution from all the corrections described here. Events that are considered in this comparison are from the three-track topology that passed a 1% confidence level cut (described in next section). The effect on missing mass distribution is minimal. The distribution’s mean shifted,
and the width after correction was reduced. However, the correction does not have

dramatic effect on the overall distribution.

![Figure 3.8: Effects of all the g12 corrections on the missing mass. red is before
correction and blue is after corrections.]

### 3.9 Kinematic Fitting

The missing mass distribution from the two-track topology, with all the above cuts
and corrections, is shown in Figure 3.9. We have $K^+\Lambda$ events along with $K^+\Sigma^0$ events.

Since the current work is only devoted to the $K^+\Lambda$ analysis, the $K^+\Sigma^0$ events are
considered as background. There is also a background from misidentified particles,
mostly $\pi^+$ identified as $K^+$, that forms a continuous background under both the $\Lambda$
and $\Sigma^0$. So far, we do not have any cut that separates the $K^+\Lambda$ from the $K^+\Sigma^0$
background. In this section, we describe the kinematic fitting procedure that was
used to filtered out such unwanted background from the $K^+\Lambda$ signals. Kinematic
fitting is a process that used the measured quantity (energy and momentum) of the
charged tracks and imposed kinematic constraints on those measured quantities in
order to improve their accuracy.

For kinematic fitting, we first need to set up a hypothesis for the physics process.
For example, when we have three charged tracks $K^+$, proton, and $\pi^-$ detected in
the final state for the $K^+\Lambda$ process, then the hypothesis is *nothing missing*. The nothing missing condition is satisfied using conservation of energy and momentum for a reaction process $\gamma p \to K^+p\pi^-$. The total energy and momentum vector are then considered constraints along with the vertex position to improve the measured quantities. The measured quantity can also be expressed as,

$$\eta_i = y_f^i + \epsilon,$$

(3.5)

where $y_f^i$ is a set of n measured variables, $\eta_i$ are the true values for those variables, and $\epsilon$ are the deviations needed to shift the observed values. The idea is now to estimate $y_f^i$ from $\eta$. In the case of $\gamma p \to K^+p(\pi^-)$, the missing $\pi^-$ hypothesis has a $\pi^-$ mass constraint, and is known as the single constraint (1-C) fit. On the other hand, $K^+p\pi^-$ has nothing missing and requires a set of constraints for momentum and energy, which is known as the four constraint (4-C) fit.

During track reconstruction, the track covariance matrix $(C_\eta)$ was calculated taking into account resolution uncertainties. The fitting process started by taking the initial measured values, and the minimization required for $\delta_i = y_f^i - \eta_i$ in multiple iterations using the covariance matrix, $\delta^T C_\eta^{-1} \delta$. Lagrange multipliers were used to handled the constraints and minimization was done using a least-squares fitting technique. A detailed description about kinematic fitting is found in Refs. [66, 67]. The kinematic fitter used in g12 analyses was written by Dustin Keller [66]. The performance of the fit was measured using a confidence level distribution. The corresponding confidence value was defined as,
where $f(x; n)$ is the $\chi^2$ distribution function for $n$ degrees of freedom. It denoted the probability distribution function for certain external constraints. In the ideal case such as where all events satisfied the fit hypothesis, the confidence level distribution would be flat from $(0,1)$.

Figure 3.10 shows the confidence level distribution for two-track (left) and three-track (right) events. We see that these distributions for signal events are resonably flat. This is a good indicator that the kinematic fits are working properly for both channels. For the “two-track” and “three-track” events, the “good event” selection is greater than 5% and 1% respectively. The 5% confidence level cut is extremely effective for background removal from two-track analysis as shown in Figure 3.11. Moreover, the removed events with a confidence level less than 5%, are dominated mainly by $K^+\Sigma^0$ signals as shown in Figure 3.12.

Figure 3.9: Missing mass off $K^+$ before kinematic fitting (all the previous cuts and corrections were implemented).
Figure 3.10: Kinematic fitting confidence level distributions for all the events. (a) Kinematic fit to $\gamma p \rightarrow K^+ p(\pi^-)$ – the distribution is fairly flat above 0.2. (b) Kinematic fit to $\gamma p \rightarrow K^+ p\pi^-$ – the distribution is fairly flat above 0.3.

Figure 3.11: (Two-track topology) Missing mass off $K^+$ after kinematic fitting, with a larger than 5% confidence level cut.
Figure 3.12: (Missing mass off $K^+$) Events rejected by the greater than 5% confidence level cut for the two-track topology. The distribution shows a peak around mass of $\Sigma^0$.

3.10 Conclusion of Event Selections

After all the selection criteria were applied, the missing mass distribution from both analyses are shown in Figure 3.13. Here, the events for $K^+\Lambda$ from the three-track is about 0.75 million and from the two-track is about 10.1 million, that is approximately 14 times more than the three-track. Moreover, the missing mass distribution from the three-track topology (on the left) seems completely background free, but the two-track still have some background under the $\Lambda$ peak. The final results for polarization observables could have dilution from these background events. The background could be polarized or unpolarized. The possible source of polarized background is $K^+\Sigma^0$ events. The $\Lambda$ and $\Sigma$ peaks are close enough (see Figure 3.9) that, there is a small probability of $K^+\Sigma^0$ events under the $K^+\Lambda$ peak. In the case of an unpolarized background, there is higher chance of particle misidentification between kaons and pions. The background in the two-track topology could not be further eliminated by the application of additional cuts. And due to the lack of model dependent simulation, we cannot estimate the background events. Here we have a case where the distribution of signal and background are not known and the background is not completely reduced. To handle this problem we choose the $Q$-factor method to estimate the
effect of the background. In this method, the desired signal events of the Λ hyperon can be extracted by weighting every single event by a quality factor, $Q$: $0 < Q < 1$.

![Figure 3.13: Missing mass distributions after kinematic fitting for three-track events (left) and two-track events (right).](image)

### 3.11 Quality Factor

In this method, the set of coordinates that defines the multi-dimensional phase space of the reaction are categorized into two types: *reference* and *non-reference* coordinates. With *reference* coordinate, we must know the distribution of signal and background using any set of parameters either known or unknown. In this case we are choosing the missing mass of $K^+$ as a reference coordinate. For *non-reference* coordinates, no *prior* information is required about the signal and background distribution, not even parametrizations are necessary. In the current work, we choose the following kinematic variables as *non-reference* coordinates:

- The cosine of the production angle of $K^+$ in the $CM$ frame ($\cos \theta_{CM}^{K^+}$) with the total distribution of $\cos \theta_{CM}^{K^+}$ from -1 to 1.
- The cosine of the proton angle in the Λ-helicity frame ($\cos \theta_{ΛHF}^p$) with a range from -1 to 1.
azimuthal angle of the proton in the $\Lambda$-helicity frame ($\phi_{\Lambda HF}$) with a range of $2\pi$.

• center-of-mass energy of the photon, $W$, with a range within the bin-width.

For each event, we then find a set of nearest neighbors ($N_c$) in the phase-space of non-reference coordinates by taking a minimum distance from the target event. The distance calculation is conducted using the expression,

$$d_{ij}^2 = \sum_{k=1}^{3} \left( \frac{\xi_{ik} - \xi_{jk}}{r_k} \right)^2,$$

where $\xi_k$ are the non-reference coordinates (defined above), $r_k$ is the range of the $k^{th}$ variable. In the current work, we set $N_c=1000$. Thus, a sample of the 1000 nearest events were taken for every target event. Then, on an event-by-event basis, a $K^+$ missing mass histogram having 1000 entries from the nearest neighbor of an event was fitted by a distribution function defined as,

$$f(x) = f_s \cdot S(x) + (1 - f_s) \cdot B(x),$$

where $S(x)$ denotes the signal probability density function (PDF) that is defined by a relativistic Breit-Wigner convoluted with a Gaussian (Voigt function). $B(x)$ is the background probability density function that we fit with a first-order Chebychev polynomial. $f_s$ was the signal fraction with a value between 0 and 1. The parameters and the constraints imposed on the fit are shown in Table 3.3. Before deciding an appropriate pdf for our data, we checked the missing mass distribution fitted by the total pdf (Voigt plus Chebychev) per energy bin and further $\cos\theta_{K^+}$ within the same energy bin as shown in Figure 3.14.
Table 3.3: $Q$-value method probability function and their parameter.

<table>
<thead>
<tr>
<th>PDF</th>
<th>Parameters</th>
<th>Initial Value</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voigtian</td>
<td>Mean; $\mu$</td>
<td>1115 MeV</td>
<td>1100 - 1130 MeV</td>
</tr>
<tr>
<td></td>
<td>Gaussian width; $\sigma$</td>
<td>13 MeV</td>
<td>1 - 50 MeV</td>
</tr>
<tr>
<td></td>
<td>Decay width; $\Gamma$</td>
<td>6 MeV</td>
<td>fixed</td>
</tr>
<tr>
<td>Chebychev poly.</td>
<td>$a_0$</td>
<td>0.5</td>
<td>-10 to 10</td>
</tr>
</tbody>
</table>

Figure 3.14: Missing mass of $K^+$ for a bin of $W \in [3.1,3.2]$, further binned into $\cos \theta_{K^+}^{cm}$ from backward to forward angles. The fitted function was a Voigt plus first-order Chebychev polynomial.

The fitting procedure to extract the $Q$-factor was done using an unbinned maximum likelihood method from the RooFit package [68]. The $Q$-factor itself was then given by,
\[ Q = \frac{s(x)}{s(x) + b(x)} \]  

(3.9)

where \( x \) refers to missing mass of \( K^+ \), \( s(x) = f_s \cdot S(x) \), and \( b(x) = (1 - f_s) \cdot B(x) \). The \( Q \)-factor, which ranges from 0 to 1, is then used as an event weight to determine the signal contribution to any physics distribution.

To perform the \( Q \)-factor method in our data, we first divided the data based on different \( W \) bins (defined in Section 4.3). The \( Q \)-factor machinery was then applied to each data subset separately. This enabled us to parallelize the procedure by submitting multiple jobs, thus significantly reducing the processing time. Figure 3.15 shows the fits to the 1000 nearest events of a randomly chosen event. Superimposed are the total fit function (blue solid line), the signal function (red solid line), and the background function (blue dotted line).

![Figure 3.15: Missing mass of \( K^+ \) distribution from 1001 nearest neighbor events including a randomly chosen event of mass shown by magenta vertical line.](image)

- \( a_0 = 0.27 \pm 0.12 \)
- \( \text{bkgfrac} = 0.639 \pm 0.041 \)
- \( \text{mean1} = 1.11651 \pm 0.00041 \)
- \( \text{sigma1} = 0.00413 \pm 0.00054 \)
Figure 3.16 shows the missing mass distribution (same as in Figure 3.14), where the orange is the signal (data weighted with $Q$), the blue is background (data weighted with $(1 - Q)$), and the total data distribution is behind shown in green.

3.11.1 $Q$-factor Uncertainties: $\delta_Q$

$Q$-factor uncertainties are computed as in Refs. [69, 70] using,

$$\delta_Q^2 = \sum_{ij} \frac{\partial Q}{\partial Q_{par_i}} (C_{Q_{par}}^{-1})_{ij} \frac{\partial Q}{\partial Q_{par_j}}$$  \hspace{1cm} (3.10)
where $Q_{\text{par}}$ are the parameters listed in Table 3.3 and $C_{Q_{\text{par}}}$ is the covariance matrix obtained from each event’s fit. The $\delta Q$ is later used to estimate the background related systematic uncertainty in each kinematic bin.

### 3.12 Photon beam polarization

The electron beam used for the $g12$ experiment was longitudinally polarized. The polarized electron beam produced a polarized a photon beam through the bremsstrahlung process using the radiator. The nature of the photon beam polarization depends on the material used for the radiator. The radiator for $g12$ CLAS experiment was a 4 micron gold foil, allowing circular polarization of the photon beam. The degrees of the photon beam polarization is calculated using the Maximon-Olsen equation [71],

$$P_\circ(E_\gamma) = \frac{x(4-x)}{4-4x+3x^2}P_{\text{elec}},$$

where $x = E_\gamma / E_{\text{elec}}$ is the ratio of the photon beam energy to the electron beam energy. The $g12$ experiment ran with a constant electron energy of $E_{\text{elec}} = 5.715$ GeV. The photon beam energy is calculated using the scattering electron energy determined by the tagger and the incoming electron energy. The polarization of the electron beam was measured regularly using the Møller polarimeter. The polarimeter measures electron polarization by making use of the helicity dependent nature of Møller scattering [55,72]. The results of the Møller measurements are summarized in Table 3.4.
Table 3.4: The degree of longitudinal electron polarization ($P_e$) between each Møller measurements. The uncertainties shown are statistical uncertainties.

<table>
<thead>
<tr>
<th>Run Range</th>
<th>Møller Readout ($P_e$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>56355 – 56475</td>
<td>(81.221 ± 1.48)%</td>
</tr>
<tr>
<td>56476 – 56643</td>
<td>(67.166 ± 1.21)%</td>
</tr>
<tr>
<td>56644 – 56732</td>
<td>(59.294 ± 1.47)%</td>
</tr>
<tr>
<td>56733 – 56743</td>
<td>(62.071 ± 1.46)%</td>
</tr>
<tr>
<td>56744 – 56849</td>
<td>(62.780 ± 1.25)%</td>
</tr>
<tr>
<td>56850 – 56929</td>
<td>(46.490 ± 1.47)%</td>
</tr>
<tr>
<td>56930 – 57028</td>
<td>(45.450 ± 1.45)%</td>
</tr>
<tr>
<td>57029 – 57177</td>
<td>(68.741 ± 1.38)%</td>
</tr>
<tr>
<td>57178 – 57249</td>
<td>(70.504 ± 1.46)%</td>
</tr>
<tr>
<td>57250 – 57282</td>
<td>(75.691 ± 1.46)%</td>
</tr>
<tr>
<td>57283 – 57316</td>
<td>(68.535 ± 1.44)%</td>
</tr>
</tbody>
</table>
CHAPTER 4

OBSERVABLE EXTRACTION METHOD

After the clean $K^+\Lambda$ events are selected, our attention is focused on extracting the various polarization observables for the $\Lambda$ hyperon; $C_x$, $C_z$, and $P$. Before we present the results, we would like to discuss the formalism we are using to measure the observables. The weak decay of the $\Lambda$, carried by flavor exchange, allows us to measure the polarization observables from the $\Lambda$ decay products. The results will be extracted in different $\theta_{cm}^{K^+}$ and $E_\gamma$ bins.

4.1 Formalism of hyperon polarization

As stated in the previous chapter, we are choosing the $p\pi^-$ decay mode of $\Lambda$, rather than $n\pi^0$ because of the low neutral particles detection efficiency in the CLAS detector. The polarization observables can be measured using either of the decay products of the $\Lambda$. In this analysis, we are choosing the proton in the $\Lambda$ rest frame to measure the required polarization observables.

The double polarization observables $C_x$ and $C_z$ are related to the photon-beam polarization. The photon beam was circularly polarized, and resulted from the longitudinally polarized incident electron beam. The measurement of electron beam polarization, and hence the calculation of the degree of photon beam polarization is explained in Section 3.12.

The measurement of observables was based on the axes defined by the production plane. The production plane is defined by the momentum vectors of the incoming photon and the outgoing $K^+$ in the center-of-momentum frame of the $\gamma p \rightarrow K^+\Lambda$. Figure 4.1 shows the schematic for the production plane. In order to define the axes,
we utilize four vector notation for each of the particles as,

\[ \gamma(k) + p(q_1) \rightarrow K^+(q_2) + \Lambda(q_3) \]  (4.1)

The momentum vectors are \( \vec{k}, \vec{q}_1, \vec{q}_2, \) and \( \vec{q}_3 \), which correspond to four vectors \( k, q_1, q_2, \) and \( q_3 \), respectively. As stated above, the production plane is defined by the unit vector as,

\[ \hat{y} = \frac{\vec{k} \times \vec{q}_2}{|\vec{k} \times \vec{q}_2|}, \]  (4.2)

which is the cross product of the beam and kaon momentum.

The \( z \)-component is defined along the photon beam direction as,

\[ \hat{z} = \frac{\vec{k}}{|\vec{k}|} \]  (4.3)

And \( x \)-component is defined from the cross product of \( \hat{y} \) and \( \hat{z} \) as,

\[ \hat{x} = \hat{y} \times \hat{z}. \]  (4.4)
Figure 4.1: Coordinate system definition for measurement of observables $C_x$, $C_z$, and $P$ for the $\Lambda$ hyperon in the reaction $\vec{\gamma} p \rightarrow K^+ \Lambda$. (Top) The rectangular area represents the production plane defined through the incoming beam and scattered kaon. The recoil $\Lambda$ is written as a vector to represent polarized production. (Bottom) The polar angle of the proton in the $\Lambda$ rest frame is projected along each of the three axes defined in $\Lambda$ rest frame.

The induced polarization, $P$, of the $\Lambda$ is measured by determining the $\hat{y}$ component of the $\Lambda$ polarization. The transferred polarization, $C_x$ and $C_z$, are measured by determining the $\hat{x}$ and $\hat{z}$ components of the $\Lambda$ polarization.

Regarding the measurement of polarization observables, there are two conventions used in defining the axes; unprime and prime. The vital difference between these two frames is on the $z$-coordinate definition. For the prime coordinate system, the $\hat{z}'$ is along the outgoing kaon momentum direction. We are adopting the unprimed coordinate system as in previous published analysis from CLAS [26], to assure the consistency of measurements.

From Ref. [20], the expression for the spin-dependent cross section ($\frac{d\sigma}{d\Omega}$) is,

\[

\rho_y \frac{d\sigma}{d\Omega_{K^+}} = \frac{d\sigma}{d\Omega_{K^+}} \bigg|_{\text{unpol.}} \left\{ 1 + \sigma_y P + P_c (C_x \sigma_x + C_z \sigma_z) \right\}

\] (4.5)
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where the hyperon density matrix $\rho_Y$ is

$$\rho_Y = (1 + \vec{\sigma} \cdot \vec{P}_Y).$$

(4.6)

In Eq. 4.6, the $\sigma$’s are the Pauli spin-matrices, $\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, $\sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}$, $\sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$, and $P_Y$ is the hyperon polarization.

By solving Eqs 4.5 and 4.6, the hyperon polarization components are related to spin observables as,

$$P_{\Lambda_x} = P_{\odot} C_x$$
$$P_{\Lambda_y} = P$$
$$P_{\Lambda_z} = P_{\odot} C_z$$

(4.7)

The above expressions show the $\hat{x}$ and $\hat{z}$ components of hyperon polarization in the production plane are proportional to transferred spin observables through the beam polarization and $\hat{y}$ component is equal to recoil polarization.

The hyperon polarization can be expressed using a decay distribution $I_i(\cos \theta_i)$ as,

$$I_i(\cos \theta_i) = \frac{1}{2}(1 + \alpha P_{Y_i} \cos \theta_i),$$

(4.8)

where $P_{Y_i}, \forall i \in x, y, z$ is representing three components of hyperon polarization, and $\theta_i$ is the proton polar angle with respect to the given axis in the $\Lambda$ rest frame. The
weak decay asymmetry $\alpha$ is 0.642 for the $\Lambda$ hyperon. Expression 4.8 can be generalized to other hyperon polarization measurement as in the Refs. [25,26,73].

4.2 Extraction of Polarization Observables

This analysis contains three strategies to extract the double polarization observables. One is done using the beam helicity asymmetry. The beam helicity is the projection of beam polarization along the momentum direction. For the $g12$ experiment, the electron-beam helicity was flipped at a rate of 30 Hz. The helicity information was recorded and stored for each event. The asymmetry is calculated for a proton angle bin ($\cos \theta_p$), by recording the number of events as $N_\pm$ for positive and negative helicity states. This asymmetry dependent method has two categories. A one dimensional fit method yielding either $C_x$ or $C_z$ or two dimensional fit that simultaneously yields $C_x$ and $C_z$ observables. A third method, called a maximum likelihood fit yields simultaneous extraction of $P$, $C_x$, and $C_z$. The details of these methods are described below. The examples shown in the following subsections are for two-track events.

4.2.1 One Dimensional Fit Method

This method is a simple method previously implemented for hyperon polarization measurements in the Refs. [25,26,73]. In this method the beam helicity asymmetry is related to the angular distribution of the proton as,

$$A(\cos \theta_p^{x/z}) = \frac{N_+ - N_-}{N_+ + N_-} = \alpha P \circ C_{x/z} \cos \theta_p^{x/z}$$

(4.9)
where $A$ is the beam helicity asymmetry, $P_\odot$ is the photon beam polarization, $\alpha$ is the weak decay asymmetry, and $\cos(\theta^p_{x/z})$ is the angular distribution of proton in the rest frame of $\Lambda$.

Eq. 4.9 shows that the asymmetry is a linear function of the cosine of the proton angle, and the slope of this distribution gives the polarization observables. $N_{\pm}$ is the helicity-dependent hyperon yield for a single bin. Detector efficiencies are not affected by the helicity states of the incident photon, and hence the helicity asymmetry does not require acceptance correction. Any possible acceptance corrections would factor out in the asymmetry measurements.

Figure 4.2 shows the asymmetry distribution plotted against the proton angle projections along $x$ (top) and $z$ (bottom) axes for $W = 3.2 - 3.33$ GeV in different $\cos \theta_{K^+}^{em}$. The asymmetry is then fit with a linear function. These fits for proton angular distribution will give us the spin observables $C_x$ and $C_z$ after equating the slope value to $\alpha P_\odot C_{x/z}$. 
Figure 4.2: Beam helicity asymmetry as a function of the angular distribution of the proton. Top panel are used to extract $C_x$ and the bottom panel are used to extract $C_z$. 
The error bars on the asymmetries are purely statistical uncertainties and were calculated analytically as,

$$\delta_A = \sqrt{\delta_{N_+}^2 \left( \frac{\partial A}{\partial N_+} \right)^2 + \delta_{N_-}^2 \left( \frac{\partial A}{\partial N_-} \right)^2},$$

(4.10)

where $\delta_{N_\pm}$ are the yield uncertainties for the specified helicity and is the square root of the yield number. The partials in Eq. 4.10 are

$$\frac{\partial A}{\partial N_\pm} = \pm \frac{2N_\pm}{(N_+ + N_-)^2},$$

(4.11)

Substituting partials from Equation 4.11 to Equation 4.10, the error on the asymmetry becomes,

$$\delta_A = \frac{2}{(N_+ + N_-)^2} \sqrt{N_+^2 \delta_{N_+}^2 + N_-^2 \delta_{N_-}^2}$$

(4.12)

The uncertainty on observables $C_x$ and $C_z$ are the fit uncertainty coming from the linear fit to the asymmetry distribution. The results from the one dimensional fit method strictly depends on fit quality. The quality of a fit was checked by both visual inspection and measuring the $\chi^2/ndf$ for the fit. The distribution of $\chi^2/ndf$ after a linear fit to the asymmetry distribution for all energy and kaon angle bins, is shown in Figure 4.3. The best fit is considered when $\chi^2/ndf \approx 1$. During the fitting process, we allowed the fit parameter to be free, that caused some of the $\chi^2/ndf > 1$. Those bins were further checked by visual inspection to verify the quality of fit.
4.2.2 Two Dimensional Fit Method

In this method we can extract both transferred polarization observables $C_x$ and $C_z$ simultaneously. The asymmetry expression for this method is,

$$A(\cos \theta_p^x, \cos \theta_p^z) = \frac{N_+ - N_-}{N_+ + N_-} = \alpha P_x C_x \cos \theta_p^x + \alpha P_z C_z \cos \theta_p^z,$$

(4.13)

where $A$ is the asymmetry, and is a function of both angular distributions of the proton ($\cos \theta_p^x$ and $\cos \theta_p^z$). The $N_\pm$ are the number of events for positive and negative helicity events after the two dimensional binning on the angular distribution of the proton. After the two dimensional fit on the asymmetry, the observables are extracted from the fit parameters of the distribution. Figure 4.4 shows the $\chi^2/ndf$ for all the fits.
4.2.3 Maximum Likelihood Method: Extracting $C_x$, $C_z$, and $P$

In the previous two methods, the asymmetry data were fitted using a least squares method to extract the polarization observables. The asymmetries were binned in the proton angular distribution, where binning was governed based on the number of events. It is possible that the binning of data can hide some of the features of the asymmetry. The maximum likelihood method is an event-by-event based method that does not require any binning, thereby preventing any loss of information. The Unbinned maximum likelihood method allowed us to extract the polarization observables $C_x$, $C_z$, and $P$ simultaneously. A detailed description about the method and techniques of implementation was described in a CLAS note [74]. In the maximum likelihood method, the fit is optimized by maximizing the likelihood function. The likelihood function is defined as the product of the probability density function as,
\[ L = \prod_{i=1}^{N} P_i, \]  

(4.14)

where \( P_i \) is the total probability density function that requires a product of individual distribution function for all events \( N \). A single event probability distribution function is defined as,

\[ P(\cos \theta^p_x, \cos \theta^p_z, \cos \theta^p_y | C_x, C_z, P) = 1 \pm P_{\odot} \alpha (C_x \cos \theta^p_x + C_z \cos \theta^p_z) + \alpha P \cos \theta^p_y. \]  

(4.15)

In this analysis each event has its own weight, \( w_i \), it was calculated using the \( Q \)-factor method (see Section 3.11. So the likelihood function from Eq. 4.14 becomes,

\[ L = \prod_{i=1}^{N} [P_i]^{w_i} \]  

(4.16)

It is convenient to minimize the negative log-likelihood rather than maximizing likelihood by using the standard packages, named \textsc{minuit} [75, 76]. After applying the natural logarithm, the product on the right side of Equation 4.15 turns into a summation as,

\[ -\log L = -\sum_{i=1}^{N} w_i \log(P_i) \]  

(4.17)
Using probability distribution function from Eq. 4.15 into Eq. 4.16,

\[-\log L = -\sum_{i=1}^{N} w_i \log(1 \pm P_\circ \alpha (C_x \cos \theta_x^p + C_z \cos \theta_z^p) + \alpha P \cos \theta_y^p).\] (4.18)

In the next chapter, we are executing all of the formalisms that were developed in this section to obtain the results for the polarization observables. The results can then be compared between different methods.

**4.3 Kinematic Binning of Data**

Before elaborating on the kinematic binning of our data, we must discuss the kinematic coverage. The incoming electron beam had a constant energy of 5.71 GeV. With this electron energy, after the bremsstrahlung process, the photon beam has an energy range. The calculation of a photon energy is associated with the measured energy in the tagger system. Since the CLAS tagger system detects electrons with energy of 20 to 95% of the incoming energy, the \( g12 \) photon beam has energy from 1.1 to 5.45 GeV. The spin observables are also extracted within this range. Previously, the measurements were conducted down to the threshold energy of 0.91 GeV. In this analysis the measurement go down to 1.17 GeV, instead.

The spin observables are measured as a function of the center-of-momentum energy, \( W \), and the kaon center-of-momentum angle \( \cos \theta_{K^+}^{cm} \). The data are binned in \( W \) and \( \cos \theta_{K^+}^{cm} \). The binning has been chosen to match that of the previous CLAS results, when possible. Large bin sizes are necessary at higher energies to improve statistical precision. The binning is shown in Table 4.1 and Figure 4.5 for the two-track topology and in Table 4.2 and Figure 4.6 for the three-track topology events.
Table 4.1: Binning scheme applied for $W$ and $\cos \theta_{K^+}^{CM}$ for two-track topology.

<table>
<thead>
<tr>
<th>$W$ Bin GeV</th>
<th>Bin width GeV</th>
<th>No. of Bins</th>
<th>$\cos \theta_{K^+}^{CM}$</th>
<th>Bin width</th>
<th>No. of Bins</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1.75, 2.35)</td>
<td>0.02</td>
<td>30</td>
<td>[-0.85, -0.5)</td>
<td>0.35</td>
<td>1</td>
</tr>
<tr>
<td>[2.35, 2.5)</td>
<td>0.05</td>
<td>3</td>
<td>[-0.5, 0.0)</td>
<td>0.25</td>
<td>2</td>
</tr>
<tr>
<td>[2.5, 2.56)</td>
<td>0.06</td>
<td>1</td>
<td>[0.0, 0.4)</td>
<td>0.2</td>
<td>2</td>
</tr>
<tr>
<td>[2.6, 3.2)</td>
<td>0.1</td>
<td>6</td>
<td>[0.4, 0.55)</td>
<td>0.15</td>
<td>1</td>
</tr>
<tr>
<td>[3.2, 3.33)</td>
<td>0.13</td>
<td>1</td>
<td>[0.55, 0.95)</td>
<td>0.1</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 4.5: Plots of $\cos \theta_{K^+}^{cm}$ vs $W$ with lines to show the binning for the two-track topology.

Table 4.2: Binning scheme applied for $W$ and $\cos \theta_{K^+}^{CM}$ for three-track topology.

<table>
<thead>
<tr>
<th>$W$ Bin GeV</th>
<th>Bin width GeV</th>
<th>No. of Bins</th>
<th>$\cos \theta_{K^+}^{CM}$</th>
<th>Bin width</th>
<th>No. of Bins</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1.75, 2.55)</td>
<td>0.05</td>
<td>16</td>
<td>[-0.85, -0.5)</td>
<td>0.35</td>
<td>1</td>
</tr>
<tr>
<td>[2.5, 2.95)</td>
<td>0.1</td>
<td>4</td>
<td>[-0.5, 0.0)</td>
<td>0.25</td>
<td>2</td>
</tr>
<tr>
<td>[2.95, 3.1)</td>
<td>0.15</td>
<td>1</td>
<td>[0.0, 0.4)</td>
<td>0.2</td>
<td>2</td>
</tr>
<tr>
<td>[3.1, 3.33)</td>
<td>0.23</td>
<td>1</td>
<td>[0.4, 0.55)</td>
<td>0.15</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.55, 0.95)</td>
<td>0.1</td>
<td>4</td>
</tr>
</tbody>
</table>
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Figure 4.6: Plots of $\cos \theta_{K^+}^{cm}$ vs $W$ with lines to show the binning for the three-track topology.
CHAPTER 5

DETERMINATION OF $C_x$, $C_z$, AND $P$

This chapter provides the results of our $\Lambda$ polarization measurement in the reaction $\gamma p \rightarrow K^+ \Lambda$. For extracting the polarization observables $C_x$, $C_z$, and $P$, we used two- and three-track topologies. A comparison between the results of polarization observables from the two topologies are discussed in section 5.2. Moreover, three methods from previous chapter were used to measure the polarization observables. The results of these three methods are provided in section 5.1. Furthermore, we present the studies performed to quantify the systematic uncertainties of the polarization observables.

5.1 Measurement of $C_x$, $C_z$ observables

The helicity dependent observables $C_x$ and $C_z$ were extracted using all three methods; the one-dimensional fit, the two-dimensional fit, and the maximum likelihood, while the helicity independent observable, $P$, was extracted using only the maximum likelihood method.

Figures 5.1 to 5.4 show comparisons between three methods for the $C_x$ and $C_z$ as a function of $\cos \theta_{cm}^{K^+}$ for fixed $W$, respectively. The one-dimensional results are shown in red, the two-dimensional are in green, and the maximum likelihood are in blue.
Figure 5.1: $C_x$ vs $\cos \theta_{K^+}^{cm}$ for different $W$ bins, ranged from 1.75 – 1.94 GeV. The results for the $C_x$ were measured using three different methods; the one dimensional fit method (blue), the two dimensional fit method (green), and the maximum likelihood method (red) from two-track analysis.
Figure 5.2: $C_x$ vs $\cos \theta_{K^+}^{cm}$ for different $W$ bins, ranged from 2.3 – 3.33 GeV. The results for the $C_x$ were measured using three different methods; the one dimensional fit method (blue), the two dimensional fit method (green), and the maximum likelihood method (red) from two-track analysis.
Figure 5.3: $C_z$ vs $\cos \theta_K^{\pi^+}$ for different $W$ bins, ranged from 1.75 – 1.94 GeV. The results for the $C_z$ were measured using three different methods; the one dimensional fit method (blue), the two dimensional fit method (green), and the maximum likelihood method (red) from two-track analysis.
Figure 5.4: $C_z$ vs $\cos \theta_{KL}^{cm}$ for different $W$ bins, ranged from 2.3 – 3.33 GeV. The results for the $C_z$ were measured using three different methods; the one dimensional fit method (red), the two dimensional fit method (green), and the maximum likelihood method (red) from two-track analysis.

Figures 5.1 and 5.3 include the results from low energies region, i.e., $W = 1.75 – 1.94$ GeV, where the two-track has almost no background events. Within this $W$ range, the results from three methods show an excellent agreement for both $C_x$ and $C_z$. On the other hand, at high energy region, i.e., $W = 2.3 – 3.33$ GeV, the results from the one-dimensional and the two-dimensional does not agree well with the maximum likelihood method. The difference distribution in Figure 5.5 shows the variation between the maximum likelihood method and, the one dimensional and the two-dimensional fit methods. Because the results from maximum likelihood method were corrected to background but not for other two methods, the high energy results from Figures 5.2 and 5.4, are inconsistent. We prefered the maximum likelihood method that can easily handle the background using the $Q$-factor method.
Figure 5.5: Difference distributions of $C_x$ and $C_z$ observables from the maximum likelihood method and, the one dimensional and the two dimensional methods.

Among these three measurement methods, the maximum likelihood method has the advantage of measuring three observables simultaneously. Moreover, the $Q$-value can be used in the distribution function as a weight for the maximum likelihood method, so that we can reduce the dilution from the background directly in the process of measurement. Because of these reason, we are extracting the final results of the polarization observables using the maximum likelihood method.

5.2 Comparison between two-track and three-track results

Figures 5.6, 5.7, and 5.9 show comparison of our results from the two topologies. The binnings in $W$ and $\cos\theta_{K^+}^{cm}$ are different in both cases, are described in Section 4.3. Both results were binned within the same end point energy range from 1.75 GeV to 3.33 GeV in $W$, as well as the same $\cos\theta_{K^+}^{cm}$ bins from -0.85 to 0.95. Because of the high level of exclusivity, the final $K^+\Lambda$ events for the three-track topology has fewer
statistics compare to the two-track that requires a wider binning in $W$, compared to two-track topology.

We used almost the same event selection processes, except for the confidence level cut (see Section 3.9). Also, we used the same method, the maximum likelihood method. The agreement between the two results for $C_x$ and $C_z$ is very good over the entire kinematic range, in Figures 5.6 and 5.7 respectively. Due to limited statistics in the three-track analysis, the statistical error bars of our results (shown in blue) are large, and the two-track results (shown in red) fall within statistical uncertainty.

Figure 5.6: Comparison of results from three-track (red) and two-track (blue) topologies for the $C_x$ observable.
Figure 5.7: Comparison of results from three-track (red) and two-track (blue) topologies for the $C_z$ observable.
Figure 5.8: Comparison of results from three-track (red) and two-track (blue) topologies for the $P$ observable.

Figure 5.9: Difference distribution between three observables.
5.3 Systematic Uncertainty

The total uncertainty for $C_x$, $C_z$, and $P$ has two contributions, statistical uncertainty and systematic uncertainty. The statistical uncertainties are given by the measurements based on the total number of counts on each kinematic bin, which has already been described in the previous chapter. Unlike statistical uncertainty, there is no clear recipes for the determination of the systematic uncertainty. Sometimes it is hard to disentangle the systematic uncertainty from statistical uncertainty. In any experiment, there are multiple sources of systematic uncertainties: detector acceptance, detector resolution, backgrounds, and so on. In this section, we will describe the sources of systematic uncertainties that contribute to the total systematics by factoring the systematics into two broad categories: Point-to-point (uncorrelated) and Scale-type. Furthermore, the point-to-point type includes the event-selection cuts and the background subtraction process, whereas, the scale-type includes the photon polarization and the hyperon analyzing power. Particularly, from the point-to-point type, the total systematic uncertainty is calculated by adding all the individual sources in quadrature, assuming no correlation between each of those as,

$$\delta_{sys,tot} = \sqrt{\sum_{src} \delta_{sys,src}^2} \quad (5.1)$$

where $\delta_{sys,src}$ is a single source systematic uncertainty for a measurement.

More details about each source for systematic uncertainty are presented and the summary table at the end reports all the systematic uncertainties.
5.3.1 Uncertainties from event-selection cuts.

We have implemented multiple selection cuts in Chapter 3 to obtain pure $K^+\Lambda$ events. With the variation of a selection cut, the datasets are enlarged or reduced, thus the effects of specific sources of systematics may be enhanced or reduced. The selection cuts we have are the timing cut, the vertex cut, the fiducial cut, and the confidence level cut. By changing the nominal value for a cut, the resulting observable was varied. The uncertainties are then calculated using the two different measurements by,

$$
\delta_{sys} = \sqrt{\frac{\sum \left( \frac{O_{nom}^i - O_{alt}^i}{\delta O_{nom}^i} \right)^2}{\sum \left( \frac{1}{\delta O_{nom}^i} \right)^2}},
$$

(5.2)

where $O_{nom}$ is the general representation for a polarization observable that was measured using the nominal cut in the event selection process, and $O_{alt}$ is the measurement after modification of the selection cut.

Vertex cuts

The vertex cut discussed in section 3.4 has two parts, a z-vertex cut and a radial vertex cut. The z-vertex cut, which is characterized based on the reconstruction along the target length was defined by $|z - 90| < 20$ cm. And the radial vertex cut was $r < 5.0$ cm. The systematic uncertainty can be estimated by varying (contracting) those nominal cuts by 10 %. This means that $|z - 90| < 20$ cm changes to $|z - 90| < 18$ cm. Also, $r < 5$ cm changes to $r < 4.5$ cm. The systematic uncertainty on the observables $C_x$, $C_z$, and $P$ after varying the vertex cut is calculated using Eq. 5.2,
and the values are in Table 5.1. Figure 5.10 shows the difference distribution for $C_x$, $C_z$, and $P$ after varied the vertex cuts.

![Graphs showing difference distributions of $C_x$, $C_z$, and $P$.](image)

Figure 5.10: Difference distributions of $C_x$, $C_z$, and $P$ after varying the $z$-vertex cut from $|z - 90| < 20$ cm to $|z - 90| < 18$ cm and a radial cut from $r < 5.0$ cm to $r < 4.5$ cm.

**Vertex timing cut**

In order to quantify the systematic uncertainty due to our specific choice of a cut range for photon selection based on vertex timing, i.e. $\pm 1$ ns (our nominal cut), we varied by 10% to $\pm 0.9$ ns. Figure 5.11 shows the difference distributions of $C_x$, $C_z$, and $P$ from the nominal and modified results. The systematic uncertainties of $C_x$, $C_z$, and $P$ due to the timing cut are reported in the Table 5.1.
Figure 5.11: Difference distributions of $C_x$, $C_z$, and $P$ observables after varying the vertex timing cut. A variation was set to be $\pm 0.9$ ns as opposed to the $\pm 1$ ns nominal cut.

**Fiducial cut**

The *nominal fiducial cut* that was applied in the current work, as described in Section 3.6, is changed to the *tight fiducial cut* to estimate the systematic uncertainties for $C_x$, $C_z$, and $P$ due to this cut. The effect of nominal and tight fiducial cuts in the final state particles, $K^+$ and proton, are shown in Figure 3.5.

Figure 5.12 shows the difference distribution of $C_x$, $C_z$, and $P$ after changing the selection from nominal to tight. Using Eq. 5.2, we got the absolute uncertainty for $C_x$, $C_z$, and $P$, which are tabulated in Table 5.1.
Figure 5.12: Difference distributions of $C_x$, $C_z$, and $P$ observables after changing the fiducial cut from nominal to tight cut.

**Confidence level cut**

The kinematic fitting confidence level cut was applied for both three-track and two-track analyses. In this part, we have final results from the two-track analysis. So, in changing our nominal selection for two-track from 5% to 10%, we reduced the statistics for $K^+\Lambda$ events by removing the low confidence level events, those correspond to the background events. The estimated systematic uncertainties for $C_x$, $C_z$, and $P$ from this method are tabulated in Table 5.1
Figure 5.13: Difference distributions of $C_x$, $C_z$, and $P$ observables after changing the 5% confidence level cut to 10% for $K^+p(\pi^-)$ events.

### 5.3.2 Uncertainties of background subtraction procedure

The $Q$-factor method we used as a background subtraction contributes to the systematic uncertainty. It is hard to solve analytically and get the systematic from the $Q$-value, where extraction of observables is done by fitting the data. Therefore an alternative approach was applied. We changed the $Q$-value of each event by $\delta Q_i$ (see the definition in section 3.11.1), where the $\delta Q_i$ denotes the fit error in the $Q$-value of the $i^{th}$ event. The modification was done by adding or subtracting the $\delta Q_i$ from the $Q$-value of each event. In the next step, we used the maximum likelihood method to extract all the polarization observables. The difference between the original and the modified observables, was used as the systematic uncertainty. Since we had $Q$-value variation through both adding and subtracting $\delta Q_i$, the average of the two variations becomes a systematic uncertainty for each bin. Figure 5.14 shows the results for $C_x$ observables that are weighted by their $Q$-value and also weighted by modified
$Q$-value. The modification results are shifted by a small amount, which can be seen from the difference distribution in Figure 5.15.
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Figure 5.14: $C_x$ vs $\cos\theta^{cm}_{K^+}$, weighted by a $Q$-value on each kinematic bin. The modification on the $Q$-value was done by adding or subtracting by the corresponding $Q$-value error.
Figure 5.15: An example of difference distributions for $C_x$: (left) Difference between measurement with $Q$-value and $Q + Q_{err}$. (right) Difference between measurement with $Q$-value and $Q - Q_{err}$.

5.3.3 Systematics from Photon polarization and Self-analyzing power of the $\Lambda$

As a scale-type, we are measuring the systematic uncertainty of $C_x$, $C_z$, and $P$ from the photon polarization and the self-analyzing power of $\Lambda$, $\alpha = 0.642 \pm 0.013$. From the maximum likelihood method, the final estimate for $C_x$ and $C_z$ are obtained by dividing the corresponding fit parameters by $\alpha = 0.642 \pm 0.013$ and photon polarization $P_\odot$ (details are in Section 4.2), whereas, the final estimate for $P$ are obtained by dividing $\alpha$ only. So, the systematic uncertainty for $C_x$ and $C_z$ have uncertainties from $\alpha$ and $P_\odot$, and the systematic uncertainty for $P$ has only from $\alpha$. More details about the systematic uncertainty from these scale-type sources are presented in the following sections.
Systematic uncertainty from the Self-analyzing power

The relative uncertainty for $C_x$ and $C_z$ from the Self-analyzing power is estimated from the uncertainty propagation as,

$$\delta_\alpha(C_i) = |C_i| \frac{\delta_\alpha}{\alpha}$$

$$= |C_i| 0.0202 \quad (5.3)$$

which is 2.02% relative error. Similarly for $P$, the measurement of relative error is,

$$\delta_\alpha P = |P| 0.0202. \quad (5.4)$$

Systematic uncertainty from the photon polarization

In Eq. 3.11, assuming the electron and photon energies were correctly measured, the total uncertainty on the photon polarization propagate only from the electron polarization. From Table 3.4, the average uncertainty for the photon polarization from different runs is about 1.5%. Uncertainty propagation yields that the relative uncertainty of each $C_x$ and $C_z$, taking an average beam polarization, is,

$$\delta P_\odot(C_i) = |C_i| 0.05 \quad (5.5)$$

This is the relative systematic uncertainty of $C_x$ and $C_z$ as for the scale-type.
5.3.4 Summary of Systematic Uncertainty

Table 5.1 reports the systematic uncertainties of $C_x$, $C_z$, and $P$ from both the scale-type and the point-to-point type. The systematic uncertainties from the scale-type are relative errors, whereas the point-to-point types are absolute errors. The final results for $C_x$, $C_z$, and $P$ reported in the next chapter include the total systematic uncertainty from both the scale-type and the point-to-point. The scale-type uncertainties were included as an overall scaling factor in the total error bar. In the case of the point-to-point type, the total systematic uncertainty is calculated using Eq. 5.1.

Table 5.1: Summary of systematic uncertainties from both the scale-type and the point-to-point type.

<table>
<thead>
<tr>
<th>Source</th>
<th>$\delta C_x$</th>
<th>$\delta C_z$</th>
<th>$\delta P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timing Cuts</td>
<td>$4.75 \times 10^{-3}$</td>
<td>$4.2 \times 10^{-3}$</td>
<td>$1.26 \times 10^{-3}$</td>
</tr>
<tr>
<td>Vertex Position</td>
<td>$1.49 \times 10^{-2}$</td>
<td>$1.26 \times 10^{-2}$</td>
<td>$4.69 \times 10^{-3}$</td>
</tr>
<tr>
<td>Fiducial Cuts</td>
<td>$8.5 \times 10^{-3}$</td>
<td>$8.5 \times 10^{-3}$</td>
<td>$4.17 \times 10^{-3}$</td>
</tr>
<tr>
<td>Confidence Level</td>
<td>$1.72 \times 10^{-2}$</td>
<td>$2.36 \times 10^{-2}$</td>
<td>$1.09 \times 10^{-2}$</td>
</tr>
<tr>
<td>$P_\odot$</td>
<td>$0.05 C_x$</td>
<td>$0.05 C_z$</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$0.02 C_x$</td>
<td>$0.02 C_z$</td>
<td>$0.02 P$</td>
</tr>
</tbody>
</table>
CHAPTER 6

FINAL RESULTS AND DISCUSSION

The final results for $C_x$, $C_z$, and $P$ with systematic uncertainties will be presented in this chapter. Then, a comparison of the measurement from this analysis will be made with previous results.

6.1 Double polarization $C_x$ and $C_z$

In the previous chapter, the results from both topologies, two-track and three-track, have been shown to be consistent with each other. This allows us to quote the final results ($C_x$, $C_z$, and $P$) using only the two-track analysis which has better precision.

Figures 6.1 and 6.2 show $C_x$ and $C_z$ as a function of $\cos \theta^{cm}_{K^+}$ for different $W$ bins. All the error bars include both the statistical and the systematic error (point-to-point).

From Figure 6.1, $C_x$ has strong dependency on $\cos \theta^{cm}_{K^+}$, particularly $W > 2019$ MeV. At low $W$ bins, $C_x$ are mostly flat around zero. As for $C_z$, their values are close to 1, and occasionally exceeds 1 in low $W$ bins as shown in Figure 6.2. For those $C_z > 1$, points are overlapped with $C_z = 1$ after adding the point-to-point type systematic uncertainty in the error bar.

The production behaviour of $K^+\Lambda$ seems more obvious in the energy dependent plots such as Figures 6.3 and 6.4 where the results plotted as a function of $W$ for $C_x$ and $C_z$ at constant $\cos \theta^{cm}_{K^+}$. The $s$-channel resonance production is more prominent in low energy region where both $C_x$ and $C_z$ results are fluctuating, specifically at backward angles for $C_z$, and backward and mid-angle for $C_x$. In the high energy region, the $t$-channel production dominates which is clearly seen in Figures 6.3 and
6.4 where both $C_x$ and $C_z$ flatten out above about 2.6 GeV in the forward angle bins and 2.8 GeV in backward angle bins.

Figure 6.1: $C_x$ as a function of $\cos \theta_{K^+}^{cm}$ for different $W$ bins. A $W$ bin reported in each plot is an average value calculated for total events within the bin range. The error bar on each data point includes statistical and point-to-point systematic error.
Figure 6.2: $C_z$ as a function of $\cos \theta_{K^+}^{cm}$ for different $W$ bins. A $W$ bin reported in each plot is an average value calculated for total events within the bin range. The error bar on each data point includes statistical and point-to-point systematic error.
Figure 6.3: $C_x$ as a function of $W$ for the $\Lambda$ hyperon in the energy range of $W \in \{1.75, 3.33\}$ GeV and $\cos \theta_{K^+}$ bin as indicated in the plots.
$C_z$ as a function of $W$ for the $\Lambda$ hyperon in the energy range of $W \in \{1.75, 3.33\}$ GeV and $\cos \theta_{cm}^{K^+}$ bin as indicated in the plots.

Comparison with previous measurement

Figures 6.5 and 6.6 show the $C_x$ and $C_z$ results from the current analysis (red) and the previous $g1c$ CLAS measurement at Jefferson Lab (black) [26], as a function of $W$ at constant $\cos \theta_{cm}^{K^+}$. These $C_x$ and $C_z$ measurements show excellent agreement with $g1c$ results and offer more data points with better precision within the overlap region and a 800 Mev increase in $W$ coverage.
Figure 6.5: $C_x$ vs $W$; plotted for the $g12$ and the $g1c$ in the same $\cos \theta_{K^+}^{cm}$ bin. The current measurement (red) overlapped and extends in $W$ bins compared to previous measurement (black).
Figure 6.6: $C_z$ vs $W$; plotted for the $g12$ and the $g1c$ in the same $\cos \theta_{K^+}^{cm}$ bin. The current measurement (red) overlapped and extends in $W$ bins compared to previous measurement (black).

6.2 Recoil polarization $P$

Similar to $C_x$ and $C_z$, the $P$ observable also presents an interesting opportunity for interpretation of $K^+\Lambda$ production mechanisms. In Figure 6.7 $P$ results are shown as a function of $\cos \theta_{K^+}^{cm}$ for various $W$ bins. Overall the $P$ values are varying from backward to forward angle bins. However, it is difficult to interpret the angular dependence plots without comparison to calculation. Figure 6.8 shows the $P$ observable ranging in $W$ from 1.75 to 3.33 GeV. At low energies, the structure in $P$ values could be due to $s$-channel production of various intermediate $N^*$ states. In the high energy region, where $t$-channel production process become dominant, $P$ values seem to flatten out.
Figure 6.7: $P$ as a function of $\cos \theta^{cm}_{K^+}$ for different $W$ bins. A $W$ bin reported in each plot is an average value calculated for total events within the bin range. The error bar on each data point includes statistical and point-to-point systematic error.
Figure 6.8: $C_x$ as a function of $W$ for the $Λ$ hyperon in the energy range of $W \in \{1.75, 3.33\} \text{ GeV}$.

**Comparison with previous measurement**

Figure 6.9 shows the comparison of the current measurement with the $g11$ measurement from the CLAS experiment [46]. Results include $P$ vs $W$ for different $\cos\theta_{\text{cm}}^{K^+}$ bins. The $g12$ data agree well with previous results and offer a 500 MeV extension in energy range.
Figure 6.9: $P$ vs $W$; plotted for the $g12$ and the $g11$ in the same $\cos \theta_{K^+}^{cm}$ bin. The current measurement (red) overlapped and extends in $W$ bins compared to previous measurement (black).
6.3 Conclusion

Study of the excited-state nucleon have been long established as an essential tool to understand quantum chromodynamics in the non-perturbative region. However, even after decades of study, not all the resonances predicted by different theoretical approaches have been verified. This situation is known as the “missing baryon problem.” In recent years, new experiments such as CLAS in Jefferson Lab, ELSA in Bonn, MAMI in Mainz and so on, provides high-precision photoproduction data for different final-state channels. These new data, along with pre-existing data (pion beam data) can be used together to understand missing states better, employing framework such as the Bonn-Gatchina coupled-channel analysis. The excited states are broad and overlapping, and very hard to disentangle using cross section results alone. Therefore, it is crucial to extract polarization observables in order to disentangle these overlapped states.

Existing data on pseudoscalar photoproduction for the $K^+\Lambda$ channel shows a glimpse of which of the missing resonances are coupled to it. Also, the suggestion from the coupled channel analysis of studying multiple channels [77] permits an ubiquitous solution to the missing baryon puzzle. Recently the coupled-channel approach extended to $K^+\Lambda$ along with $\pi N$, and other $KY$ channels were analyzed simultaneously [77]. The improvement to understand the pre-existing states such as $N(1710)1/2^+$ and $N(1720)1/2^+$ were made by including the $K^+\Lambda$ channel [47]. Also, new states were added, such as $N(1900)3/2^+$ that was not seen through other channels. The current analysis also includes more data in the existing database for transferred and induced polarization observables for the $\Lambda$ hyperon from CLAS’s $g12$ experiment. The measurement was done at an extended center-of-mass energy ($W$) up to 3.33 GeV. The results presented here for double polarization observables, $C_x$
and $C_2$, are the first ever measurement for $W > 2.5$ GeV. For $P$ the results are also first time measurement for $W > 2.84$ GeV. The high energy data provide a constraint on non-resonant processes.

To understand the part of the contribution to resonance production from $K^+\Lambda$, the refined understanding of background processes, such as $t$-channel and $u$-channel, are important. This analysis offers a first major step towards that goal. In the future, the current results for polarization observables will be compared with theoretical prediction. Our results show good agreement with previous measurements. We hope our results will provide a substantial basis for development in the understanding of quantum chromodynamics.
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A APPENDIX

A.1 Data Table: $C_x$, $C_z$, and $P$ for $K^+\Lambda$

This appendix contains a table of numerical values for $C_x$, $C_z$, and $P$ for the $K^+\Lambda$ analysis. The table consists of fourteen columns, which are interpreted as follows:

- Column 1: Lower limit of $W$ bin (GeV).
- Column 2: Nominal midpoint of $W$ bin (GeV).
- Column 3: Weighted average of $W$ bin (GeV).
- Column 4: Upper limit of $W$ bin (GeV).
- Column 5: Lower limit of $\cos\theta_{cm}^\Lambda$ bin.
- Column 6: Midpoint of $\cos\theta_{cm}^\Lambda$ bin.
- Column 7: Weighted average of $\cos\theta_{cm}^\Lambda$ bin.
- Column 8: Upper limit of $\cos\theta_{cm}^\Lambda$ bin.
- Column 9: $C_x$.
- Column 10: $\delta C_x$.
- Column 11: $P$.
- Column 12: $\delta P$.
- Column 13: $C_z$.
- Column 14: $\delta C_z$.

The error in the polarization observables include statistical error only.

<table>
<thead>
<tr>
<th>$W_{min}$</th>
<th>$W_{mid}$</th>
<th>$W_{max}$</th>
<th>$\cos\theta_{cm}^{\Lambda}_{min}$</th>
<th>$\cos\theta_{cm}^{\Lambda}_{mid}$</th>
<th>$\cos\theta_{cm}^{\Lambda}_{max}$</th>
<th>$C_x$</th>
<th>$\delta C_x$</th>
<th>$P$</th>
<th>$\delta P$</th>
<th>$C_z$</th>
<th>$\delta C_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.75</td>
<td>1.76</td>
<td>1.7645</td>
<td>1.77</td>
<td>-0.85</td>
<td>-0.675</td>
<td>0.3337</td>
<td>0.3227</td>
<td>0.0486</td>
<td>0.6600</td>
<td>0.3288</td>
<td></td>
</tr>
<tr>
<td>1.75</td>
<td>1.76</td>
<td>1.7644</td>
<td>1.77</td>
<td>-0.50</td>
<td>-0.375</td>
<td>0.3559</td>
<td>-0.25</td>
<td>0.6998</td>
<td>0.1205</td>
<td>0.0312</td>
<td>0.7907</td>
</tr>
<tr>
<td>1.75</td>
<td>1.76</td>
<td>1.7644</td>
<td>1.77</td>
<td>0.00</td>
<td>0.100</td>
<td>0.1012</td>
<td>0.20</td>
<td>0.2144</td>
<td>0.1573</td>
<td>0.0239</td>
<td>1.0120</td>
</tr>
<tr>
<td>1.75</td>
<td>1.76</td>
<td>1.7645</td>
<td>1.77</td>
<td>0.20</td>
<td>0.300</td>
<td>0.3111</td>
<td>0.40</td>
<td>-0.0832</td>
<td>0.1308</td>
<td>0.0192</td>
<td>1.0152</td>
</tr>
<tr>
<td>1.75</td>
<td>1.76</td>
<td>1.7645</td>
<td>1.77</td>
<td>0.40</td>
<td>0.475</td>
<td>0.4708</td>
<td>0.55</td>
<td>-0.1661</td>
<td>0.1392</td>
<td>0.0205</td>
<td>0.9757</td>
</tr>
<tr>
<td>1.75</td>
<td>1.76</td>
<td>1.7644</td>
<td>1.77</td>
<td>0.55</td>
<td>0.600</td>
<td>0.6026</td>
<td>0.65</td>
<td>-0.2550</td>
<td>0.1631</td>
<td>0.0237</td>
<td>1.2119</td>
</tr>
<tr>
<td>1.75</td>
<td>1.76</td>
<td>1.7644</td>
<td>1.77</td>
<td>0.65</td>
<td>0.700</td>
<td>0.6992</td>
<td>0.75</td>
<td>-0.0492</td>
<td>0.1581</td>
<td>0.0239</td>
<td>0.9075</td>
</tr>
<tr>
<td>1.75</td>
<td>1.76</td>
<td>1.7644</td>
<td>1.77</td>
<td>0.75</td>
<td>0.800</td>
<td>0.7970</td>
<td>0.85</td>
<td>-0.1549</td>
<td>0.1733</td>
<td>0.0259</td>
<td>0.8857</td>
</tr>
<tr>
<td>1.75</td>
<td>1.76</td>
<td>1.7645</td>
<td>1.77</td>
<td>0.85</td>
<td>0.900</td>
<td>0.8901</td>
<td>0.95</td>
<td>-0.1654</td>
<td>0.2410</td>
<td>0.0368</td>
<td>1.4944</td>
</tr>
<tr>
<td>1.77</td>
<td>1.78</td>
<td>1.7818</td>
<td>1.79</td>
<td>-0.85</td>
<td>-0.675</td>
<td>-0.6048</td>
<td>-0.50</td>
<td>-0.5421</td>
<td>0.2099</td>
<td>0.0331</td>
<td>0.8240</td>
</tr>
<tr>
<td>1.77</td>
<td>1.78</td>
<td>1.7818</td>
<td>1.79</td>
<td>-0.50</td>
<td>-0.375</td>
<td>-0.3563</td>
<td>-0.25</td>
<td>-0.4671</td>
<td>0.1360</td>
<td>0.1124</td>
<td>0.0209</td>
</tr>
<tr>
<td>Column 1</td>
<td>Column 2</td>
<td>Column 3</td>
<td>Column 4</td>
<td>Column 5</td>
<td>Column 6</td>
<td>Column 7</td>
<td>Column 8</td>
<td>Column 9</td>
<td>Column 10</td>
<td>Column 11</td>
<td>Column 12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>3.20</td>
<td>3.27</td>
<td>3.2604</td>
<td>3.33</td>
<td>0.75</td>
<td>0.800</td>
<td>0.8100</td>
<td>0.85</td>
<td>-0.0347</td>
<td>0.0244</td>
<td>-0.4619</td>
<td>0.0141</td>
</tr>
<tr>
<td>3.20</td>
<td>3.27</td>
<td>3.2598</td>
<td>3.33</td>
<td>0.85</td>
<td>0.900</td>
<td>0.8857</td>
<td>0.95</td>
<td>-0.1665</td>
<td>0.0228</td>
<td>-0.5355</td>
<td>0.0131</td>
</tr>
</tbody>
</table>
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