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ABSTRACT OF THE DISSERTATION

STUDY ON PASSIVE AND/OR ACTIVE VIBRATION CONTROL FOR FLEXIBLE STRUCTURES

by

Qinghua Chen

Florida International University, 1995

Professor Cesar Levy, Major Professor

The purpose of this research is to present new methods of active and passive vibration control for flexible structures. The study includes: 1) passive viscoelastic damping treatment; 2) active vibration control using layered shape memory alloy (SMA); 3) combined application of viscoelastic damping treatment and SMA; 4) experiments.

In order to maximize damping and save weight of the structure and cost, a partially covered double sandwich cantilever beam model has been presented. It is shown that the double sandwich beam is better than single sandwich beam for some conditions. To take into account of end loads effect of elastic structures such as robot arm or manipulator, a model of partially covered double sandwich cantilever
beam with mass at free end is given and discussed. Also a more accurate model (Timoshenko model) is discussed. The experiments were done to verify the theoretical results.

The active vibration control by means of layered shape memory alloy actuator is discussed. The layered structure is easy to implement in real application, especially for the existing structures. The control results are compared and discussed. The temperature effects are discussed.

Also a model with combined application of viscoelastic damping treatment and shape memory alloy layer is presented. Both the vibration characteristics and control results are obtained and discussed. The vibration control results for different control schemes are compared and discussed. The temperature effects are also discussed
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### LIST OF SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_i$</td>
<td>cross-sectional area of layer $i$</td>
</tr>
<tr>
<td>$A_{cl}$, $A_{c2}$</td>
<td>cross-sectional area of the damping layers</td>
</tr>
<tr>
<td>$A_{si}$</td>
<td>start temperature of austenite transformation</td>
</tr>
<tr>
<td>$A_{fi}$</td>
<td>end temperature of austenite transformation</td>
</tr>
<tr>
<td>$D$</td>
<td>$= [E_1 h_i^3 + E_3 h_3^3 + E_4 h_4^3] / 12$</td>
</tr>
<tr>
<td>$D_{tl}$</td>
<td>$= E_i h_i^3 / 12$ bending rigidity of the original beam</td>
</tr>
<tr>
<td>$E_i$</td>
<td>Young’s modulus of the $i$th layer</td>
</tr>
<tr>
<td>$E_i$</td>
<td>dimensionless Young’s modulus of $i$th layer</td>
</tr>
<tr>
<td>$E_{Ai}$</td>
<td>the austenite Young’s modulus of SMA layer</td>
</tr>
<tr>
<td>$E_{Mi}$</td>
<td>the martensite Young’s modulus of SMA layer</td>
</tr>
<tr>
<td>$G_i$</td>
<td>shear modulus of the $i$th layer</td>
</tr>
<tr>
<td>$G_i$</td>
<td>dimensionless shear modulus of $i$th layer</td>
</tr>
<tr>
<td>$G_{ci}$</td>
<td>complex shear modulus of the $i$th layer $= G_c(1 + j\eta_c)$</td>
</tr>
<tr>
<td>$h_i$</td>
<td>thickness of the $i$th layer</td>
</tr>
<tr>
<td>$h_{cl}$, $h_{c2}$</td>
<td>thickness of the damping layers</td>
</tr>
<tr>
<td>$h_{01}$</td>
<td>$= h_{c2} + (h_1 + h_4)/2$</td>
</tr>
<tr>
<td>$h_{02}$</td>
<td>$= h_{c1} + h_{c2} + h_1 + (h_3 + h_4)/2$</td>
</tr>
<tr>
<td>$H_i$</td>
<td>dimensionless thickness of $i$th layer</td>
</tr>
<tr>
<td>$j$</td>
<td>$= \sqrt{-1}$</td>
</tr>
<tr>
<td>$k_n^*$</td>
<td>complex characteristic value</td>
</tr>
<tr>
<td>$k_n$</td>
<td>real characteristic value</td>
</tr>
</tbody>
</table>
\( \ell \) constrained damping treatment length ratio

\( L \) length of the beam

\( L_1 \) length of constrained damping treatment coverage

\( M_1, M_2 \) bending moment at \( x=0 \) and \( x=L \), respectively

\( M_0 \) attached mass at the free end

\( M_{\text{fi}} \) temperature at the end of martensite transformation

\( M_{\text{si}} \) temperature at the beginning of martensite transformation

\( M_T \) bending moment

\( m_i \) mass per unit length of \( i \)th layer

\( m \) mass per unit length of section 1 (constrained part)

\( p \) real frequency factor

\( p^* \) complex frequency factor

\( P_i \) axial force of the \( i \)th layer

\( S_t, S_2 \) shear force

\( t \) time

\( \tau \) dimensionless time

\( T_i \) time dependent function, temperature distribution

\( u_i \) axial displacement of the \( i \)th layer

\( \bar{u}_i \) dimensionless axial displacement

\( \bar{u}_{\text{in}} \) the spatial part of the solution

\( w_1, w_2 \) transverse displacement of section 1 and 2, respectively

\( \bar{w} \) dimensionless transverse displacement

xiii
\(\bar{w}_n\) the spatial part of the solution

\(x\) axial or longitudinal coordinate

\(\bar{x}\) dimensionless axial coordinate

\(X_c\) state space variable vector

\(\alpha_i\) the thermal coefficient of the \(i\)th layer

\(\alpha_{ri}\) the thermal diffusivity of the \(i\)th layer

\(\delta(x)\) Dirac delta function

\(\delta_{ij}\) Kronecker delta

\(\gamma_i\) shear at the neutral axis of the \(i\)th layer

\(\xi_i\) martensite fraction of SMA layer, i.e. \% martensite

\(\rho_i\) stress of the \(i\)th layer

\(\rho_{ri}\) recovery stress of SMA layer

\(\tau_i\) shear stress of the \(i\)th layer

\(\Phi_i\) eigenfunction of the beam

\(\psi_i\) slope of the deflection curve of \(i\)th layer due to bending
1.1 The Outline

Recent developments in industry require more and more applications of flexural structures (e.g., flexural robot arms and large space manipulators). Due to movement of heavy payloads and the high moving speeds encountered, undesired low frequency vibrations and instability may occur. For example, because of the flexibility, operations are sometimes very difficult or delayed while operators wait for the oscillations to die out. For remote manipulator system (RMS), a recent study (Newsom et al., 1990) showed that the initial phases of space station assembly would require about 47 hours of RMS operation time, but about 20-30% of the time would be waiting for the vibrations of the RMS to die out. Also the flexibility would make the structural response a significant contributor to space vehicle dynamics (Scott et al., 1993). Hence an effective vibration control scheme by which the size and weight of the structure will not increase greatly is strongly required. On the other hand, machines nowadays need to be stronger, lightweight and capable of a very high speed operation. The high speeds of operation and lightweight designs of structure will result in larger amplitude vibration of flexible structure during operation which leads to a reduction in the accuracy and precision of machine operations. This requires the introduction of additional damping (Tzou and Wan, 1990; Reinhorn and Manolis, 1985).

The vibration problem of a beam carrying a concentrated mass or
concentrated masses and having arbitrary boundary conditions at the end supports is of great interest to the practical engineer. For example, this system may be considered as a model of a robot arm with a mass in its end effector. The vibrational aspects of this kind of system may be of great interest, when, due to some motion at the shoulder joint, the system is made to oscillate. Rao (1990) discussed the cantilever Euler beam with concentrated tip mass as one of the examples in his book. Pan (1965) studied the transverse vibration of an Euler beam carrying a system of heavy bodies. Rami Reddy and Amba-Rao (1973) solved the problem of vibrations of beams with non-classical boundary conditions (rotational and translational springs at the supports) using transfer matrices. Amba-Rao and Hussaini (1975) obtained a closed-form solution for the classical problem of a beam. The dynamic properties of structures carrying concentrated masses were studied by Laura et al. (1977; 1987). Stokey and Zorowski (1959) solved the normal vibrations of a uniform plate carrying any number of finite masses. An approximate method to find the fundamental frequency of a restrained cantilever beam carrying a tip heavy body was presented by Guroge (1986). Although the vibration properties of such system were studied, the control of vibration needs to be done.

Vibration control techniques are generally classified into two major categories: passive vibration control and active vibration control (actuator/controller). The passive method includes proper design of system to avoid the resonance and using damping treatment (viscous damper, viscoelastic damping, etc.) which dissipates the energy of the vibrating structures. Unconstrained and constrained viscoelastic layer
damping treatments were first analyzed and developed in the late 1950's. Kerwin (1959) presented the first analysis of the problem followed by Ditaranto (1965), Rao (1978), and Mead (1982). The response of a damped sandwich beam to random excitation was discussed by Xi et al (1986). Chen and Xi (1987) obtained the improved differential equations for the damped sandwich-type beam. That analysis was continued by Levy and Chen (1994a) who investigated the double sandwich type beam, which may be used as a model for robot arms and space structures. Also a concentrated mass attached at the free end of such a structure was studied (Chen and Levy, 1994a). The improved equation for the double sandwich type beam was also obtained by Levy and Chen (1994b). Other studies of passive damping technology were undertaken by Nashi (1992), and, Levraea and Rogers (1992). Alberts, et al (1992) studied the effectiveness of viscoelastic passive damping augmentation for the space shuttle remote manipulator system. The application of viscoelastic damping in advanced composite large space structures was studied by Edberg and Bicos (1991). The design guidelines for favorable trade-offs between damping benefits and the associate stiffness, strength and weight penalties was studied by Pruce et al. (1989). Passive vibration controls of flexible robot manipulators using viscoelastic damping materials were also studied (Alberts et al, 1986; Tzou, 1988). This method was found to reduce the resonant peaks through material damping and was suitable for vibration control of flexural structures. Nonlinear vibration analysis with viscoelastic damping treatment was performed by Wojciech et al. (1990), Lukasiewich and Xia (1993), and Ganeriwala (1994).
Because of the weight consideration of the structure and the cost of materials involved in fully covering the beam with viscoelastic material, some compromise in its design is necessary. One way to offset the increase in mass is to use partial coverage of the primary layer. Models of the effects of partial coverage on a beam and plate have been presented by Lall et al. (1987; 1988). Garrison et al. (1992) studied the effect of partially covered plates with viscoelastic material. Chen (1986) discussed the eigenvalue and loss factor of a partially covered sandwich-type beam. In order to increase the damping effect, fully covered multi-layer damped structures have been studied by many authors (Chen and Levy, 1994a; Levy and Chen, 1994a, 1994b; Agbasiere and Groutenhuis, 1968; Asnani and Nakra, 1970; He and Rao, 1990). Symmetrical multi-layer beams with viscoelastic damping were studied by Agbasiere and Groutenhuis (1968). Asnani and Nakra (1970) investigated non-symmetrical beams. He and Rao (1992) discussed multiple viscoelastic layer damped beams. Optimal length of coverage by constrained viscoelastic layer damping was investigated by Plunkett and Lee (1970), and Mantena (1991). The optimal location and shape of viscoelastic coating coverage giving the best damping performance for a given weight of material was investigated by Cheng and Lapointe (1994). However, a drawback to this method of vibration control is that the increase in damping can only be optimized for specific narrow ranges of temperature and frequency. Also after the completion of design, one can not change the system parameters.

In recent years, improvements in materials and manufacturing process, and more specifically, advances in data acquisition and computer technologies such as
MATLAB control toolbox have made it possible to apply sophisticated active control techniques to vibration structures (Browning and Medaugh, 1992). Various vibration control methods have been suggested (Browning and Medaugh, 1992; Bailey and Hubbard, 1985; Bar-kanal and Kaufman, 1984; Tzou, 1989; Sakawa et al., 1985; Matsuno and Sakawa, 1990). Knowles (1990) presented point sensing and control systems. Active damping for vibration control of a flexible structure was also studied (Holnicki-Szulc, 1993; Scott, 1993; Habib, 1991). For flexible structures, although traditional control methods do stabilize resonance at specific frequencies, problems arise when the structure has modes at closely spaced frequencies (Gaudreault et al., 1992). It is better to use distributed control, i.e., using smart materials distributed over the structure (Duclos et al., 1989). The most prominent actuation techniques that were examined in recent investigations have been based on the properties of piezoelectric materials, shape memory alloys, and magnetostrictive devices (Tzou and Anderson, 1992). For the flexible vibration control, a flexible piezoelectric material is required to be closely coupled with the robot or machine components (Tzou, 1989). Polyvinylidene fluoride (PVDF) is found to be very attractive for distributed sensing and control applications because of its very good properties (Wojciech et al., 1990; Lukasiewich and Xia, 1993). The application of active control with piezoelectric ceramics were also found (Crawley and Luis, 1987; Fanson and Garba, 1988). Because the piezoelectric ceramics are rigid and brittle, there are some limitations for vibration control of flexible structures even though they display high force-strain characteristics. Also, the control for the method using
piezoelectric materials may be significantly distorted at low frequency due to the limitation of the material itself (Tzou, 1989) which is very important for robot arms or space manipulators. There are also limitations to the magnitudes of the electric fields that can be applied to piezoelectric materials (Tzou and Anderson, 1992). Most recently, the investigations of the applications of magnetostrictive materials to vibration control have been reported (Fujita et al., 1994; Flatau et al., 1993; Bryant et al., 1993; Apollonov et al., 1992). Magnetostrictive materials undergo a deformation when an electric field is applied to them. If we could solve the difficulties of applying the necessary magnetic field to the surface of the actuator, this is very useful material.

The applications of shape memory alloy (SMA) in the fields of structural acoustic control and vibration control have attracted more and more attention since the late 1980's (Rogers, 1990; Saunders et al., 1990; Chen and Levy, 1994). Buehler and Wiley (1965) presented the first analysis of Shape Memory Alloys (SMA). The properties of different kinds of SMA have been studied by Wu et al. (1993, 1994) and by Pu and Wu. The composites with SMA have the ability to change material properties, induce large internal forces in the materials, modify the stress and strain state of the structure and alter the body's configuration (Rogers et al., 1989). These characterististics are very useful for vibration control. The applications of SMA composites for vibration and structural acoustic control were presented (Rogers, 1990; Saunders et al., 1990; Rogers et al., 1991). It was shown that, for the SMA hybrid beam with a nitinol volume of 15%, the first natural frequency of the SMA
hybrid beam increased from 21 Hz at room temperature to 62 Hz when the actuators were heated to 300°F (149°C) (Rogers et al., 1991; Barker, 1989). The application of SMA actuators to robot systems was evaluated by many authors (Katsutoshi, 1993; Lashlee et al., 1993; Fukuda et al., 1990a, 1990b). Micro size thin film actuators were studied by Katsutoshi (1993). Fukuda et al. (1990a, 1990b) studied a distributed type SMA actuators and presented an application of such actuators to underwater mobile robotic mechanism. For the ordinary control method (pulse width modulation control method), the maximum voltage supplied to the SMA actuator must be kept low in order to prevent the SMA from "burning" because its temperature is unknown. This would make the response of an SMA actuator very slow. Typical SMA such as Nitinol display low frequency characteristics. But by varying the mix and manufacturing process, higher bandwidths can be obtained. However, these are not generally available commercially. Kuribayashi (1991) proposed a control method to improve the response speed of the SMA actuator by limiting the maximum temperature of the SMA to below the limiting value instead of by limiting the maximum voltage supplied to the SMA.

But there is much to be learned, e.g., the influence of the residual stress and high temperatures on the extent, duration, and repeatability of the Shape Memory Effect (SME) and dynamic actuator and sensing characteristics (Rogers, 1990), and the dynamic models. The most difficult problem is that the embedded fiber structures (Rogers, 1990; Saunders et al, 1990; Rogers et al, 1991; Barker, 1989) are very hard to implement in practical applications. For high frequency vibration control, there
would be difficulties because of the time needed for SMA fibers to cool down after heating up and also the problem of how to embed the fiber in real applications needs to be solved.

In addition, pure active vibration control has some potential difficulties. For example, control spillover and/or observation spillover have the potential to degrade the performance and even lead to instability (Alberts et al., 1992; Balas, 1978). For the uncompensated vibration modes, there is a need to improve the robustness of the system to model uncertainties. In addition, the practical application in real vibration control systems is still unclear. This uncertainty is especially true for the control of large structure motion and vibration (Duclos et al., 1989), i.e., there is a great difference between control of a simple beam or plate and control of real complex structure.

Most recently, the idea of combined research of passive and active vibration control has been presented (Simonian et al., 1984). Koshigeo (1993) studied the active and passive damping for a plate with piezoelectric transducers. Gaudreault and coworkers presented the simultaneous design of active vibration control (weighting the passive damping forces like the active control forces) and passive viscous (Gaudreault et al., 1992) and viscoelastic damping (Gaudreault et al., 1993). The simultaneous design of viscoelastic damping (Gaudreault, 1993) is that for the viscoelastic dampers on some points of the structure, the performance index was minimized by employing the passive damping forces as weighting functions. The experimental results involving control of a simple flexible link have illustrated the
effectiveness of combined active and passive control strategies (Alberts et al., 1990; 1992). The controllability of vibration beams with embedded smart composite was studied by Arockiasamy (1992). In this case, the smart material has elastic/viscoelastic properties. Agnes and Napolitano (1993) investigated active constrained layer viscoelastic damping. It is shown that the modal damping increases significantly for the fundamental mode of a simply supported beam. Also the effectiveness of the treatment is good over a broader temperature range as well. The simultaneous application of constrained viscoelastic damping and layered shape memory alloy was first presented by Chen and Levy (1994b). The shape memory alloy layer is used as actuator with viscoelastic damping 1.) as supplementary control for the unsuppressed modes, and, 2.) as method of controlling instability. Also the model presented is a layered structure, which is easy to implement compared with the previous structures (Rogers, 1990; Saunders et al., 1990; Rogers et al., 1991; Barker, 1989).

As stated before, there is still much work to be done for the successful vibration control of flexible structures. For combined application of viscoelastic damping treatment and SMA to vibration control, the research is only at the beginning stage.
1.2 The Present Study

As stated before, very limited research is about the vibration of double sandwich cantilever beam. Also there is no report about the combined application of SMA actuators and constrained viscoelastic damping treatment.

This study includes 1) passive viscoelastic damping treatment for vibration control of cantilever beam; 2) active vibration control using layered shape memory alloy; 3) combined application of viscoelastic damping treatment and shape memory alloy; 4) experiments.

In order to maximize damping and save weight of the structure and cost, a partially covered double sandwich cantilever beam model has been presented. It is shown that the double sandwich beam is better than a single sandwich beam for some conditions. To take into account of end loads effect of robot arm or manipulator, a model of partially covered double sandwich cantilever beam with mass at free end is given and discussed. Also a more accurate model (Timoshenko model) is discussed.

The active vibration control by means of layered shape memory alloy actuator is discussed. The layered structure is easy to implement in real application, especially for the existing structures. A linear control law is determined based on optimal regulator theory. The control results are compared and discussed.

For the pure passive vibration control, we can not change the system parameters after the completion of design. Hence a model with combined application of viscoelastic damping treatment and shape memory alloy is presented. Both the
mathematical and experimental models are established. The vibration characteristics of such a combined system are analyzed. It is shown that change of the elastic modulus of the SMA layer will affect the system loss factor and natural frequency; Also the recovery stress of the SMA layer functions like an excitation, adjusting the excitation. A linear control law is determined based on the digital optimal regulator theory. The vibration control results are obtained and discussed.

Since the structure may be used in the temperature variation environment or because of the application of SMA layers in the structure, the temperature effects to the system frequency and loss factor are analyzed.

Experiments are performed to analyze the dynamic characteristics of the system. The experimental scheme is mainly composed of the excitation system, flexible beam structure and data acquisition system. In the test, the effects of damping coverage length, location, etc., are analyzed.
2.1 Vibration characteristics of partially covered double sandwich cantilever beam

2.1.1 Introduction

Numerous papers have been published since the 1950's on the vibration of three-layered sandwich beams and plates (Kerwin, 1959; Ditaranto, 1965; Rao, 1978; Mead, 1882; etc). In this section, the vibration of a cantilever beam with partially covered double sandwiched visco-elastic materials has been studied. The differential equations governing the vibration of the beam are derived, and the corresponding boundary conditions are given. This model may be used for the study of robot arm vibration. Also, in the derivation of the boundary conditions, the continuity conditions between the damped part and the primary (undamped) part are used. Comparison between the present equations and other equations found in the literature have been made. The frequency and loss factor of the system are analyzed. The effects of different parameters (including physical and geometrical parameters, mass density, mode, and core loss factor) on resonance frequency and system loss factor are also discussed. Also, the double sandwich type system is compared to a single sandwich type system to determine if it has superior damping capabilities. The equations obtained for numerical calculation are nonlinear, complex valued equations. The solution of these equations was obtained by the computer.
2.1.2 Basic Equation

The double sandwiched cantilever beam is shown in Figure 2.1. The beam is partly damped by viscoelastic material. There are two damping layers and two constraining layers. The following assumptions are made in the analysis:

1) the beam deflection is small and uniform across any section.
2) the primary beam and the upper and lower constraining beams are assumed to be isotropic.
3) The longitudinal and rotatory inertia effects of the beam are neglected.
4) The damping layers carrying shear but no direct stress, are assumed to be linear viscoelastic.
5) No slip occurs at the interface between the layers.

Figure 2.1 The partially covered double cantilever sandwich beam: (a) the full beam; (b) the two sections with loads and moments.
The beam can be separated into two sections. Section 1 is a double sandwich-type beam, and Section 2 is the ordinary beam. The differential equation of motion for Section 2 is governed by:

\[ D_{11} \frac{\partial^4 w_2}{\partial x^4} + m_2 \frac{\partial^2 w_2}{\partial t^2} = 0 \] (2-1)

where \( m_2 \) the mass per unit length of the primary beam and \( D_{11} = E_1 h_3^3/12 \). For the interface between Sections 1 and 2, geometric continuity and generalized force continuity must apply. This will allow us to obtain the boundary conditions.
at \( x = L \),

\[
D_{11} \frac{\partial^2 w_2}{\partial x^2} - M_2 = 0
\]

\[
D_{11} \frac{\partial^3 w_2}{\partial x^3} + S_2 = 0
\]

(2-2)

at \( x = L \),

\[
\frac{\partial^2 w_2}{\partial x^2} = 0
\]

\[
\frac{\partial^3 w_2}{\partial x^3} = 0
\]

Now let us consider the vibration of Section 1. If the composite part has unit width, the potential energy of the system is:

\[
V = (V_1 + V_3 + V_4)_{\text{bending}} + (V_1 + V_3 + V_4)_{\text{extension}} + (V_{c1} + V_{c2})_{\text{shearing}} \quad (2-3)
\]

\[
(V_1 + V_3 + V_4)_{\text{bending}} = \frac{1}{2} \int_0^{L_1} D \left( \frac{\partial^2 w_1}{\partial x^2} \right)^2 \, dx \quad (2-4)
\]

\[
(V_1 + V_3 + V_4)_{\text{bending}} = \frac{1}{2} \int_0^{L_1} \left[ E_1 A_1 \left( \frac{\partial u_1}{\partial x} \right)^2 + E_3 A_3 \left( \frac{\partial u_3}{\partial x} \right)^2 + E_4 A_4 \left( \frac{\partial u_4}{\partial x} \right)^2 \right] \, dx \quad (2-5)
\]

\[
(V_{c1} + V_{c2})_{\text{shearing}} = \frac{1}{2} \int_0^{L_1} \left( G_{c1} A_{c1} \gamma_{c1} + G_{c2} A_{c2} \gamma_{c2} \right) \, dx \quad , \quad (2-6)
\]

where \( D = (E_1 h_1^3 + E_3 h_3^3 + E_4 h_4^3)/12 \). The total kinetic energy of the composite beam after neglecting longitudinal and rotatory inertia is:
\[ T = \frac{1}{2} \int_{0}^{L_1} \left( \frac{\partial w_1}{\partial t} \right)^2 \, dx \quad (2-7) \]

From Figure 2.2, we have the following relationships:

\[ u_1 - u_4 = \left[ h_{c2} + \frac{1}{2} (h_1 + h_4) \right] \frac{\partial w_1}{\partial x} - h_{c2} \gamma_{c2} \quad (2-8) \]

\[ u_3 - u_1 = \left[ h_{c1} + \frac{1}{2} (h_1 + h_3) \right] \frac{\partial w_1}{\partial x} - h_{c1} \gamma_{c1} \quad (2-9) \]

The fourth assumption implies that the sum of forces in the longitudinal direction is zero, i.e.,

\[ E_1 A_1 \frac{\partial u_1}{\partial x} + E_3 A_3 \frac{\partial u_3}{\partial x} + E_4 A_4 \frac{\partial u_4}{\partial x} = 0 \quad (2-10) \]

From Eqs. (2-8), (2-9), and (2-10), we obtain:

\[ \frac{\partial u_1}{\partial x} = \left( B_1 h_{01} - B_2 h_{02} \right) \frac{\partial^2 w_1}{\partial x^2} + B_2 h_{c1} \frac{\partial \gamma_{c1}}{\partial x} - B_3 h_{c2} \frac{\partial \gamma_{c2}}{\partial x} \quad (2-11) \]

\[ \frac{\partial u_3}{\partial x} = B_4 \frac{\partial^2 w_1}{\partial x^2} - B_8 h_{c1} \frac{\partial \gamma_{c1}}{\partial x} - B_3 h_{c2} \frac{\partial \gamma_{c2}}{\partial x} \quad (2-12) \]

\[ \frac{\partial u_4}{\partial x} = B_5 \frac{\partial^2 w_1}{\partial x^2} + B_2 h_{c1} \frac{\partial \gamma_{c1}}{\partial x} + B_6 h_{c2} \frac{\partial \gamma_{c2}}{\partial x} \quad (2-13) \]

where the parameters defined in (2-11)-(2-13) are given as follows:

\[ h_{01} = h_{c2} + (h_1 + h_4)/2 \]

\[ h_{02} = h_{c1} + h_{c2} + h_1 + (h_3 + h_4)/2 \]

\[ B_1 = (E_3 A_3 + E_4 A_4)/E_A \]

\[ B_2 = E_3 A_3 /E_A \]
\[ B_3 = \frac{E_4 A_4}{EA} \]
\[ B_4 = \frac{[(E_1 A_1 + E_4 A_4) h_{02} - E_1 A_1 h_{01})]/EA}{\}
\[ B_5 = - (E_1 A_1 h_{01} + E_3 A_3 h_{02})]/EA \]
\[ B_6 = (E_1 A_1 + E_3 A_3)/EA \]
\[ B_7 = B_1 h_{01} - B_2 h_{02} \]
\[ B_8 = (E_1 A_1 + E_4 A_4)/EA \]
\[ EA = E_1 A_1 + E_3 A_3 + E_4 A_4. \]

Work done by external forces is given by:
\[ W = \left( -M_1 \frac{\partial w_1}{\partial x} + S_1 w_1 \right) \bigg|_{x=0} + \left( M_2 \frac{\partial w_1}{\partial x} - S_2 w_1 \right) \bigg|_{x=L_1} \]  
(2-14)

where \( M_1, M_2 \) and \( S_1, S_2 \) are the moments and shear forces, respectively, and the subscript 1,2 indicates the \( x=0 \) side and \( x=L_1 \) side, respectively. We next apply Hamilton's principle:
\[ \delta \int_{t_1}^{t_2} (T - V + W) dt = 0 . \]  
(2-15)

We obtain the differential equations of motion of the double sandwiched beam in a matrix form:
\[
\begin{bmatrix}
    a_{11} & a_{12} & a_{13} \\
    a_{21} & a_{22} & a_{23} \\
    a_{31} & a_{32} & a_{33}
\end{bmatrix}
\begin{bmatrix}
    w_1 \\
    \gamma_{c1} \\
    \gamma_{c2}
\end{bmatrix}
= 
\begin{bmatrix}
    0 \\
    0 \\
    0
\end{bmatrix}
\]  
(2-16)

where the \( a_i \)'s are defined as follows:
\[
\begin{align*}
a_{11} & = m \frac{\partial^2}{\partial t^2} + (D + E_1A_1B_7^2 + E_3A_3B_4^2 + E_4A_4B_5^2) \frac{\partial^4}{\partial x^4} \\
a_{12} & = (E_1A_1B_2B_7 - E_3A_3B_4B_8 + E_4A_4B_2B_5)h_{c1} \frac{\partial^3}{\partial x^3} \\
a_{13} & = - (E_1A_1B_3B_7 - E_3A_3B_3B_4 + E_4A_4B_3B_6)h_{c2} \frac{\partial^3}{\partial x^3} \\
a_{21} & = (E_1A_1B_2B_7 - E_3A_3B_4B_8 + E_4A_4B_2B_5)h_{c1} \frac{\partial^3}{\partial x^3} \\
a_{22} & = (B_2^2E_1A_1 + B_5^2 E_3A_3 + B_5^2E_4A_4) h_{c1}^2 \frac{\partial^2}{\partial x^2} - G_{c1} A_{c1} \\
a_{23} & = (-E_1A_1B_3B_3 + E_3A_3B_3B_8 + E_4A_4B_2B_6) h_{c1}h_{c2} \frac{\partial^2}{\partial x^2} \\
a_{31} & = (E_4A_4B_5B_6 - E_1A_1B_3B_7 - E_3A_3B_3B_4) h_{c1}h_{c2} \frac{\partial^3}{\partial x^3} \\
a_{32} & = (E_3A_3B_3B_8 - E_1A_1B_2B_3 + E_4A_4B_2B_6) h_{c1}h_{c2} \frac{\partial^2}{\partial x^2} \\
a_{33} & = (E_1A_1B_3^2 + E_3A_3B_3^2 + E_4A_4B_5^2) h_{c2}^2 \frac{\partial^2}{\partial x^2} - G_{c2} A_{c2}.
\end{align*}
\]
In addition, Hamilton's principle yields the following beam boundary conditions for the general case:

at \( x = 0 \):
\[
( \frac{\partial w_1}{\partial x}, w_1, \gamma_{c1}, \gamma_{c2} ) = (0, 0, 0, 0)
\]

at \( x = L_1 \):
\[
(D + E_1A_1B_7^2 + E_3A_3B_4^2 + E_4A_4B_5^2) \frac{\partial^2w_1}{\partial x^2} + (E_1A_1B_2B_7 - E_3A_3B_4B_8 + E_4A_4B_2B_5)h_{c1} \frac{\partial \gamma_{c1}}{\partial x} + (E_4A_4B_3B_6 - E_1A_1B_3B_7)
\]
\[
-E_3A_3B_3B_4)h_{c2} \frac{\partial \gamma_{c2}}{\partial x} - M_2 = 0
\]

(2-17)
(D + E_1A_1B_7^2 + E_3A_3B_4^2 + E_4A_4B_3^2) \frac{\partial^3 w_1}{\partial x^3} + (E_1A_1B_2B_7 - E_3A_3B_4B_8 \\
+ E_4A_4B_2B_3) h_{cl} \frac{\partial^2 \gamma_{cl}}{\partial x^2} + (E_4A_4B_5B_6 - E_1A_1B_7B_8 \\
-E_3A_3B_3B_7) h_{c2} \frac{\partial^2 \gamma_{c2}}{\partial x^2} + S_2 = 0 \quad (2-18)

(E_3A_4B_8 - E_1A_1B_2B_7 - E_4A_4B_2B_5)h_{cl} \frac{\partial^2 w_1}{\partial x^2} - (E_1A_1B_2^2 + E_3A_3B_8^2 \\
+ E_4A_4B_2^2) h_{cl} \frac{\partial \gamma_{cl}}{\partial x} + (E_1A_1B_2B_3 - E_3A_3B_3B_8 \\
-E_4A_4B_2B_6) h_{c2} \frac{\partial \gamma_{c2}}{\partial x} = 0 \quad (2-19)

(E_1A_1B_3B_7 + E_3A_3B_3B_4 - E_4A_4B_2B_6) h_{c2} \frac{\partial^2 w_1}{\partial x^2} + (E_1A_1B_2B_3 - E_3A_3B_3B_8 \\
-E_4A_4B_2B_6) h_{c2}(E_1A_1B_3^2 + E_3A_3B_3^2 \\
+ E_4A_4B_2^2) h_{c2} \frac{\partial \gamma_{c2}}{\partial x} = 0 \quad (2-20)

2.1.3 Frequency and loss factor

To solve Eq. (2-16) for harmonic vibrations, assume the solution to be of the following form:

\[
\begin{cases}
\begin{pmatrix}
w_1 \\
\gamma_{cl} \\
\gamma_{c2}
\end{pmatrix} = 
\begin{pmatrix}
w_{1n} \\
\gamma_{cln} \\
\gamma_{c2n}
\end{pmatrix} e^{k_n x} e^{i\Omega_n t},
\end{cases}
\quad (2-21)
\]

where \( k_n \) and \( \Omega_n \) denote the unknown complex characteristic value and natural frequency. Substituting Eqs. (2-21) into (2-16), for the eigenvalue problem, we have:
where the $\bar{a}_j$'s are:

\[
\begin{align*}
\bar{a}_{11} &= -m\Omega^* \bar{a} + (D + E_1 A_1 B_7^2 + E_3 A_3 B_4^2 + E_4 A_4 B_5^2) k^* \\
\bar{a}_{12} &= + (E_1 A_1 B_2 B_7 - E_3 A_3 B_4 B_8 + E_4 A_4 B_2 B_5) h_{c1} k^* \\
\bar{a}_{13} &= - (E_1 A_1 B_3 B_7 - E_3 A_3 B_3 B_4 + E_4 A_4 B_3 B_5) h_{c2} k^* \\
\bar{a}_{21} &= (E_1 A_1 B_2 B_7 - E_3 A_3 B_4 B_8 + E_4 A_4 B_2 B_5) h_{c1} k^* \\
\bar{a}_{22} &= (B_2 E_4 A_1 + B_8^2 E_3 A_3 + B_2^2 E_4 A_4) h_{c1}^2 k^* - G_{c1} A_{c1} \\
\bar{a}_{23} &= (-E_1 A_1 B_3 B_3 + E_3 A_3 B_3 B_8 + E_4 A_4 B_3 B_6) h_{c1} h_{c2} k^* \\
\bar{a}_{31} &= (E_4 A_4 B_3 B_6 - E_1 A_1 B_3 B_7 - E_3 A_3 B_3 B_4) h_{c2} k^* \\
\bar{a}_{32} &= (E_3 A_3 B_3 B_8 - E_1 A_1 B_2 B_3 + E_4 A_4 B_2 B_6) h_{c1} h_{c2} k^* \\
\bar{a}_{33} &= (E_1 A_1 B_3^2 + E_3 A_3 B_3^2 + E_4 A_4 B_6^2) h_{c2}^2 k^* - G_{c2} A_{c2}.
\end{align*}
\]

Hence, the characteristic equation is given by:

\[
\begin{align*}
\text{det} &\begin{bmatrix}
\bar{a}_{11} & \bar{a}_{12} & \bar{a}_{13} \\
\bar{a}_{21} & \bar{a}_{22} & \bar{a}_{23} \\
\bar{a}_{31} & \bar{a}_{32} & \bar{a}_{33}
\end{bmatrix} = 0
\end{align*}
\tag{2-23}
\]

From Eq. (2-23), it can be seen that for any value of $\Omega_a^*$, there would be eight values of $k^*$. Let $k_{n1}^*$, $k_{n2}^*$, ..., $k_{n8}^*$ denote the eight zeros of Eq. (2-23). We then have for the first section ($0 \leq x \leq L_1$)

\[
\bar{w}_{1n}(x) = \sum_{i=1}^{8} \bar{A}_{ni} e^{k_i x}
\tag{2-24a}
\]
\[ \gamma_{\text{cl}}(x) = \sum_{i=1}^{8} f_{ni} \bar{A}_{ni} e^{k_{ni}x} \quad (2-24b) \]
\[ \gamma_{\text{cl}2}(x) = \sum_{i=1}^{8} g_{ni} \bar{A}_{ni} e^{k_{ni}x} \quad (2-24c) \]

where the \( f_{ni} \)'s and \( g_{ni} \)'s are defined as follows:

\[ f_{ni} = \frac{d_{23} d_{31} - d_{21} d_{33}}{d_{22} d_{33} - d_{32} d_{23}} \]
\[ g_{ni} = \frac{d_{21} d_{32} - d_{22} d_{31}}{d_{22} d_{33} - d_{32} d_{23}} \]

where

\[ d_{11} = -m\Omega_{n}^{*2} + (D+E_{1}A_{1}B_{7}^{2} + E_{3}A_{3}B_{4}^{2} + E_{4}A_{4}B_{5}^{2}) k_{ni}^{*4} \]
\[ d_{12} = (E_{1}A_{1}B_{2}B_{7} - E_{3}A_{3}B_{4}B_{8} + E_{4}A_{4}B_{2}B_{5}) h_{c1} k_{ni}^{*3} \]
\[ d_{13} = -(E_{1}A_{1}B_{3}B_{7} - E_{3}A_{3}B_{3}B_{4} + E_{4}A_{4}B_{3}B_{5}) h_{c2} k_{ni}^{*3} \]
\[ d_{21} = (E_{1}A_{1}B_{2}B_{7} - E_{3}A_{3}B_{4}B_{8} + E_{4}A_{4}B_{2}B_{5}) h_{c1} k_{ni}^{*3} \]
\[ d_{22} = (B_{2}E_{1}A_{4} + B_{8}E_{3}A_{3} + B_{3}E_{4}A_{4}) k_{ni}^{*2} G_{c1} A_{c1} \]
\[ d_{23} = -(E_{1}A_{1}B_{2}B_{3} + E_{3}A_{3}B_{3}B_{8} + E_{4}A_{4}B_{2}B_{6}) h_{c1} h_{c2} k_{ni}^{*2} \]
\[ d_{31} = (E_{4}A_{4}B_{5}B_{6} - E_{1}A_{1}B_{3}B_{7} - E_{3}A_{3}B_{3}B_{4}) h_{c2} k_{ni}^{*3} \]
\[ d_{32} = (E_{3}A_{3}B_{3}B_{8} - E_{1}A_{1}B_{2}B_{3} + E_{4}A_{4}B_{2}B_{6}) h_{c1} h_{c2} k_{ni}^{*2} \]
\[ d_{33} = (E_{1}A_{1}B_{3}^{2} + E_{3}A_{3}B_{3}^{2} + E_{4}A_{4}B_{5}^{2}) k_{ni}^{*2} G_{c2} A_{c2} \]

The characteristic equation generated from Eq.(2-1) is:

\[ D_{l1} k_{n}^{4} - m_{2} \Omega_{n}^{*2} = 0 \quad (2-25) \]

The solution of the above equation yields four roots: \( k_{n9}, k_{n10}, k_{n11}, k_{n12}. \) The displacement function in the second section \( (L_{1} \leq x \leq L) \) is then given by
\[ \bar{w}_{2n}(x) = \sum_{i=1}^{12} \bar{A}_{ni} e^{k_i x} \]  \hspace{1cm} (2-26)

\[ = \bar{A}_{n9} e^{k x} + \bar{A}_{n10} e^{-k x} + \bar{A}_{n11} e^{ik x} + \bar{A}_{n12} e^{-ik x} \]

Hence, the solutions may be written as:

\[ w_1(x,t) = \sum_{i=1}^{8} f_{ni} \bar{A}_{ni} e^{k_i x} e^{j\Omega_i t} \]

\[ \gamma_1(x,t) = \sum_{i=1}^{8} g_{ni} \bar{A}_{ni} e^{k_i x} e^{j\Omega_i t} \quad 0 \leq x \leq L_1 \]  \hspace{1cm} (2-27)

\[ \gamma_2(x,t) = \sum_{i=1}^{8} f_{ni} \bar{A}_{ni} e^{k_i x} e^{j\Omega_i t} \]

\[ w_2(x,t) = (\bar{A}_{n9} e^{k x} + \bar{A}_{n10} e^{-k x} + \bar{A}_{n11} e^{ik x} + \bar{A}_{n12} e^{-ik x}) e^{j\Omega_n t} \quad L_1 \leq x \leq L \]  \hspace{1cm} (2-28)

There are 12 unknowns for which Eqs. (2-2), and (2-17)-(2-20) yield 10 boundary conditions. Also, the axial forces, P_3 and P_4, of the damped part at \( x = L_1 \) must be zero, i.e.,

\[ P_3 = E_3 A_3 \frac{\partial u_3}{\partial x} = 0 \]  \hspace{1cm} (2-29)

\[ P_4 = E_4 A_4 \frac{\partial u_4}{\partial x} = 0 \]  \hspace{1cm} (2-30)

Hence, we have a total of twelve equations to determine the 12 unknowns.

Substituting Eqs. (2-26) and (2-28) into the boundary conditions and supplementary conditions, we obtain a 12th-order characteristic determinant.

\[ \det [Q] = 0 \]  \hspace{1cm} (2-31)
The elements of the matrix \([Q]\) are:

\[ Q_{1,i} = \begin{cases} 
  k_{ni}^* & i = 1,2,...,8 \\
  0 & i = 9,10,11,12 
\end{cases} \]

\[ Q_{2,i} = \begin{cases} 
  1 & i = 1,2,...,8 \\
  0 & i = 9,10,11,12 
\end{cases} \]

\[ Q_{3,i} = \begin{cases} 
  f_{ni} & i = 1,2,...,8 \\
  0 & i = 9,10,11,12 
\end{cases} \]

\[ Q_{4,i} = \begin{cases} 
  g_{ni} & i = 1,2,...,8 \\
  0 & i = 9,10,11,12 
\end{cases} \]

\[ Q_{5,i} = \begin{cases} 
  (E_1 A_3 B_4 B_8 - E_1 A_1 B_2 B_7 - E_4 A_4 B_2 B_5) h_{c1} k_{ni}^* e^{-k_{ni}^*} (E_1 A_1 B_2 B_3 + E_3 A_3 B_8^2 \\
  + E_4 A_4 B_2^2) h_{c1} f_{ni} k_{ni}^* e^{k_{ni}^*} + (E_1 A_1 B_2 B_3 - E_3 A_3 B_3 B_8 \\
  - E_4 A_4 B_2 B_6) h_{c1} h_{c2} g_{ni} k_{ni}^* e^{k_{ni}^*} & i = 1,2,...,8 \\
  0 & i = 9,10,11,12 
\end{cases} \]

\[ Q_{6,i} = \begin{cases} 
  (E_1 A_1 B_3 B_7 - E_3 A_3 B_3 B_4 - E_4 A_4 B_3 B_6) h_{c2} k_{ni}^* e^{k_{ni}^*} + (E_1 A_1 B_2 B_3 \\
  - E_3 A_3 B_3 B_8 - E_4 A_4 B_2 B_6) h_{c1} h_{c2} f_{ni} k_{ni}^* e^{k_{ni}^*} - (E_1 A_1 B_3^2 \\
  + E_3 A_3 B_3^2 + E_4 A_4 B_6^2) h_{c2} g_{ni} k_{ni}^* e^{k_{ni}^*} & i = 1,2,...,8 \\
  0 & i = 9,10,11,12 
\end{cases} \]

\[ Q_{7,i} = \begin{cases} 
  B_4 k_{ni}^* e^{k_{ni}^*} - B_8 h_{c1} f_{ni} k_{ni}^* e^{k_{ni}^*} - B_3 h_{c2} g_{ni} k_{ni}^* e^{k_{ni}^*} & i = 1,2,...,8 \\
  0 & i = 9,10,11,12 
\end{cases} \]
\[ Q_{8,i} = \begin{cases} 
B_5 k_{ni}^2 e^{k_{ni} L} + B_2 h_{c1} f_{ni} k_{ni}^* e^{k_{ni}^* L} + B_6 h_{c2} g_{ni} k_{ni} e^{k_{ni} L} 
& \text{for } i = 1,2,...,8 \\
0 
& \text{for } i = 9,10,11,12 
\end{cases} \]

\[ Q_{9,i} = (D + E_1 A_1 B_7^2 + E_3 A_3 B_4^2 + E_4 A_4 B_5^2) k_{ni}^2 e^{k_{ni} L} + (E_1 A_1 B_7 - E_3 A_3 B_4 B_8 \\
+ E_4 A_4 B_2 B_5) h_{c1} f_{ni} k_{ni}^* e^{k_{ni}^* L} + (E_4 A_4 B_5 B_6 - E_1 A_1 B_3 B_7 \\
- E_3 A_3 B_3 B_4) h_{c2} g_{ni} k_{ni} e^{k_{ni} L}, \quad i = 1,2,...,8 \]

\[ Q_{9,9} = D_{tl} k_n^2 e^{k_{nL}} \]

\[ Q_{9,10} = D_{tl} k_n^2 e^{k_{nL}} \]

\[ Q_{9,11} = D_{tl} k_n^2 e^{ik_{nL}} \]

\[ Q_{9,12} = D_{tl} k_n^2 e^{ik_{nL}} \]

\[ Q_{10,i} = (D + E_1 A_1 B_7^2 + E_3 A_3 B_4^2 + E_4 A_4 B_5^2) k_{ni}^2 e^{k_{ni} L} + (E_1 A_1 B_7 - E_3 A_3 B_4 B_8 \\
+ E_4 A_4 B_2 B_5) h_{c1} f_{ni} k_{ni}^* e^{k_{ni}^* L} + (E_4 A_4 B_5 B_6 - E_1 A_1 B_3 B_7 \\
- E_3 A_3 B_3 B_4) h_{c2} g_{ni} k_{ni} e^{k_{ni} L}, \quad i = 1,2,...,8 \]

\[ Q_{10,9} = D_{tl} k_n^3 e^{k_{nL}} \]

\[ Q_{10,10} = -D_{tl} k_n^3 e^{k_{nL}} \]

\[ Q_{10,11} = -jD_{tl} k_n^3 e^{ik_{nL}} \]

\[ Q_{10,12} = jD_{tl} k_n^3 e^{ik_{nL}} \]

\[ Q_{11,i} = 0, \quad i = 1,2,...,8 \]

\[ Q_{11,9} = e^{k_{nL}} \]

\[ Q_{11,10} = e^{-k_{nL}} \]

\[ Q_{11,11} = e^{ik_{nL}} \]
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\[ Q_{11,12} = - e^{jk_u L} \]
\[ Q_{12,1} = 0 \quad i = 1,2,...,8 \]
\[ Q_{12,9} = e^{k_u L} \]
\[ Q_{12,10} = - e^{k_u L} \]
\[ Q_{12,11} = - j e^{k_u L} \]
\[ Q_{12,12} = j e^{k_u L} \]

Equations (2-23), (2-25), and (2-31) are nonlinear, complex valued equations for unknowns, \( \Omega^*_u, k^*_u, k_u \). The problem is solved numerically using a trial and error technique in which the beginning values are assumed to be those of an uncovered Euler beam. Complex double precision has been used to obtain the results. The complex frequency factor, \( p^* \), and the real frequency factor, \( p \), and the loss factor, \( \eta \), of the beam are related by:

\[
\begin{align*}
    p^* &= \Omega^* t_0 = p(1 + j\eta)^{1/2} \\
    p &= \Omega t_0 = \sqrt{\text{Re}(p^*^2)} \\
    \eta &= \text{Im}(p^*^2)/\text{Re}(p^*^2)
\end{align*}
\]

where \( t_0 = \sqrt{mL^4/D} \).
2.1.4 Comparison of equation (2-16) with Rao (1978)

In the case of a single sandwich-type beam, we have

\[ E_4 A_4 = h_4 = h_{c2} = G_{c2} = 0. \quad (2-33) \]

If we use the conditions of Eq. (2-33), then Eq. (2-16) yields the following form:

\[
\begin{bmatrix}
    m \ddot{\omega}^2 + \left( D + \frac{E_1 A_1 E_2 A_3}{EA} c^2 \right) \partial_x^4 \\
    \frac{E_1 A_1 E_2 A_3}{EA} c h_{c1} \partial_x^3 \\
    -G_{c1} A_{c1} + \frac{E_3 A_3 E_1 A_1 h_{c1}^2}{EA} \partial_x^2
\end{bmatrix}
\begin{bmatrix}
    w_1 \\
    \gamma_c
\end{bmatrix} = \{0\} \quad (2-34)
\]

where \( c = h_{c1} + \frac{1}{2} (h_1 + h_3) \).

If we select the following parameters used by Rao (1978)

\[
\begin{align*}
\bar{x} &= \frac{x}{L} \\
\bar{t} &= \frac{t}{t_0} \quad t_0 = \sqrt{\frac{mL^4}{D}} \\
Y &= \frac{c^2 E_1 A_1 E_2 A_3}{DEA} \\
g &= \frac{G_{c1} A_{c1} L^2}{h_{c1}^2} \left( \frac{E_1 A_1 + E_3 A_3}{E_1 A_1 E_2 A_3} \right) \\
u &= \frac{h_{c1} L}{c} \gamma_{c2}
\end{align*}
\]

then Eq. (2-34) can be simplified to the following form:
\[
\begin{align*}
\frac{\partial^2 w}{\partial t^2} + (1 + Y) \frac{\partial^4 w}{\partial x^4} - Y \frac{\partial^3 u}{\partial x^3} &= 0 \\
Y \frac{\partial^3 u}{\partial x^3} + \gamma u - Y \frac{\partial^2 u}{\partial x^2} &= 0
\end{align*}
\]
(2-36)

This is equation obtained by Rao (1978).

2.1.5 Numerical results and discussion

The parameters chosen are the geometrical properties, the physical properties, mass density, and core loss factor. Their effects can be seen in Figures 2.3-2.11. The values chosen for the computation, unless stated otherwise, are:

\[ E_1 = E_3 = E_4 = 20.6 \times 10^{10} \text{ N/m}^2; \ G_c = G_c = 0.42 \times 10^{10} \text{ N/m}^2; \ L = 0.5 \text{ m}, \ h_1 = 0.02 \text{ m}; \]
\[ \rho_1 = \rho_2 = \rho_3 = 7850 \text{ Kg/m}^3; \ \rho_{c1} = \rho_{c2} = 3140 \text{ Kg/m}^3; \ h_3 = h_4; \ h_1 = h_2. \]

These values are identical to those chosen by Rao (1978).

Effects of the geometrical parameters

The effect of the damping layer length on the real frequency factor, \( p \), is shown in Figure 2.3 for \( h_3/h_1 = 0.5 \). It appears that initially the real frequency factor for the first mode increases as the damping length increases. This is contrary to expectations; we would expect that as coverage increases, the real frequency factor should decrease, which occurs after \( L_1/L = 0.5 \). We conclude that the constraining layer, whose length is the same as the damping layer and whose parameters are the
Figure 2.3 Damping layer coverage length versus frequency factor

Figure 2.4 Coverage length ratio versus system loss factor
same as those of the beam, acts in a manner that moves the fixed end of the beam closer to the free end, shortening the effective beam length. This in turn causes the real frequency factor of the effective fixed-free beam to increase, as shown in the figure.

In Figure 2.4, $h_2/h_1$ was taken as 0.5 and $h_{cl}/h_1$ was 0.5. We see that optimum loss factors appear to exist at two length ratios for the second mode ($L_{v}/L = 0.2$ and $L_{v}/L = 0.5$) and an optimum loss factor at $L_{v}/L=0.5$ for the first mode. These results suggest that a damping layer covering of $L_{v}/L = 0.5$ can optimize the system loss factor for both the first and second modes.

Increase in the damping layer thickness also increases the system loss factor (Figure 2.5), as expected, until a maximum value is reached. For different values of $L_{v}/L$ the optimum value of $\eta$ occurs when $h_{c2}/h_1$ is in the range 0.8 to 1.0. Increase in the damping layer thickness will reduce the real frequency factor of the system, as expected. If the operating frequency was near the lowest value of the real frequency factor of the unconstrained beam, increasing the damping layer thickness would introduce a safety factor in the system operation. Variation of the damping layer thickness versus the real frequency factor for the lowest mode of the unconstrained beam is shown in Figure 2.6. The same trends can be observed for the constraining layer thickness (Figure 2.7). However, in order to obtain good damping, the height ratio is different from the damping layer thickness ratio. If $h_2/h_1$ is less than 0.4, increasing the damping layer coverage will increase the system loss factor.
Figure 2.5 Damping layer thickness versus system loss factor

Figure 2.6 Damping layer thickness ratio versus frequency factor
In this case, the viscoelastic layer’s effect \( \frac{h_{\text{el}}}{h_1} = 0.5 \) dominates, thereby causing an increase in the loss factor. For \( \frac{h_y}{h_1} > 0.6 \), the same situation occurs. The beam acts as if the cantilever end has been moved closer to the free end, driving up the real frequency factor and increasing the system loss factor. If \( 0.4 < \frac{h_y}{h_1} < 0.6 \), as \( L_y/L \) increases past 0.5, \( \eta \) decreases, as shown in Figure 2.7. But as \( \frac{h_y}{h_1} \) increases, the decrease in \( \eta \) is offset by the fixed end condition effect described above. For the given parameters in the example, we can take the ratio, \( h_y/h_1 \), to be between 0.4 and 0.6 to produce larger loss factors with smaller damping layer coverage.

**Effects of mass density of the damping layer**

There is very little influence of mass density of damping material on the system real frequency factor (Figure 2.8, \( L_y/L = 0.2 \)). As mentioned previously, two possible reasons are that the damping layer mass is about 6% of the whole mass, and that primary beam and constraining layer play a principal role. For system loss factors (Figure 2.9), as mass density becomes larger, the inertia of the damping layer becomes harder to move, not dissipating energy. Thus, the system loss factor for the first mode is minimally affected. For our parameters, if the value of mass density is taken to be between 1000 and 4000 kg/m³, the values of the loss factor affect the second mode more significantly.

**Effects of Young’s modulus of the constraining layer on the system**

Figure 2.10 illustrates the variation of the system loss factor with Young’s modulus. It can be seen that if the value of Young’s modulus of the constraining layer \( (E_3, E_4) \) is too small, there will be very small system loss factor. This, in effect,
Figure 2.7 Constraining layer thickness ratio versus system loss factor

Figure 2.8 Mass density versus frequency factor
implies that we have an unconstrained beam. As mentioned in Chen (1986), the vibration reduction effect will be small. If the value of Young's modulus of the constraining layer is equal to the value of the original beam, or somewhat higher, the system loss factor reaches the maximum value. It seems that within certain limits, the increase of $E_3$ (and also $E_4$) will increase the shear deformation and the value of $\eta$. The same phenomenon was observed for the fully covered damped sandwich-type beam (Chen, 1986), but in that case, no such sharp decrease of $\eta$ exists after the maximum value is found.

Effects of shear modulus and loss factor ($\eta_{cl}$ and $\eta_{cl}$) of the damping layers

Generally speaking, increase of the core loss factor will increase the value of the system loss factor, as noted in Figure 2.11. The same results were obtained for the fully covered damped sandwich-type beam (Chen 1986). As noted in Figure 2.4, the values of the loss factor of the higher modes are smaller than the value of the lower order modes.

Effects of the damping layer's shear modulus on the system are that higher $G_c$'s require lower shear deformations for the same force, and lower shear deformations mean lower system loss factors. Conversely, lower $G_c$'s require higher shear deformations for the same force, and this means higher system loss factors. This is shown in Figure 2.11. Generally speaking, if $G_c/E_l$ (and $G_d/E_l$) < 0.004, the system loss factor is found to be large. This compares well with the range of values, 0.001-0.0017, found in Lall et al.(1987).
Figure 2.9 Mass density versus system loss factor

Figure 2.10 Young’s modulus ratio versus system loss factor
Figure 2.11 Damping layer shear modulus ratio versus system loss factor

Figure 2.12 Comparisons between single and double sandwich beam
Comparison of the double sandwich beam with the single sandwich beam

Figure 2.12 provides a comparison of the system loss factor between single and double sandwich-type beams. The damping thickness ratio and constraining layer ratios were kept constant at $h_{cy}/h_2 = 0.5$ and $h_y/h_1 = 0.5$. It can be seen that if coverage of the damping and constraining layers is less than 80 percent of the beam length (for our parameters), the loss factor of the double sandwich-type beam is larger than that of the single sandwich-type beam. However, if the coverage is larger than that value, the single sandwich-type beam provides almost the same loss factor as double sandwich. This may be explained as follows: for the cantilever beam, the most highly stressed region is at the clamped end. If coverage of the damping and constraining layers is small, the double sandwich-type beam gives more energy dissipation than the single sandwich-type beam because of the two damping layers. Thus, the loss factor of the double sandwich-type beam is larger than that of the single sandwich-type beam.
2.2 Vibration characteristics of partially covered double sandwich cantilever beam with concentrated mass at the free end

In the case when robot arms or manipulators are carrying weight, the model given in section 2.1 must be modified. This section discusses the partially covered double sandwich cantilever beam with concentrated mass at the free-end. The equations of motion for the system are derived and the resonant frequency and system loss factor for different geometrical and physical parameters are also discussed.

2.2.1 Equations of motion

The double sandwiched cantilever with a concentrated mass at the free-end is shown in Fig. 2.13. To make the mathematical method tractable, the following assumptions are made in the analysis:

1). The beam deflection is small and uniform across any section;

2). The primary beam and the upper and lower constraining beams are assumed to be isotropic;

3). The longitudinal and rotatory inertia effects at the beam are neglected;

4). The damping layers which carry shear but no direct stress are assumed to be linear viscoelastic;

5). No slip occurs at the interface between the layers;

6). The mass at the end effector can be modeled as a concentrated mass.
Figure 2.13 Model of the double sandwich cantilever beam with tip mass.
The beam is separated into two sections. Section 1 is a double sandwich-type beam containing the damping and constraining layers, and Section 2 is the ordinary beam with mass \( M_0 \) at its right-end. Matching conditions at the interface of the two sections will be applied on the transverse displacement, the rotation, and the shear force and moment continuity. The mass of the beam per unit length for Section 2 may be expressed as:

\[
m_{20} = m_2 + M_0 \delta(x - L), \tag{2-37}
\]

where \( m_2 \) is the mass per unit length of the uncovered portion of the beam, and \( \delta(x - L) \) is the Dirac delta function. Hence, the differential equation of motion for Section 2 is:

\[
D_{tt} \frac{\partial^4 w_2}{\partial x^4} + \left[ m_2 + M_0 \delta(x - L) \right] \frac{\partial^2 w_2}{\partial t^2} = 0, \tag{2-38}
\]

where \( D_{tt} = E_1 h_1^3 b/12 \) is the bending stiffness. The boundary conditions at \( x = L \) for Section 2 are:

\[
D_{tt} \frac{\partial^2 w_2}{\partial x^2} - M_2 = 0 \tag{2-39a}
\]

\[
D_{tt} \frac{\partial^3 w_2}{\partial x^3} + S_2 = 0. \tag{2-39b}
\]

Since the effect of the mass is taken into account in Eq. (2-38), the boundary conditions at \( x = L \) are:
The differential equations of motion for Section 1 are obtained by minimizing the variation in the total energy of the section. The equations are given in Levy and Chen (1994a) as:

\[
\begin{bmatrix}
  a_{11} & a_{12} & a_{13} \\
  a_{21} & a_{22} & a_{23} \\
  a_{31} & a_{32} & a_{33}
\end{bmatrix}
\begin{bmatrix}
  w_1 \\
  \gamma_{c1} \\
  \gamma_{c2}
\end{bmatrix} = \{0\},
\]

where the \(a_i\)'s are given as follows:

\[
a_{11} = m \frac{\partial^2 w_2}{\partial t^2} + (D + E_A B_2^2 + E_B A_3 B_4^2 + E_A A_4 B_2^2) \frac{\partial^4}{\partial x^4}
\]

\[
a_{12} = + (E_A B_2 B_7 - E_A A_3 B_4 B_8 + E_A A_4 B_2 B_5) h_{c1} \frac{\partial^3}{\partial x^3}
\]

\[
a_{13} = (-E_A A_3 B_3 B_7 - E_A A_3 B_3 B_4 + E_A A_4 B_3 B_6) h_{c2} \frac{\partial^3}{\partial x^3}
\]

\[
a_{21} = (E_A A_2 B_7 - E_A A_3 B_4 B_8 + E_A A_4 B_2 B_5) h_{c1} \frac{\partial^3}{\partial x^3}
\]

\[
a_{22} = (B_2^2 E_A A_1 + B_8^2 E_A A_3 + B_2^2 E_A A_4) h_{c2} \frac{\partial^2}{\partial x^2} - G_{c1} A_{c1}
\]

\[
a_{23} = (-E_A A_1 B_2 B_3 + E_A A_3 B_3 B_8 + E_A A_4 B_2 B_6) h_{c1} h_{c2} \frac{\partial^2}{\partial x^2}
\]

\[
a_{31} = (E_A A_4 B_3 B_6 - E_A A_1 B_3 B_7 - E_A A_3 B_3 B_4) h_{c1} h_{c2} \frac{\partial^3}{\partial x^3}
\]

\[
a_{32} = (E_A A_3 B_3 B_8 - E_A A_1 B_2 B_3 + E_A A_4 B_2 B_6) h_{c1} h_{c2} \frac{\partial^2}{\partial x^2}
\]

\[
a_{33} = (E_A A_1 B_3^2 + E_A A_3 B_3^2 + E_A A_4 B_6^2) h_{c2} \frac{\partial^2}{\partial x^2} - G_{c2} A_{c2}.
\]
Here, $w_1$ represents the displacement in Section 1, and the remaining symbols used in Equations (2-40)-(2-41) are defined as follows:

$$B_1 = \frac{(E_3 A_3 + E_4 A_4)}{EA}$$

$$B_2 = \frac{E_3 A_3}{EA}$$

$$B_3 = \frac{E_4 A_4}{EA}$$

$$B_4 = [(E_1 A_1 + E_4 A_4) h_{02} - E_1 A_1 h_{01})]$$

$$B_5 = \frac{(E_1 A_1 h_{01} + E_3 A_3 h_{02})}{EA}$$

$$B_6 = \frac{(E_1 A_1 + E_3 A_3)}{EA}$$

$$B_7 = B_1 h_{01} - B_2 h_{02}$$

$$B_8 = \frac{(E_1 A_1 + E_4 A_4)}{EA}$$

$$D = b[E_1 h_1^3 + E_3 h_3^3 + E_4 h_4^3]/12$$

$$EA = E_1 A_1 + E_3 A_3 + E_4 A_4$$
The boundary conditions at $x = 0$ are:

$$w_1 = 0$$

$$\frac{\partial w_1}{\partial x} = 0$$

$$\gamma_{c1} = 0$$

$$\gamma_{c2} = 0$$

At $x = L_1$, the interface between damped and undamped parts of the beam, geometric continuity and generalized force continuity must apply, namely:

$$w_1 = w_2$$

$$\frac{\partial w_1}{\partial x} = \frac{\partial w_2}{\partial x}$$

Also, by using Equations (2-39a), (2-39b), (2-41), and (2-43), we obtain the conditions at $x = L_1$

$$(D + E_1 A_1 B_7^2 + E_3 A_3 B_4^2 + E_4 A_4 B_5^2) \frac{\partial^2 w_1}{\partial x^2} + (E_1 A_1 B_2^2 B_7$$

$$- E_3 A_3 B_4 B_8 + E_4 A_4 B_2 B_5) h_{c1} \frac{\partial \gamma_{c1}}{\partial x} + (E_4 A_4 B_5 B_6 - E_1 A_1 B_3 B_7$$

$$- E_3 A_3 B_3 B_4) h_{c2} \frac{\partial \gamma_{c2}}{\partial x} + D_{t1} \frac{\partial^2 w_2}{\partial x^2} = 0$$

$$(D + E_1 A_1 B_7^2 + E_3 A_3 B_4^2 + E_4 A_4 B_5^2) \frac{\partial^3 w_1}{\partial x^3} + (E_1 A_1 B_2^2 B_7 - E_3 A_3 B_4 B_8$$

$$+ E_4 A_4 B_2 B_5) h_{c1} \frac{\partial^2 \gamma_{c1}}{\partial x^2} + (E_4 A_4 B_5 B_6 - E_1 A_1 B_3 B_7$$

$$- E_3 A_3 B_3 B_4) h_{c2} \frac{\partial^2 \gamma_{c2}}{\partial x^2} + D_{t1} \frac{\partial^3 w_2}{\partial x^3} = 0$$

$$(E_3 A_3 B_4 B_8 - E_1 A_1 B_2 B_7 - E_4 A_4 B_2 B_5) h_{c1} \frac{\partial^2 w_1}{\partial x^2} - (E_1 A_1 B_2^2 + E_3 A_3 B_8^2$$
\[ + E_4 A_4 B_2 h cl^2 \frac{\partial^2 w_1}{\partial x^2} + (E_1 A_1 B_2 B_3 - E_3 A_3 B_8) \]
\[-E_4 A_4 B_2 B_6 h c_1 h c_2 \frac{\partial w_1}{\partial x} = 0 \]  
(2-44c)

\[ (E_1 A_1 B_3 B_7 + E_3 A_3 B_3 B_4 - E_4 A_4 B_3 B_8) h c_1 h c_2 \frac{\partial^2 w_1}{\partial x^2} + (E_1 A_1 B_2 B_3 - E_3 A_3 B_8) \]
\[-E_4 A_4 B_2 B_6 h c_1 h c_2 \frac{\partial w_1}{\partial x} - (E_1 A_1 B_3^2 + E_3 A_3 B_3^2) \]
\[ + E_4 A_4 B_2^2 h c_2 \frac{\partial w_1}{\partial x} = 0 \]  
(2-44d)

2.2.2 Resonant frequency and loss factor

As part of the design process of a partially covered, double sandwich-type cantilever beam, one will normally be interested in the resonant frequencies and loss factors in the first few modes of vibrations Rao (1978). To obtain the resonant frequencies and loss factors, assume the displacement solution of Section 2 to be in the form:

\[ w_2(x,t) = W_2(x)e^{j\Omega t} \]  
(2-45)

For mass \( M_0 \) attached at \( x = \xi \), substituting Eq. (2-45) into Eq. (2-38) gives:

\[ \frac{d^4 W_2(x)}{dx^4} - \frac{\omega^4}{L_2^4} \left[ 1 + \frac{M_0}{m_0} L_2 \delta(x-\xi) \right] W_2(x) = 0, \]  
(2-46)

where \( m_0 = m_2 L_2 \), \( L_2 = L - L_1 \), \( c_0^4 = D_{11}/m_2 \), and \( \omega^2 = \Omega^2 L_2^2/c_0^2 \). Taking the Laplace transform of Eq. (2-46) with respect to the variable \( x \) yields:
\[ W_2(s) = \left[ s^3 W_2(L_1) + s^2 W'_2(L_1) + s W''_2(L_1) + W'''_2(L_1) \right] + \frac{\omega^4 M_0}{L_2^3 m_0} e^{-\xi s} W_2(\xi) \bigg/ \left( s^4 - \frac{\omega^4}{L_2^4} \right), \] (2-47)

where \( s \) represents the transform variable. Taking the inverse transform of Eq. (2-47), we obtain:

\[
W_2(x) = W_2(\xi) \left\{ \hat{W}_2(L_1) U \left( \frac{\omega x}{L_2} \right) + \hat{W}'_2(L_1) \left( \frac{L_2}{\omega} \right) V \left( \frac{\omega x}{L_2} \right) \right. \\
+ \left. \hat{W}''_2(L_1) \left( \frac{L_2}{\omega} \right)^2 S \left( \frac{\omega x}{L_2} \right) + \hat{W}'''_2(L_1) \left( \frac{L_2}{\omega} \right)^3 T \left( \frac{\omega x}{L_2} \right) \right. \\
+ \left. \frac{M_0}{m_0} \omega T \left[ \frac{\omega (x - \xi)}{L_2} \right] H(x - \xi) \right\}, \] (2-48)

where

\[
\hat{W}^{(i)}_2(L_1) = \frac{W^{(i)}_2(L_1)}{W_2(\xi)}, \\
U(x) = \frac{1}{2} \left[ \cos(x) + \cosh(x) \right], \\
V(x) = \frac{1}{2} \left[ \sin(x) + \sinh(x) \right], \\
S(x) = \frac{1}{2} \left[ \cosh(x) - \cos(x) \right], \\
T(x) = \frac{1}{2} \left[ \sinh(x) - \sin(x) \right].
\]
and \( H(x) \) is the Heaviside step function. Since the solution must hold at \( x = \xi \), Eq. (2-48) yields the following form of the frequency equation:

\[
\hat{W}_2(L_1) U \left( \frac{\omega_n^2 \xi}{L_2} \right) + \hat{W}_2'(L_1) \left( \frac{L_2}{\omega_n} \right) V \left( \frac{\omega_n^2 \xi}{L_2} \right) + \\
\hat{W}_2''(L_1) \left( \frac{L_2}{\omega_n} \right)^2 S \left( \frac{\omega_n^2 \xi}{L_2} \right) + \hat{W}_2'''(L_1) \left( \frac{L_2}{\omega_n} \right)^3 T \left( \frac{\omega_n^2 \xi}{L_2} \right) = 1
\]

The corresponding eigenfunction is:

\[
W_{2n}(x) = \hat{W}_{2n}(L_1) U \left( \frac{\omega_n x}{L_2} \right) + \hat{W}_{2n}'(L_1) \left( \frac{L_2}{\omega_n} \right) V \left( \frac{\omega_n x}{L_2} \right) + \\
\hat{W}_{2n}''(L_1) \left( \frac{L_2}{\omega_n} \right)^2 S \left( \frac{\omega_n x}{L_2} \right) + \hat{W}_{2n}'''(L_1) \left( \frac{L_2}{\omega_n} \right)^3 T \left( \frac{\omega_n x}{L_2} \right)
\]

\[
+ \frac{M_0}{m_0} \omega_n T \left[ \frac{\omega_n(x - \xi)}{L_2} \right] H(x - \xi)
\]

where \( \hat{W}_{2n}(L_1) \), \( \hat{W}_{2n}'(L_1) \), \( \hat{W}_{2n}''(L_1) \), and \( \hat{W}_{2n}'''(L_1) \) will be determined from the boundary conditions. To obtain these values, we need to look at Section 1. As with the displacement, \( w_2 \), we will assume a separable solution for \( w_1 \). The spatial displacement and shear strain functions in the first section of the beam as functions of the coordinate are assumed in the following form:
\[
\bar{w}_{1n}(x) = \sum_{i=1}^{8} \bar{A}_{ni} e^{k_{i}x} \quad (2-51)
\]
\[
\gamma_{c1n}(x) = \sum_{i=1}^{8} f_{ni} \bar{A}_{ni} e^{k_{i}x} \quad (2-52)
\]
\[
\gamma_{c2n}(x) = \sum_{i=1}^{8} g_{ni} \bar{A}_{ni} e^{k_{i}x} \quad (2-53)
\]

where

\[
f_{ni} = \frac{d_{23}d_{31} - d_{21}d_{33}}{d_{22}d_{33} - d_{32}d_{23}}
\]
\[
g_{ni} = \frac{d_{21}d_{32} - d_{22}d_{31}}{d_{22}d_{33} - d_{32}d_{23}}
\]
\[
d_{11} = -m\Omega_{n}^{*2} + (D+E_{1}A_{1}B_{7} + E_{3}A_{3}B_{7}^{2} + E_{4}A_{4}B_{5}^{2}) k_{ni}^{*4}
\]
\[
d_{12} = + (E_{1}A_{1}B_{7} - E_{3}A_{3}B_{7} + E_{4}A_{4}B_{8}) h_{cl} k_{ni}^{*3}
\]
\[
d_{13} = (E_{1}A_{1}B_{7} - E_{3}A_{3}B_{3} + E_{4}A_{4}B_{5}) h_{c2} k_{ni}^{*3}
\]
\[
d_{21} = (E_{1}A_{1}B_{7} - E_{3}A_{3}B_{7} + E_{4}A_{4}B_{8}) h_{cl} k_{ni}^{*3}
\]
\[
d_{22} = (B_{2}^{2}E_{1}A_{1} + B_{8}^{2}E_{3}A_{3} + B_{8}^{2}E_{4}A_{4}) h_{cl} k_{ni}^{*2} - G_{cl}A_{c1}
\]
\[
d_{23} = (-E_{1}A_{1}B_{2} + E_{3}A_{3}B_{8} + E_{4}A_{4}B_{6}) h_{cl}h_{c2} k_{ni}^{*2}
\]
\[
d_{31} = (E_{4}A_{4}B_{5}B_{6} - E_{1}A_{1}B_{7} - E_{3}A_{3}B_{7} - E_{3}A_{3}B_{2}) h_{c2} k_{ni}^{*3}
\]
\[
d_{32} = (E_{3}A_{3}B_{8} - E_{1}A_{1}B_{2} + E_{4}A_{4}B_{6}) h_{cl} h_{c2} k_{ni}^{*2}
\]
\[
d_{33} = (E_{1}A_{1}B_{3}^{2} + E_{3}A_{3}B_{3}^{2} + E_{4}A_{4}B_{6}^{2}) h_{c2} k_{ni}^{*2} - G_{c2} A_{c2}
\]
Using the same methodology defined in Section 2.1.3, the characteristic equation for section 1 is expressed as:

\[ \det \begin{bmatrix} \tilde{a}_{11} & \tilde{a}_{12} & \tilde{a}_{13} \\ \tilde{a}_{21} & \tilde{a}_{22} & \tilde{a}_{23} \\ \tilde{a}_{31} & \tilde{a}_{32} & \tilde{a}_{33} \end{bmatrix} = 0 \]  

(2-54)

where

\[ \tilde{a}_{11} = -m\Omega^2 + (D + E_1A_1B_7^2 + E_3A_3B_4^2 + E_4A_4B_5^2)k_n^* \]

\[ \tilde{a}_{12} = + (E_1A_1B_2B_7 - E_3A_3B_4B_8 + E_4A_4B_2B_5)h_{c1}k_n^* \]

\[ \tilde{a}_{13} = (-E_1A_1B_3B_7 - E_3A_3B_4B_5 + E_4A_4B_2B_6)h_{c2}k_n^* \]

\[ \tilde{a}_{21} = (E_1A_1B_2B_7 - E_3A_3B_4B_8 + E_4A_4B_2B_5)h_{c1}k_n^* \]

\[ \tilde{a}_{22} = (B_2^2E_1A_1 + B_8^2E_3A_3 + B_2^2E_4A_4)h_{c2}^2k_n^* - G_{c1}A_{c1} \]

\[ \tilde{a}_{23} = (-E_1A_1B_2B_3 + E_3A_3B_4B_8 + E_4A_4B_2B_6)h_{c1}h_{c2}k_n^* \]

\[ \tilde{a}_{31} = (E_4A_4B_5B_6 - E_1A_1B_3B_7 - E_3A_3B_4B_5)h_{c2}k_n^* \]

\[ \tilde{a}_{32} = (E_3A_3B_3B_8 - E_1A_1B_2B_3 + E_4A_4B_2B_6)h_{c1}h_{c2}k_n^* \]

\[ \tilde{a}_{33} = (E_1A_1B_3^2 + E_3A_3B_3^2 + E_4A_4B_6^2)h_{c2}^2k_n^* - G_{c2}A_{c2} \]

In the same manner as described in Section 2.1.3, the various boundary conditions and continuity conditions may be expressed as:

at \( x = 0 \):

\[ \sum_{i=1}^{8} \bar{A}_{ni}k_{ni}^* = 0 \]  

(2-55)
The moment balance at the interface, as viewed from Section 1 (constrained part), leads to the following:

\[ \sum_{i=1}^{8} \left( D + E_1 A_1 B_7^2 + E_3 A_3 B_4^2 + E_4 A_4 B_2^2 \right) \overline{A}_{ni} \overline{A}_{ni}^* e^{k_n^* L_1} \]

\[ + \sum_{i=1}^{8} \left( E_1 A_1 B_3 B_7 - E_3 A_3 B_4 B_8 \right) h_{ci} \overline{A}_{ni} \overline{A}_{ni}^* e^{k_n^* L_1} \]

\[ + \sum_{i=1}^{8} \left( E_4 A_4 B_2 B_7 - E_3 A_3 B_3 B_4 \right) h_{ci} \overline{A}_{ni} \overline{A}_{ni}^* e^{k_n^* L_1} + M_2 = 0 \]  

The moment balance at the interface, as viewed from Section 2 (unconstrained part), leads to:

\[ D_{11} \left\{ \hat{W}_{2a}(L_1) \left( \frac{\omega_n}{L_2} \right)^2 S \left( \frac{\omega_n L_1}{L_2} \right) + \hat{W}_{2a}'(L_1) \left( \frac{\omega_n L_1}{L_2} \right) T \left( \frac{\omega_n L_1}{L_2} \right) \right\} + M_2 = 0 \]
The shear force balance at the interface, as viewed from Section 1, leads to the following:

\[
\sum_{i=1}^{8} (D + E_i A_i B_i^2 + E_3 A_3 B_4 + E_4 A_4 B_4^2) \bar{X}_{ni} k_{ni}^* e^{kn_1 i_L_1}
\]

\[
+ \sum_{i=1}^{8} (E_i A_i B_2 B_7 - E_2 A_3 B_4 B_8 + E_4 A_4 B_2 B_3) h_i g_{ii} \bar{X}_{ni} k_{ni}^* e^{kn_1 i_L_1}
\]

\[
+ \sum_{i=1}^{8} (E_4 A_4 B_3 B_6 - E_i A_i B_2 B_7 - E_3 A_3 B_3 B_4) h_i g_{ii} \bar{X}_{ni} k_{ni}^* e^{kn_1 i_L_1 - S_2} = 0 \tag{2-61}
\]

The shear force balance at the interface, as viewed from Section 2, leads to:

\[
D_{1i} \left[ \hat{W}_{2n} (L_1) \left( \frac{\omega_n}{L_2} \right)^3 V \left( \frac{\omega_n L_1}{L_2} \right) + \hat{W}_{2n} ' (L_1) \left( \frac{\omega_n}{L_2} \right)^2 S \left( \frac{\omega_n L_1}{L_2} \right) \right. \\
\left. + \hat{W}_{2n} '' (L_1) \left( \frac{\omega_n}{L_2} \right) T \left( \frac{\omega_n L_1}{L_2} \right) + \hat{W}_{2n} ''' (L_1) U \left( \frac{\omega_n L_1}{L_2} \right) \right] + S_2 = 0 \tag{2-62}
\]

The equilibrium of the moment generated by the shear of each of the two damping layers is given by the following two equations:

\[
\sum_{i=1}^{8} (E_3 A_3 B_4 B_8 - E_1 A_1 B_2 B_7 - E_4 A_4 B_2 B_3) h_i g_{ii} \bar{X}_{ni} k_{ni}^* e^{kn_1 i_L_1}
\]

\[
+ E_3 A_3 B_8^2 + E_4 A_4 B_2^2) h_i g_{ii} \bar{X}_{ni} k_{ni}^* e^{kn_1 i_L_1}
\]

\[
+ \sum_{i=1}^{8} (E_1 A_1 B_2 B_7 - E_3 A_3 B_3 B_8 - E_4 A_4 B_2 B_6) h_i g_{ii} \bar{X}_{ni} k_{ni}^* e^{kn_1 i_L_1} = 0 \tag{2-63}
\]

\[
\sum_{i=1}^{8} (E_1 A_1 B_3 B_7 + E_3 A_3 B_3 B_4 - E_4 A_4 B_3 B_6) h_i g_{ii} \bar{X}_{ni} k_{ni}^* e^{kn_1 i_L_1} - \sum_{i=1}^{8} (E_1 A_1 B_2 B_3 \]

\[- E_3 A_3 B_3 B_8 + E_4 A_4 B_2 B_6) h_i g_{ii} \bar{X}_{ni} k_{ni}^* e^{kn_1 i_L_1} - \sum_{i=1}^{8} (E_1 A_1 B_3^2 + E_3 A_3 B_3^2
\]
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at \( x = L \):

The zero moment and transverse force conditions become:

\[
\hat{W}_{2a}(L_1) \left( \frac{\omega_a}{L_2} \right)^2 S \left( \frac{\omega_a L}{L_2} \right) + \hat{W}_{2a}''(L_1) \left( \frac{\omega_a L}{L_2} \right) T \left( \frac{\omega_a L}{L_2} \right)
\]

\[
+ \hat{W}_{2a}''(L_1) U \left( \frac{\omega_a L}{L_2} \right) + \hat{W}_{2a}''(L_1) V \left( \frac{\omega_a L}{L_2} \right) = 0
\]  

\[
\hat{W}_{2a}(L_1) \left( \frac{\omega_a}{L_2} \right)^3 V \left( \frac{\omega_a L}{L_2} \right) + \hat{W}_{2a}''(L_1) \left( \frac{\omega_a L}{L_2} \right)^2 S \left( \frac{\omega_a L}{L_2} \right)
\]

\[
+ \hat{W}_{2a}''(L_1) T \left( \frac{\omega_a L}{L_2} \right) + \hat{W}_{2a}''(L_1) U \left( \frac{\omega_a L}{L_2} \right) + \frac{M_0 \omega_a^4}{m_0 L_2^2} = 0
\]  

The other two supplementary conditions representing the equilibrium of the axial forces in the constraining layers are:

\[
E_3 A_3 \frac{\partial u_3}{\partial x} = 0
\]  

\[
E_4 A_4 \frac{\partial u_4}{\partial x} = 0
\]  

They may be written as:

\[
\sum_{i=1}^{8} \left( B_4 k_{ui}^2 e^{k_i L_1} - B_5 h_{ci} f_{ni} k_{ni} e^{k_i L_1} - B_3 h_{ci} g_{ni} k_{ni} e^{k_i L_1} \right) = 0
\]
We can eliminate $M_2$ and $S_2$ from the above equations by combining Eqs (2-59), (2-60), (2-61) and (2-62). Hence, we have a total of 14 equations to determine the unknowns. In the above equations, if $M_0 = 0$, then the equations reduce to the case of the double sandwich-type cantilever with no mass at the free end. Equations (2-49), (2-54) to (2-68) are nonlinear, complex valued equations for unknowns, $\Omega_n^*$. A numerical scheme was used to obtain the results shown below. The uncovered cantilever beam with tip mass provided starting values for the scheme. These starting values and the secant method were employed to solve for $\Omega_n^*$. By assuming a complex frequency factor, $p^*$, the real frequency factor (or the resonant frequency factor), $p$, and the loss factor, $\eta$, of the beam are related to $\Omega_n^*$ by equation (3-32).
2.2.3 Numerical results

Numerical results for the various mass ratios were obtained. The input parameters employed in the previously described numerical scheme were the material and geometrical properties, mass density, and core loss factor. The values chosen for the computation, unless stated otherwise, were:

\[ E_1 = E_3 = E_5 = 20.6 \times 10^{10} \text{ N/m}^2; \ G_{c1} = G_{c2} = 0.42 \times 10^8 \text{ N/m}^2; \ L = 0.5 \text{ m}, \ h_1 = 0.02 \text{ m}; \]
\[ \rho_1 = \rho_3 = \rho_4 = 7850 \text{ Kg/m}^3; \rho_{c1} = \rho_{c2} = 3140 \text{ Kg/m}^3; \text{ and } h_3 = h_4 = h_{c1} = h_{c2} = 1/2h_1. \]

Mass Ratio Versus Resonant Frequency

Figure 2.14 shows the lowest resonant frequency versus the mass ratio (the attached mass to the beam of the beam). It can be observed that the increase in mass ratio will decrease the value of the lowest resonant frequency of the beam. This occurs because the increase in end mass causes the system to execute larger periodic excursions, increasing the period of oscillation, and hence, decreasing the frequency of oscillation. Also, the increase in the damping and constraining layer length will increase the value of the resonant frequency of the beam at constant mass ratio. This latter effect is the same as that obtained in Figure 2.3. This occurs, in this case, because the constraining layer values of \( E_3 \) and \( E_4 \) are the same as \( E_1 \), and the shear moduli are much smaller in magnitude. This has the effect of
Figure 2.14 Resonant frequency versus mass ratio
(the attached mass to the mass of the beam)

Figure 2.15 Frequency ratio versus mass ratio
moving the cantilever end of the beam to $L_1$, thereby shortening the effective length of the beam. This, of course, increases the resonant frequency. It must be noted that the results are highly dependent on the input data and that the figures may have different trends for other input parameters.

Figure 2.15 represents the effect of mass ratio to the resonant frequency ratio. The mass ratio is as defined previously. The frequency ratio is that for the partially covered sandwich cantilever with mass of the free end to the resonant frequency of undamped cantilever beam without end mass. It can be seen that the increase in mass ratio will decrease the value of the frequency ratio and, hence the resonant frequency. This coincides with Fig. 2.14 because in this case the resonant frequency of undamped beam doesn't vary with end mass.

The effect of mass ratio to another definition of the resonant frequency ratio is given in Fig. 2.16. Here the frequency ratio is that of the partially covered sandwich cantilever with end mass compared to an undamped cantilever beam with mass at the free end. The frequencies that are compared are for the same mass ratio. For small mass ratio, the increase of mass ratio will decrease the resonant frequency ratio. For large mass ratio, the increase of mass ratio will increase the resonant frequency ratio. This may be explained as follows. For small mass ratio, the end mass plays a more important role to the damped beam than to the undamped beam, causing a decrease in the resonant frequency ratio. But for large mass ratio, even though the large end
mass causes a larger resonant frequency, the sandwich structure dominates and acts as if the fixed end of the beam is moved to the right, thus increasing the resonant frequency ratio of the sandwich beam compared to the uncovered beam.

From Figures 2.15 and 2.16 we note that, under certain circumstances, the covered beam will have a lower resonant frequency when an end mass is added (i.e., when a robot arm picks up a remote mass in its end effector) than an uncovered beam without end mass (i.e., an undamped robot arm without a mass in its end effector, Fig. 2.15). Also, the addition of damping material can reduce the resonant frequency (Fig. 4, \( L_i/L = 0.6 \) for \( M_i/M \) between 0.002 and 0.8) when compared to an uncovered beam having the same mass ratio. This indicates that large damping coverage may be counterproductive and one must be sensitive to this possibility.

Figure 2.17 represents the effect of mass ratio to the ratio of the second mode of resonant frequency. (The definition of frequency ratio in the same as in Fig. 2-16). It may be seen that the increase of mass ratio will increase the resonant frequency ratio, i.e., sandwich structure dominates, and that coverage length plays no distinguishing role part \( M_i/M = 0.1 \). From the three figures (Figures 2.15 to 2.17), it appears that \( L_i/L \) should be less than 0.4 to get good use of the damping coverage.

**System Loss Factor Versus Damping Coverage**

Figure 2.18 represents the system loss factor versus the damping coverage. Here
Figure 2.16 Frequency ratio versus mass ratio

Figure 2.17 Second mode resonant frequency ratio versus mass ratio
the core loss factor, $\eta_{el}$, is taken as 1 to simplify the calculations. It may be seen from the figure that an increase in damping coverage will increase the system loss factor. The system loss factor is related to energy dissipation. As more damping material covers the beam, more energy is dissipated, thus increasing the system loss factor.

An increase of the concentrated mass will also decrease the value of the system loss factor at constant coverage ratios. When the concentrated mass is very small compared to the mass of the beam, the increase of $L_v/L$ will increase the value of the system loss factor. When the concentrated mass is large, the increase of $L_v/L$ will decrease the value of the system loss factor. As more of the beam is covered the system loss factor increases once more. This may be explained as follows: The system loss factor is related to energy loss and the energy of such a viscoelastic system is dependent on the resonant frequency and transverse displacement of the system. For small mass, the vibrations of the beam are damped as the coverage, $L_v/L$, is increased; hence increase in system loss factor. For constant coverage, as mass is added to the free end of the system, the beam must execute larger displacements. Hence, adding mass is equivalent to a reduction of the damping effect of the coverage and decreasing energy loss — thus a lower system loss factor. After some point, additional damping coverage counters the effect of the increase
Figure 2.18 System loss factor versus coverage ratio

Figure 2.19 Loss factor versus shear modulus with $L_1/L = 0.2$
in mass. These explanations are consistent with the formula for a single degree of freedom viscoelastic system (Rao, 1990).

**System Loss Factor Versus Core Shear Modulus**

The effects of core shear modulus with \( L_v/L = 0.2 \) are shown in Figure 2.19. As can be seen, the system loss factor varies with the shear modulus \((G_{c1} \text{ or } G_{c2})\). If the shear modulus is small, the increase of \(G_{c1} \text{ (or } G_{c2}\) will increase the system loss factor. After some point, if \(G_{c1} \text{ (or } G_{c2}\) continues to increase, the system loss factor will decrease. Thus, an optimal core shear modulus exists and the trend seen in this figure compares well with the results by Rao (1977, 1978). The optimal value of the core shear modulus is dependent on the system's geometrical and physical parameters. The form of the graph may be explained as follows. For small values of core shear modulus, the increase of core shear modulus will increase the core layer resistance and the energy dissipated, thus increasing the system loss factor. For very large core shear modulus, the damping factor is like the primary beam or the constraining layer, the relative deformation is very small, thus very little energy dissipation occurs. In this case, the loss factor is small. Between the two cases, there exists a value of \(G_{c1} \text{ or } G_{c2}\), which results in relatively large shear deformations and a large damping force leading to large energy dissipation. Hence, an optimal
shear modulus exists. The addition of the end mass acts to counteract the effect of increasing $G_c$. As more mass is added, the loss factor decreases (consistent with the results in Fig. 2.14). Hence, the increase in mass has the overall tendency of decreasing the system loss factor.

Normally, the material properties of damping layers (elastic and shear modulus, loss factor) are functions of temperature and will effect the resonant frequency of the structure. But if the temperature is not changed very much or very fast (for example, a robot arm working at room temperature surroundings), we may consider the material properties to be constant to temperature. However, the results obtained here may be used to determine the correct value, if temperature variations are not large. For example, for a new temperature, a new $G_c$ may be obtained using the manufacturer's specifications for which the system loss factor may be obtained from Fig. 2.19. This loss factor may be used in Fig. 2.18 to obtain the "apparent damping coverage" for a given $M_0$. The application of Fig. 2.18 defines an equivalent system with new coverage length having the same loss factor as the initial system with the new $G_c$ but with the same $M_0$, all other parameters unchanged. This "apparent" damping coverage may be used in Fig. 2.14 to find the new resonant frequency for the new mass ratio of the equivalent system.
2.2.4 Conclusion

The effects of end mass to system frequency and loss were discussed here. From numerical results, we conclude:

1) Increase of end mass will decrease the resonant frequency;

2) Increase of the coverage length will increase the resonant frequency of the beam at the constant end mass;

3) Increase of the damping layer coverage length will increase the system loss factor of the beam;

4) There exists an optimal damping material shear modulus where the system loss factor takes a maximum value.
2.3 Vibration Characteristics of Partially Covered Double Sandwich Cantilever Timoshenko Beam

2.3.1 Introduction

In sections 2.1 and 2.2, the partially covered double sandwich cantilever beams with or without end mass were studied. However, many effects like shear deformation in constraining layers and primary beam, rotational and longitudinal inertias of all layers, were not included in these models. Because the uncovered Timoshenko beam displays vibration characteristics that are different from those of an uncovered Euler beam, it is necessary to determine difference between the partially covered Timoshenko beam model and partially covered Euler Beam model.

In this section, the differential equations of motion together with the boundary conditions for a partially covered, double sandwich cantilever Timoshenko beam have been derived. The effects of bending and extension, rotational and longitudinal inertia of damping layers; shear deformation, rotational and longitudinal inertia of the constraining layers and the primary beam, are included in the equations. The theory given here is applicable for long as well as short, soft or stiff damping layer double sandwich beams. Also the effects of different parameters on the system loss factor and resonance frequency are discussed. Differences are found to exist with the Euler beam model when 1) the damping layers are stiff; 2) the thickness of the
damping or constraining layers are large compared to the primary beam thickness;
3) the beam is almost completely or completely covered with damping material; and
4) in the case of higher modes of vibration.

2.3.2 The Theoretical Model

The geometry of the double sandwich cantilever beam is shown in Figs 2.20 and 2.21. The following assumption are made in the analysis of the damped part:

1) the beam deflection is uniform across any section;

2) no slip occurs at the interface between layers;

3) plane cross sections in individual layers continue to remain plane after deformation.

Let \( u_i \) (\( i=1,2,\ldots,5 \)) be the longitudinal displacement of \( i \)th neutral axis, \( \gamma_i \) (\( i=1,2,\ldots,5 \)) be the shear at the neutral axis and \( \psi_i \) (\( i=1,2,\ldots,5 \)) denote the slope of the deflection curve due to bending. We have the following relationships

\[
\begin{align*}
(u_z)_i &= u_i + z_i \psi_i \\
(u_t)_i &= w(x,t) \\
\end{align*}
\]

(2-70)

Where \( u_ni \) and \( u_ti \) represent the longitudinal and transverse displacement in each layer, respectively. The second expression of equation (2-70) is an outcome of the first assumption. From assumption (2), we have
Figure 2.20 Double sandwich beam

Figure 2.21 Geometry of the beam
\[ \psi_i = \psi_{i+1} - h_{i+1} \psi_{i+1} \quad i = 1, \ldots, 4 \quad (2-71a) \]

where \( h_i \) (\( i = 1, 2, \ldots, 5 \)) is the half height of \( i \)th layer. By defining \( k' \) as the Timoshenko constant; \( L_1 \) and \( L \) as the length of damping coverage and the whole beam respectively; \( m_i \) and \( A_i \) as the mass per unit length and cross sectional area of \( i \)th layer respectively; \( E_i \) and \( G_i \) as the Young's modulus and shear modulus of \( i \)th layer and by letting

\[
\tilde{x} = x/L \quad \tilde{w} = w/L \\
\tilde{u}_i = u_i/L \quad H_i = h_i/L
\]

equation (2-71a) can be written as

\[
\tilde{u}_i + H_i \psi_i = \tilde{u}_{i+1} - H_{i+1} \psi_{i+1} \quad i = 1, \ldots, 4 \quad (2-71b)
\]

By defining the following dimensionless parameters for layer \( i = 1, \ldots, 5 \)

\[
\tilde{t} = t/t_0 \quad t_0 = \sqrt{mL^2/EA} \\
m = \sum_{i=1}^{5} m_i \quad E_A = \sum_{i=1}^{5} E_i A_i \\
M_i = m/m \quad \ddot{E}_i = E_i A_i/E_A \\
\bar{G}_i = k/G_i A_i/E_A \quad \ell = L_i/L
\]

the kinetic and potential energy of all the layers together yields

\[
T = \frac{mL^3}{6t_0^2} \sum_{i=1}^{5} \int_{t_0}^{t} M_i \left[ 3 \left( \frac{\partial \tilde{u}_i}{\partial t} \right)^2 + H_i \left( \frac{\partial \psi_i}{\partial t} \right)^2 + 3 \left( \frac{\partial \tilde{w}}{\partial t} \right)^2 \right] d\tilde{x} \quad (2-72)
\]
By Hamilton’s principle, we have

$$\delta \int_{t_1}^{t_2} (T-P) dt = 0$$\hspace{1cm}(2-74)$$

Substituting equations (2-72) and (2-73) into (2-74) and employing the continuity relationships (2-71c) to express $\psi_1$, $\psi_2$, $\psi_4$, $\psi_5$ in terms of $\bar{u}_i$ and $\psi_3$ yields the following form of the differential equations of motion for section I (covered part):

$$[M]\{\ddot{Y}\} + [K]\{Y\} = 0 \hspace{1cm}(2-75)$$

where

$$\{Y\} = \{\bar{u}_1, \bar{u}_2, \bar{u}_3, \bar{u}_4, \bar{u}_5, \psi_3, \psi_5\}^T$$

$$[M] = \begin{bmatrix}
6M_1 & -6M_1 & 3M_4 & 0 & 0 & -3M_1H_3 & 0 \\
12M_1 + 6M_2 & -(6M_1 + 3M_2) & 0 & 0 & (6M_1 + 3M_2)H_3 & 0 \\
3 & -(3M_4 + 6M_5) & 3M_4 & -3H_2(M_1 + M_2 - M_4 - M_5) & 0 \\
6M_4 + 12M_5 & -6M_5 & -(3M_4 + 6M_5)H_3 & 0 \\
symmetric & 6M_5 & 3M_4H_3 & 0 \\
& & & 3H_5^2 & 0 \\
& & & & 3
\end{bmatrix}$$

and the elements of the $K$ matrix are
\[ k_{11} = 4E_1 \frac{\partial^2}{\partial x^2} - \frac{3G_1}{H_1^2} \quad k_{12} = -2E_1 \frac{\partial^2}{\partial x^2} + \frac{6G_1}{H_1^2} \]

\[ k_{13} = E_1 \frac{\partial^2}{\partial x^2} - \frac{3G_1}{H_1^2} \quad k_{14} = 0 \]

\[ k_{15} = 0 \quad k_{16} = -E_1 H_3 \frac{\partial^2}{\partial x^2} + \frac{3G_1 H_3}{H_1^2} \]

\[ k_{17} = -\frac{3G_1 H_3}{H_1} \frac{\partial}{\partial x} \quad k_{22} = 4(E_1 + E_2) \frac{\partial^2}{\partial x^2} - \left( \frac{12G_1}{H_1^2} + \frac{3G_2}{H_2^2} \right) \]

\[ k_{23} = -(2E_1 + E_2) \frac{\partial^2}{\partial x^2} + \left( \frac{6G_1}{H_1^2} + \frac{3G_2}{H_2^2} \right) \quad k_{24} = 0 \]

\[ k_{25} = 0 \quad k_{26} = (2E_1 + E_2) H_3 \frac{\partial^2}{\partial x^2} - \left( \frac{6G_1}{H_1^2} + \frac{3G_2}{H_2^2} \right) H_3 \]

\[ k_{27} = \left( \frac{6G_1}{H_1} - \frac{3G_2}{H_2} \right) \frac{\partial}{\partial x} \quad k_{33} = (1 + 2E_3) \frac{\partial^2}{\partial x^2} - 3 \left( \frac{G_1}{H_1^2} + \frac{G_2}{H_2^2} + \frac{G_4}{H_4^2} + \frac{G_5}{H_5^2} \right) \]

\[ k_{34} = -(\bar{E}_4 + 2\bar{E}_5) \frac{\partial^2}{\partial x^2} + \left( \frac{3G_3}{H_1^4} + \frac{6G_5}{H_5^4} \right) \quad k_{35} = \bar{E}_5 \frac{\partial^2}{\partial x^2} - \frac{3\bar{G}_5}{H_5^2} \]

\[ k_{36} = -(\bar{E}_1 + \bar{E}_2 - \bar{E}_4 - \bar{E}_5) \frac{\partial^2}{\partial x^2} + 3 \left( \frac{G_1}{H_1^2} + \frac{G_2}{H_2^2} + \frac{G_4}{H_4^2} - \frac{G_5}{H_5^2} \right) H_3 \quad k_{37} = -3 \left( \frac{G_1}{H_1^2} + \frac{G_2}{H_2^2} + \frac{G_4}{H_4^2} - \frac{G_5}{H_5^2} \right) \frac{\partial}{\partial x} \]

\[ k_{44} = 4(\bar{E}_4 + \bar{E}_5) \frac{\partial^2}{\partial x^2} - \left( \frac{3G_4}{H_4^2} + \frac{12G_5}{H_5^2} \right) \quad k_{45} = -2\bar{E}_5 \frac{\partial^2}{\partial x^2} + \frac{6\bar{G}_5}{H_5^2} \]

\[ k_{46} = -(\bar{E}_4 + 2\bar{E}_5) H_3 \frac{\partial^2}{\partial x^2} + \left( \frac{3G_4}{H_4^2} + \frac{6G_5}{H_5^2} \right) H_3 \quad k_{47} = \left( \frac{3G_4}{H_4^2} - \frac{3\bar{G}_5}{H_5^2} \right) \frac{\partial}{\partial x} \]

\[ k_{55} = 4\bar{E}_3 \frac{\partial^2}{\partial x^2} - \frac{3G_5}{H_5^2} \quad k_{56} = (\bar{E}_4 \frac{\partial^2}{\partial x^2} - \frac{3G_5}{H_5^2}) H_3 \]

\[ k_{57} = \frac{3G_5}{H_5^2} \frac{\partial}{\partial x} \quad k_{66} = H_3^2 \frac{\partial^2}{\partial x^2} - 3 \left( \frac{G_1}{H_1^2} + \frac{G_2}{H_2^2} + \frac{G_3}{H_3^2} + \frac{G_4}{H_4^2} + \frac{G_5}{H_5^2} \right) H_3 \frac{\partial}{\partial x} \]

\[ k_{67} = 3 \left( \frac{G_1}{H_1^2} - \frac{G_2}{H_2^2} + \frac{G_3}{H_3^2} + \frac{G_4}{H_4^2} + \frac{G_5}{H_5^2} \right) H_3 \frac{\partial}{\partial x} \quad k_{77} = 3\bar{G} \frac{\partial^2}{\partial x^2} \]

and the entries satisfy:
\[ k_{ij} = k_{ji}, \ i=1,...,6; \ j=1,...,6. \ and \ k_{ij} = -k_{ji}, \ i=1,...,6. \]
The dimensionless boundary conditions at \( \bar{x} = 0 \) are:

\[
\{ \gamma \} = [u_1, u_2, \ldots, u_5, \psi, \psi']^T = [0]^T \tag{2-76}
\]

The dimensionless boundary conditions for the sandwich part (section I) at \( \bar{x} = \ell \) are:

\[
N_1^{(1)} = 4E_1 \frac{\partial \bar{u}_1}{\partial \bar{x}} - 2E_1 \frac{\partial \bar{u}_2}{\partial \bar{x}} + E_1 \frac{\partial \bar{u}_3}{\partial \bar{x}} - E_1 H_3 \frac{\partial \psi_3}{\partial \bar{x}} = 0 \tag{2-77a}
\]

\[
N_2^{(1)} = -2E_1 \frac{\partial \bar{u}_1}{\partial \bar{x}} + 4(E_1 + E_2) \frac{\partial \bar{u}_2}{\partial \bar{x}} - (2E_1 + E_2) \frac{\partial \bar{u}_3}{\partial \bar{x}} + (E_1 + E_2) H_3 \frac{\partial \psi_3}{\partial \bar{x}} = 0 \tag{2-77b}
\]

\[
N_3^{(1)} = E_1 \frac{\partial \bar{u}_1}{\partial \bar{x}} - (2E_1 + E_2) \frac{\partial \bar{u}_2}{\partial \bar{x}} + (1 + 2E_3) \frac{\partial \bar{u}_3}{\partial \bar{x}} - (E_4 + 2E_3) \frac{\partial \bar{u}_4}{\partial \bar{x}} \\
+ E_5 \frac{\partial \bar{u}_5}{\partial \bar{x}} - (E_1 + E_2 - E_4 - E_3) H_3 \frac{\partial \psi_3}{\partial \bar{x}} = 0 \tag{2-77c}
\]

\[
N_4^{(1)} = -(E_4 + 2E_3) \frac{\partial \bar{u}_3}{\partial \bar{x}} + 4(E_4 + E_5) \frac{\partial \bar{u}_4}{\partial \bar{x}} - 2E_5 \frac{\partial \bar{u}_5}{\partial \bar{x}} - (E_4 + 2E_5) H_3 \frac{\partial \psi_3}{\partial \bar{x}} = 0 \tag{2-77d}
\]

\[
N_5^{(1)} = E_5 \frac{\partial \bar{u}_3}{\partial \bar{x}} - 2E_5 \frac{\partial \bar{u}_4}{\partial \bar{x}} + 4E_5 \frac{\partial \bar{u}_5}{\partial \bar{x}} + E_5 H_3 \frac{\partial \psi_3}{\partial \bar{x}} = 0 \tag{2-77e}
\]

\[
M^{(1)} = -E_1 H_3 \frac{\partial \bar{u}_1}{\partial \bar{x}} + (E_1 + E_2) H_3 \frac{\partial \bar{u}_2}{\partial \bar{x}} - (E_1 + E_2 - E_4 - E_3) H_3 \frac{\partial \bar{u}_3}{\partial \bar{x}} \\
- (E_4 + 2E_3) H_5 \frac{\partial \bar{u}_4}{\partial \bar{x}} + E_5 H_3 \frac{\partial \psi_3}{\partial \bar{x}} = 0 \tag{2-77f}
\]
where \( \tilde{G} = \tilde{G}_1 + \tilde{G}_2 + \tilde{G}_3 + \tilde{G}_4 + \tilde{G}_5 \). Here the \( N_1^{(i)}, M^{(i)} \) and \( S^{(i)} \) represent the generalized axial force in each layer, the generalized moment for the cross-section and the generalized shear for the cross-section, respectively, in the sandwich part of the beam. The differential equations of motion for the uncovered portion of the beam (Section II) are:

\[
S^{(i)} = 3G \frac{\partial \tilde{w}}{\partial x} + \frac{3\tilde{G}_1}{H_1} \frac{\partial \tilde{u}_1}{\partial x} + \left( \frac{3\tilde{G}_2}{H_2} - \frac{6\tilde{G}_1}{H_1} \right) \frac{\partial \tilde{u}_2}{\partial x} + \left( \frac{3\tilde{G}_1}{H_1} - \frac{3\tilde{G}_2}{H_2} + \frac{3\tilde{G}_4}{H_4} - \frac{3\tilde{G}_5}{H_5} \right) \frac{\partial \tilde{u}_3}{\partial x}
\]

\[
+ \left( \frac{3\tilde{G}_5}{H_5} - \frac{3\tilde{G}_4}{H_4} \right) \frac{\partial \tilde{u}_4}{\partial x} - \frac{3\tilde{G}_5}{H_5} \frac{\partial \tilde{u}_5}{\partial x} - 3 \left( \frac{\tilde{G}_1}{H_1} - \frac{\tilde{G}_2}{H_2} + \frac{\tilde{G}_3}{H_3} - \frac{\tilde{G}_4}{H_4} - \frac{\tilde{G}_5}{H_5} \right) \psi_3
\]

(2-77g)

All primed quantities, ( )', represent the variables in the uncovered portion of the beam. The boundary conditions for the uncovered portion of the beam at \( \tilde{x} = \ell \) are

\[
N_3^{(2)} = 3E_3 \frac{\partial \tilde{u}_3}{\partial \tilde{x}}
\]

(2-79a)
The interface between Section I (covered part of the beam) and section II (uncovered part of the beam) requires that $S^{(1)} + S^{(2)} = 0$, $M^{(1)} + M^{(2)} = 0$ and $N_3^{(1)} + N_3^{(2)} = 0$ at $\bar{x} = \ell$. Also the displacement and slope at the interface must be continuous:

$$\bar{w} = \bar{w}'$$

(2-79d)

$$\bar{w} = \bar{w}', \quad \frac{\partial \bar{w}}{\partial \bar{x}} - \psi_3 = \frac{\partial \bar{w}'}{\partial \bar{x}} - \psi'_3$$

(2-79e)

The dimensionless boundary conditions at $\bar{x} = 1$ are:

$$\left\{ \frac{\partial \bar{u}_3'}{\partial \bar{x}}, \frac{\partial \psi_3'}{\partial \bar{x}}, \frac{\partial \bar{w}'}{\partial \bar{x}} - \psi'_3 \right\} = \{0, 0, 0\}$$

(2-80)

indicating that no extensional force, moment and shear force exist at the end of the beam.

### 2.3.3 Frequency and Loss Factor

To solve the governing differential equation of motion of the system, we assume

$$Y = Y_n e^{\lambda_n \bar{x}} e^{j \Omega_i \bar{t}}$$

(2-81)
where \( Y \) and \( Y_n \) are defined as

\[
Y = [u_1, u_2, ..., u_5, \psi_3, w]^T
\]
\[
Y_n = [u_{1n}, u_{2n}, ..., u_{5n}, \psi_{3n}, w_n]^T
\]

and \( \lambda^* \) depends upon the value of \( \Omega_n^* \), as discussed below. Substituting \( Y \) into the governing equation (2-75), nontrivial solutions exist if the corresponding determinant is zero. Thus

\[
\det(-[M]\Omega_n^{*2} + [K]) = 0 \tag{2-82}
\]

where the \( \partial/\partial x \) and \( \partial^2/\partial x^2 \) terms in \([K]\) are replaced by \( \lambda^* \) and \( \lambda^{*2} \), respectively.

Similarly, for section II, we have the following characteristic equation generated from equation (2-78):

\[
M_3 \Omega_n^{*2} + E_3 \lambda^{*2} = 0 \tag{2-83a}
\]

\[
\det\left\{ \begin{array}{cc}
M_3 H_3^2 \Omega_n^{*2} + E_3 H_3^2 \lambda^{*2} + 3G_3 & 3G_3 \lambda^* \\
-3G_3 \lambda^* & 3\Omega_n^{*2} + 3G_3 \lambda^{*2}
\end{array} \right\} = 0 \tag{2-83b}
\]

where \( \lambda^* \) are characteristic values. For any \( \Omega_n^* \), let \( \lambda_{n,1}^*, \lambda_{n,2}^*, ..., \lambda_{n,14}^* \) denote the fourteen solutions of equation (2-82); let \( \lambda_{n,15}^*, \lambda_{n,16}^*, \lambda_{n,17}^*, \lambda_{n,18}^* \) denote the four zeros of equation (2-83b); and let \( \lambda_{n,19}^*, \lambda_{n,20}^* \) denote the two zeros of equation (2-83a).

These values may be determined from the boundary conditions and continuity conditions.

For section II, the spatial part of the solution is defined as:
\[
\vec{w}'_n(x) = \sum_{i=1}^{18} A_{n_i} e^{\lambda_{n_i} x}
\]
\[
\vec{\psi}'_{3n}(x) = \sum_{i=15}^{18} A_{n_i} e^{\lambda_{n_i} x}
\]
\[
\vec{u}'_{3n}(x) = \sum_{i=19}^{20} A_{n_i} e^{\lambda_{n_i} x}
\]

(2-84)

For section I, the spatial part of the solution is defined as:

\[
\vec{u}_{1n}(x) = \sum_{i=1}^{14} A_{n_i} U_{1i} e^{\lambda_{n_i} x}
\]
\[
\vec{u}_{2n}(x) = \sum_{i=1}^{14} A_{n_i} U_{2i} e^{\lambda_{n_i} x}
\]
\[
\vec{u}_{3n}(x) = \sum_{i=1}^{14} A_{n_i} U_{3i} e^{\lambda_{n_i} x}
\]
\[
\vec{u}_{4n}(x) = \sum_{i=1}^{14} A_{n_i} U_{4i} e^{\lambda_{n_i} x}
\]
\[
\vec{u}_{5n}(x) = \sum_{i=1}^{14} A_{n_i} U_{5i} e^{\lambda_{n_i} x}
\]
\[
\vec{w}_n(x) = \sum_{i=1}^{14} A_{n_i} e^{\lambda_{n_i} x}
\]
\[
\vec{\psi}_{3n}(x) = \sum_{i=1}^{14} A_{n_i} e^{\lambda_{n_i} x}
\]

(2-85)

The \( A_i \)s \((i=1,2,...,20)\) have to be determined from the boundary conditions and the continuity conditions at the interface between the covered part and the uncovered part. We have a total of 20 homogeneous equations involving the unknowns \( A_i \). For nontrivial solution, the corresponding determinant must be zero, i.e.,

\[
\det(\Omega^*_n, \lambda^*) = 0.
\]

(2-86)

Equations (2-82), (2-83) and (2-86) are nonlinear complex equations for unknowns \( \Omega^*_n \) and \( \lambda^* \) (the characteristic value). We define the complex resonance frequency...
factor, \( p^* \), the real resonance frequency factor, \( p \), and the system loss factor, \( \eta \), of the beam as follows:

\[
\begin{align*}
  p^* &= \Omega_n t_0 = p\sqrt{1+j\eta} \\
  p &= \Omega_n t_0 = \sqrt{\text{Re}(p^*)} \\
  \eta &= \text{Im}(p^*) / \text{Re}(p^*) 
\end{align*}
\]  

(2-87)

A modified Muller's method was developed to find \( k_n^* \) and \( p^* \), thus yielding the resonance frequency factor and loss factor.

### 2.3.4 Comparisons of Numerical Results

Numerical results for different parameters were obtained and are displayed as graphs. The input parameters employed in the previously described numerical scheme, unless stated otherwise, were:

\[
\begin{align*}
  \ell &= L/L = 0.2, \quad \rho_1 = \rho_3 = \rho_5 = 7850.0 \text{ Kg/m}^3, \quad \rho_2 = \rho_4 = 3140.0 \text{ Kg/m}^3, \\
  H_1 = H_2 = H_3 = H_4 = H_5 = 0.02, \quad \bar{E}_1 = \bar{E}_3 = \bar{E}_5 = 0.30, \quad \bar{E}_2 = \bar{E}_4 = 3\bar{G}_2, \quad \bar{G}_3 = \bar{G}_5 = \bar{E}_1 / 2.5, \\
  \bar{G}_2 = \bar{G}_4 = G_{r2}(1 + j\eta_2), \quad G_{r2} = 0.001, \quad \eta_2 = \eta_4 = 1.2, \quad k_1^* = 0.833.
\end{align*}
\]

The values of \( \eta_2 \) and \( \eta_4 \) are representative of high damping materials and \( G_{r2} \) is the real part of \( \bar{G}_2 \). The values of \( k_1 \) through \( k_5 \) are taken as being equal to 0.833 for the sake of simplicity and more will be said about the \( k_i \)s when the effect of the Timoshenko factor is discussed. Finally, the \( E_i \)s and \( G_i \)s are connected via the Poisson ratio. The Poisson ratio of the primary beam is assumed to be 0.25 and the Poisson ratio of the damping layers is assumed to be 0.5.
Effect of Damping Layer Height

Figure 2.22 shows the system loss factor versus the damping layer height ratio (the height of the damping layer to the length of the beam, $H_2$, or $H_4$). In general, the system loss factor for the Timoshenko beam model is less than that for the Euler beam model. Also if $H_2$ is larger than about 0.04, any increase of the damping layer height ratio will increase the difference in system loss factor between the Euler and Timoshenko beam models. Also there exists an optimal value of $H_2$ that produces the highest system loss factor. The location of the optimal results for the parameters chosen compare very well with results reported elsewhere (Levy and Chen, 1994a).

Figure 2.23 shows the resonance frequency factor versus the damping layer height ratio. It may be seen from the figure that, for small ratios of $H_2$ (less than 0.02), the frequency factor for the two models is almost the same; for large ratios of $H_2$ (larger than 0.02), the Timoshenko beam model gives smaller values compared with the Euler beam model. The difference between the two models increases with increase in the ratio, $H_2$. Hence, for small ratio of $H_2$, the Euler beam model compares well with the Timoshenko beam model. From the figure we note that the resonance frequency factor predicted by the Timoshenko beam model is smaller than that predicted by Euler beam model. This trend wherein the Timoshenko beam model gives smaller resonance frequency factor values than those of the Euler beam model compares well with results reported (Weaver, et al 1990) where no damping treatment was used. The reasons for these trends may be explained as follows:
Figure 2.22 System loss factor versus damping layer height ratio

Figure 2.23 Frequency factor versus damping layer height ratio
Given a covered Euler and covered Timoshenko beam having equal total energy, we suppose that both execute the same end displacement. In the covered Euler beam model, the shear effect was only accounted for in the damping layers. In the present Timoshenko beam model, the shear effect, extension and bending as well as rotatory and extensional inertia are accounted for. Because more energy would be needed to deform the damping layers in the Timoshenko beam model than in the Euler beam model, less energy would be available to vibrate the primary beam. Since the energy for an equivalent single degree of freedom system is directly proportional to the square of the natural frequency and amplitude of vibration, this would require the covered Timoshenko beam model that is executing the same end displacement to vibrate at a lower frequency.

**Effect of Damping Layer Shear Modulus**

Figure 2.24 shows the results of system loss factor versus damping layer shear modulus ratio. There exists a damping layer shear modulus ratio that will produce an optimal system loss factor. This coincides with previous results (Rao, 1978; Levy and Chen, 1994a). We note that the Euler beam model gives a larger value of system loss factor compared with Timoshenko beam model, especially near the maximum system loss factor. In other words, the Euler beam model overestimates the system loss factor.

Figure 2.25 shows the results of resonance frequency factor versus damping layer
Figure 2.24 System loss factor versus damping layer shear modulus ratio

Figure 2.25 Frequency factor versus damping layer shear modulus ratio
shear modulus ratio. The resonance frequency factor predicted by the Timoshenko beam model is smaller than that predicted by Euler beam model. This trend compares well with that found by Rao (1977). From the figure, we note that for small shear modulus ratio, the two models give almost the same results. However, for large shear modulus ratio, the Timoshenko beam model gives lower resonance frequency factors. The difference between the models increases with the increase in shear modulus ratio. For our Timoshenko beam model, the effects of rotatory and extensional inertia as well as bending, extension and shear deformation in the damping layers are included while for our Euler beam model only the shear effects in the damping layers are accounted for. If the value of damping layer shear modulus ratio is small, that implies that the Young's modulus is small. Thus, the bending and extensional effects may be neglected. However, for large values of damping layer shear modulus, we need to take these effects into account. Increase in shear modulus of the damping layers, and thus their Young's modulus as well, increases the energy required to bend and extend the damping layers of our Timoshenko model leaving less energy to vibrate the primary beam. This leads to a lower resonance frequency factor compared to an Euler beam model having the same total energy and executing the same end displacement as we have seen previously (see discussion of Figure 2.23). Overall the increase in shear modulus of the damping layers will increase the Young's modulus of the damping layers, thus increasing the bending stiffness of the entire system causing an increase in the frequency factor for both models.
Effect of Constraining Layer Height

The effects of constraining layer height ratio, \( H_s \), on the system loss factor is shown in Figure 2.26. For the Euler beam model, there is an optimal value of \( H_s \) (or \( H_1 \)); for the Timoshenko beam model, the value of system loss factor is smaller compared with Euler beam model, but the trend in the data is almost the same. As the constraining layer thickness ratio increases, more energy is required to deform the thicker constraining layer. This will increase the system loss factor until a maximum point is reached, then the value decreases. This trend is similar in nature to the trend reported for the covered Euler beam model (Levy and Chen, 1994).

Effect of Sandwich Coverage Length

Figure 2.27 shows the system loss factor versus coverage length ratio of the sandwich part (\( \ell = L_1 / L \)). For small value of coverage ratio, the two models give almost the same results. As the coverage increases, differences in the system loss factor between the two models occur with Euler beam model predicting higher values of system loss factor. We see that for small coverage, omitting the effect of shear in the constraining layers and the rotatory and longitudinal inertia effects of the whole beam will not be harmful. However, for large coverage, these effects must be included. From the figure we note that an increase in coverage will increase the
Figure 2.26 System loss factor versus constraining layer thickness ratio

Figure 2.27 System loss factor versus coverage length ratio
system loss factor to some maximum value. This trend follows the trend of the covered Euler beam model (Levy and Chen, 1994a). However, the maximum for the Timoshenko model occurs at a smaller coverage length than for the covered Euler beam model.

**Effect of Vibration Mode Number**

Figure 2.28 shows the results of system loss factor versus the mode number. In general, the Euler beam model predicts higher values of system loss factor compared with Timoshenko beam model. From the figure we note that even the first mode predicts differences between the two models, but the difference is small compared with the higher modes. Coverage length also affects the difference in the system loss factor and the effects are more pronounced in the first few modes.

**Effect of Timoshenko Factor, k’**

There are different opinions on the proper value of k’ for a rectangular cross section. For example, for the same cross section, Weaver et al. (1990) and Fung (1965) quoting Timoshenko, give different values to be used (k’=0.833 and k’=2/3, respectively). It is known that the actual k’ values may be different than those used in the numerical simulation given here. Furthermore, the k’ values for the damping and constraining layers may not be the same as those of the primary beam. Yet, even though the k’ values may be different from layer to layer, the choice of k’ will have
Figure 2.28 System loss factor versus vibration mode

Figure 2.29 The effects of Timoshenko factor to frequency factor
an effect on the resonance frequency factor (Figure 2.29) and the system loss factor (Figure 2.30). In these two figures, the $k_i$'s are assumed to be the same. For small value of $\bar{G}_2$, the resonance frequency factor is unaffected by choice of $k_i'$, but for large value of $\bar{G}_2$, larger value of $k_i'$ will have larger resonance frequency factor (see Figure 2.29).

The value of $k_i'$ also has an important effect on the system loss factor. In the region, $0.005 < \bar{G}_2 < 0.011$, the system loss factor is virtually unaffected by the value of $k'$ (see Figure 2.30). However, for $\bar{G}_2 > 0.011$, the increase of $k'$ will decrease the value of the system loss factor, and for $\bar{G}_2 < 0.005$, the increase of $k'$ will increase the value of the system loss factor. For example, at $\bar{G}_2 = 0.05$, an increase of $k_i'$ of 40%
will cause the system loss factor to change by about 30%. Thus, the proper choice of $k'$ may have an important effect on the system loss factor as well as the resonance frequency factor.

2.3.5 Conclusions

Numerical results show that there will be differences between the results of the Timoshenko double sandwich cantilever beam model and the Euler double sandwich cantilever beam model given by Levy and Chen (1994) in the following situations: 1) stiff damping layers; 2) large partially or fully covered sandwich beam; 3) thickness of damping layers or constraining layers are big compared with the thickness of primary beam; 4) higher modes vibration. In these cases, it may be better to use the results from the Timoshenko beam model. The differences exist as a result of the effects of bending and extension, rotational and longitudinal inertia of the damping layers, and the shear deformation, rotational and longitudinal inertia of the constraining layers and primary beam, which are included in the governing differential equations. The theory given here is applicable for long as well as short, soft or stiff damping layers double sandwich beams.
3.1 Introduction

In recent years, improvements in materials and manufacturing process, and more specifically advances in data acquisition and computer technologies, have made it possible to apply sophisticated active control techniques to vibration structures (Browning and Medaugh, 1992). One method of vibration control is by use of shape memory alloys (SMA). Buehler and Wiley (1965) first discovered the shape memory effect of nickel-titanium alloys. It has also been shown that composites with SMA have the ability to change material properties, induce large internal forces in the materials, modify the stress and strain state of the structure and alter the configuration (Rogers, et al., 1989). These characteristics are also useful for vibration control.

Brinson (1993) presented one-dimensional constitutive behavior of shape memory alloys. A three-dimensional constitutive model for shape memory alloys was given by Graesser and Cozzarelli (1994). Others have investigated applications of SMA composites for vibration and structural acoustic control (Rogers, 1990; Saunders, et al., 1990; Rogers, et al., 1991). It was shown that, for a beam with SMA fibers having a nitinol volume of 15%, the first natural frequency of the beam
increased from 21 Hz at room temperature to 62 Hz when the actuators were heated to 300°F (149°C) (Rogers, et al., 1991). The use of SMA have spawned many different areas. For examples, Nagaya, et al (Nagaya, et al., 1987), studied the vibration control of rotating shafts passing through critical speeds by changing the stiffness of the supports with use of memory metals. Liang and Rogers (1993) presented a design method of shape memory springs for vibration control. The application of SMA for aseismic isolation were studied by Graesser and Cozzarelli (1991). Yet, when vibration control of an existing structure is necessary, it may not be feasible to replace parts of the structure or to modify them. However, it may be feasible to overlay the structure with SMA layers in combination with a constrained viscoelastic layer (CVL) to modify the vibration characteristics of the structure (Chen and Levy, 1994b, 1995a, 1995b). Because of the effectiveness of the combined SMA/CVL control technique, it is desired to evaluate the effectiveness of SMA layers by themselves as a vibration control method.

In this chapter, the mathematical model of a flexible beam covered with shape memory alloy layers is presented. Numerical results shows that change of the elastic modulus of the shape memory alloy layer will affect the natural frequency of the beam. A linear control law is determined based on optimal regulator theory. The control results are discussed. Because the use of SMA layer needs heating and cooling cycle, the temperature effects are also discussed.
3.2 Formulations of the Problem

3.2.1 Governing equation of the beam

The beam is shown in Figure 3.1. The lower and upper sides are bonded with shape memory alloy layers which are used as actuators. To simplify the analysis, the following assumptions are made in the analysis:

1) the SMA layers are very thin;
2) Euler theory is used in the beam analysis;
3) no slip occurs at the interface between the layers; and
4) the thermal effects due to temperature changes used to control the SMA layers are neglected (These effects will be considered later on).

From force balance and neglecting terms higher than first order, we have the following equations:

\[
\begin{align*}
\frac{\partial \sigma_1}{\partial x} h_1 - \tau_1 &= 0 \\
\frac{\partial \sigma_3}{\partial x} h_3 + \tau_2 &= 0 \\
\frac{\partial}{\partial x} \left( E_2 bh_2 \frac{\partial u_2}{\partial x} \right) + \tau_1 b - \tau_2 b &= 0 \\
\frac{\partial Q}{\partial x} + m \frac{\partial^2 w}{\partial t^2} &= 0 \\
\frac{\partial M}{\partial x} - Q - \frac{1}{2} \tau_1 bh_2 - \frac{1}{2} \tau_2 bh_2 &= 0
\end{align*}
\]
Figure 3.1 Configuration of Beam with SMA Layers

Figure 3.2 Forces and Stresses on Beam Element
The stresses in the SMA layers are given by (Rogers, et al., 1991)

\[
\begin{align*}
\sigma_1 &= E_1 \frac{\partial u_1}{\partial x} + \sigma_{x1} [H(x) - H(x - L)] \\
\sigma_3 &= E_3 \frac{\partial u_3}{\partial x} + \sigma_{x3} [H(x) - H(x - L)] \\
\end{align*}
\] (3-2)

Where \(H(x)\) is Heaviside unit function. From assumption 3, we have the continuity conditions between layers:

\[
\begin{align*}
\frac{h_1}{2} \frac{\partial w_1}{\partial x} &= \frac{h_2}{2} \frac{\partial w_2}{\partial x} \\
\frac{h_2}{2} \frac{\partial w_2}{\partial x} &= \frac{h_3}{2} \frac{\partial w_3}{\partial x} \\
\end{align*}
\] (3-3)

The parameters defined in equations (3-1)-(3-3) are defined in the list of symbols.

Introducing the following nondimensional parameters

\[
\begin{align*}
\bar{x} &= x/L \\
\bar{t} &= t/t_0 \\
\bar{w} &= w/L \\
H_1 &= h_1/h_2 \\
H_2 &= h_2/L \\
H_3 &= h_3/h_2 \\
\bar{E}_1 &= E_1/E_2 \\
\bar{E}_3 &= E_3/E_2 \\
\bar{\sigma}_1 &= \sigma_{x1}/E_2 \\
\bar{\sigma}_3 &= \sigma_{x3}/E_2 \\
t_0^2 &= \kappa^2 \frac{mL^2}{EA} \\
EA &= E_1 A_1 + E_2 A_2 + E_3 A_3 \\
\end{align*}
\] (3-4)

where \(\kappa = 10^6\). Substituting equations (3-2), (3-3) and (3-4) into (3-1), we obtain the following nondimensional differential equation in terms of the dimensionless transverse displacement, \(\bar{w}\),

\[
\]
\[
\frac{B_5 H_2}{B_1} \frac{\partial^4 \bar{w}}{\partial \bar{x}^4} + \frac{\partial^2 \bar{w}}{\partial \bar{t}^2} = \frac{B_6}{B_1} \left[ \frac{\bar{\sigma}_1}{H_1} - \frac{\bar{\sigma}_3}{H_3} \right] \left[ \delta'(\bar{x}) - \delta'(\bar{x}-1) \right] \tag{3-5}
\]

where \(\delta(x)\) is the Dirac delta function and the prime means differentiation with respect to the coordinate \(\bar{x}\).

\[
B_1 = 1 + \bar{E}_1 H_1 + \bar{E}_3 H_3 \\
B_2 = \frac{1}{2} \left[ (1+H_1) \bar{E}_1 H_1 -(1+H_3) \bar{E}_3 H_3 \right] \\
B_3 = \frac{1}{12} + \frac{1}{4} \left[ (1+H_1) \bar{E}_1 H_1 + (1+H_3) \bar{E}_3 H_3 \right] \\
B_4 = \frac{1}{2} \left[ \bar{E}_1 H_1 - \bar{E}_3 H_3 \right] \\
B_5 = \frac{1}{12} + B_3 - \frac{B_2 B_4}{B_1} \\
B_6 = \frac{1}{2} H_1 H_2 \left(1 - \frac{2B_4}{B_1} \right)
\]

In the case of a simply supported beam, the boundary conditions are:

\[
\bar{w} (\bar{x}, \bar{t}) = 0, \quad \frac{\partial^2 \bar{w} (\bar{x}, \bar{t})}{\partial \bar{x}^2} = 0 \quad \text{at} \quad \bar{x} = 0, 1. \tag{3-6}
\]

It can be noted that changing the elastic modulus of the SMA layer will change the coefficients of the equations, thus changing the natural frequency of the beam. Also if we change the recovery stress of each SMA layer, \(\sigma_{re}\), we can modify the excitation to the flexible beam. These changes may be accomplished by varying the temperature of the SMA layers.
3.2.2 Modal analysis in state space variables

To control the motion of the beam, it is necessary to determine its displacement. This is accomplished by positing that the problem may be approached from a separation of variables point of view. Thus, the transverse displacement response of the beam is assumed to be of the form:

\[
\bar{w}(\bar{x}, \bar{t}) = \sum_{i=1}^{\infty} T_i(\bar{t}) \phi_i(\bar{x}), \tag{3-7}
\]

where \(T_i(\bar{t})\) is the time dependent function to be determined and \(\phi_i(\bar{x})\) is the eigenfunctions of the beam and are taken as \(\sin \alpha x\) to satisfy the boundary conditions given by (3-6). Substituting equation (3-7) into equation (3-5) and using the orthogonal relationships for eigenfunctions yield:

\[
\ddot{T}_i(\bar{t}) + A_i T_i(\bar{t}) = D_i \ u(\bar{t}) \tag{3-8}
\]

where

\[
A_i = \frac{B_3 H_2^2 \lambda_i^4}{B_1}; \quad D_i = \frac{B_6 \lambda_i}{B_1} \left[1 - (-1)^i\right]
\]

\[
\bar{u}(\bar{t}) = \bar{\sigma}_1(\bar{t}) - \frac{H_1}{H_3} \bar{\sigma}_3(\bar{t})
\]

The solution \(\bar{W}\) is composed of an infinite sums of terms. Yet the effect of the higher modes may be very small. We may, therefore, assume that only the first \(n\) modes have significant influence on \(\bar{W}\). Thus we may assume a \(2n\)-dimensional state variable vector to be:
\[ X_c(\bar{t}) = [T_1(\bar{t}), \ldots, T_n(\bar{t}); \dot{T}_1(\bar{t}), \ldots, \dot{T}_n(\bar{t})]^T \]  \hspace{1cm} (3-9) \]

where the superscript, \( T \), denotes the transpose of the vector. With the above state variables, equation (3-8) may be written as:

\[ \dot{X}_c(\bar{t}) = A_c X_c(\bar{t}) + D \mu(\bar{t}) , \]  \hspace{1cm} (3-10) \]

where

\[ A_c = \begin{bmatrix} 0 & I \\ -\delta_{ij}A_i & 0 \end{bmatrix}, \quad D_c = \begin{bmatrix} 0 & 0 \\ 0 & \delta_{ij}D_i \end{bmatrix} \]  \hspace{1cm} (3-10a) \]

\( I \) is the identity matrix and \( \delta_{ij} \) is the Kronecker delta. If a sensor is attached at \( \bar{x} = \bar{x}_\xi \), the corresponding deflection at that point is \( \bar{w}_\xi(\bar{x}_\xi, \bar{t}) \). The output is then given by:

\[ Y_c = d_c X_c(\bar{t}) , \]  \hspace{1cm} (3-11) \]

where \( d_c \) is a constant vector and \( d_c = [\Phi_1(\bar{x}_\xi), \ldots, \Phi_n(\bar{x}_\xi); 0, \ldots, 0] \).

3.3 Temperature Effects

3.3.1 Thermal bending moment

To include the temperature effect, we will relax assumption (4). As shown in the Figure 3.3, we assume the temperatures at the upper interface and lower interface of the beam and SMA layers to be \( T_1 \) and \( T_3 \), respectively. Neglecting the longitudinal heat conduction, the temperature distribution inside the beam
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section is determined by solving the one-dimensional unsteady heat conduction problem

\[ \frac{\partial T(z,t)}{\partial t} = \alpha \frac{\partial^2 T(z,t)}{\partial z^2} \]  

(3-12)

under the boundary and initial conditions

\[ \begin{cases} 
T(z,t) = T_1 & \text{at } z = h/2 \\
T(z,t) = T_3 & \text{at } z = -h/2 \\
T(x,t) = T_0 & \text{when } t = 0
\end{cases} \]  

(3-13)

Where \( \alpha \) is the thermal diffusivity, and \( T_0 \) is the initial temperature. The temperature distribution within the beam along \( z \)-coordinate is found to be:

\[ T(z,t) = \frac{1}{2} \left( T_1 + T_3 \right) + \left( T_1 - T_3 \right) \frac{z}{h_2} + \frac{2}{\pi} \sum_{i=1}^{\infty} \frac{e^{-\alpha \beta_i^2 t}}{1} \sin \beta_i (z + \frac{h_2}{2}) \left[ (T_0 - T_3) + (T_1 - T_0) (-1)^i \right] \]  

(3-14)

The thermal bending moments on the beam, \( M_{SMA} \) and \( M_{beam} \), are found to be
\[ M_{\text{SMA}} = \frac{1}{2} h_2 b \left[ E_3 \alpha_3 h_3 (T_3 - T_0) - E_1 \alpha_1 h_1 (T_1 - T_0) \right] \quad (3-15a) \]

\[ M_{\text{beam}} = \frac{1}{12} bh^2 \alpha_2 E_2 (T_1 - T_3) \left( 1 - \frac{6}{\pi^2} \sum_{l=1}^{\infty} \frac{1}{l^2} e^{-\left( \frac{2l\pi}{h_2} \right)^2 t} \right) \quad (3-15b) \]

where \( \alpha_1, \alpha_2, \alpha_3 \) and \( h_1, h_2, h_3 \) are the thermal expansion coefficient and height of each layer, respectively; \( E_1, E_2 \) and \( E_3 \) are the Young’s modulus of each layer, respectively; and \( b \) is the width of the beam. Since the temperature is a function of time, \( M_{\text{SMA}} \) and \( M_{\text{beam}} \) are time functions. Let \( M_T(t) = M_{\text{SMA}} + M_{\text{beam}} \) where \( M_T(t) \) is constant along \( x \) direction. The bending moment may be expressed in terms of the Heaviside unit function \( H(x) \)

\[ M_T(x, t) = \left[ H(x) - H(x - L) \right] M_T(t) \quad (3-16) \]

### 3.3.2 Governing Equation of the Beam

The stresses in the SMA layers when the temperature is included are:

\[ \sigma_1 = E_1 \left[ \varepsilon_1 + \alpha_1 (T_1 - T_0) \right] + \sigma_{\varepsilon 1} = E_1 \left[ \frac{\partial u_1}{\partial x} + \alpha_1 (T_1 - T_0) \right] + \sigma_{\varepsilon 1} \quad (3-17) \]

\[ \sigma_3 = E_3 \left[ \varepsilon_3 + \alpha_3 (T_3 - T_0) \right] + \sigma_{\varepsilon 3} = E_3 \left[ \frac{\partial u_3}{\partial x} + \alpha_3 (T_3 - T_0) \right] + \sigma_{\varepsilon 3} \]

The Young’s modulus, \( E_1, E_3 \) and the recovery stress, \( \sigma_{\varepsilon 1}, \sigma_{\varepsilon 3} \) of the SMA layers are functions of temperature, strain and martensitic fraction \( \xi \). The Young’s modulus of
the SMA layers can be expressed as follows (Lagoudas, *et al.*, 1994):

\[
\begin{align*}
E_1 &= \xi_1 E_{M1} + (1 - \xi_1) E_{A1} \\
E_3 &= \xi_3 E_{M3} + (1 - \xi_3) E_{A3}
\end{align*}
\]

(3-18)

where $E_{M1}$ and $E_{A1}$ ($i=1,3$) are the martensite and austenite Young's modulus of the $i$-th layer, respectively. The martensite fraction, $\xi_i$ ($i=1,3$), can be expressed as (Nagaya and Hirata, 1992):

\[
\begin{align*}
\xi_1 &= 1 - \exp\left[a_{M1}(M_{s1} - T_1) + b_{M1}\sigma_1\right] & M_{s1} \leq T \leq M_{s1} \\
\xi_3 &= \exp\left[a_{A1}(A_{s1} - T_1) + b_{A1}\sigma_1\right] & A_{s1} \leq T \leq A_{s1}
\end{align*}
\]

(3-19)

Where $M_{s1}$ and $M_{s1}$ ($i=1,3$) are the temperatures at the beginning of the martensite transformation and at the end of the martensite transformation, respectively. $A_{s1}$ and $A_{s1}$ ($i=1,3$) are the corresponding temperatures for the austenite transformation. $a_{M1}$, $b_{M1}$, $a_{A1}$ and $b_{A1}$ ($i=1,3$) are material constants. From equations (3-1), (3-3), (3-16) and (3-17), we obtain the following equation in terms of the transverse displacement, $w(x,t)$:

\[
B_5 \frac{\partial^4 w}{\partial x^4} + m \frac{\partial^2 w}{\partial t^2} = \left[ B_6 \sigma_{r1} + B_7 \sigma_{r3} + M_T \right] \left[ \delta'(x) - \delta'(x-L) \right]
\]

(3-20)

where $\delta(x)$ is the Dirac delta function and the prime means differentiation with respect to the coordinate $x$. If we introduce the nondimensional parameters defined in Equation (3-4), then Equation (3-20) can be written as follows:
\[
\frac{B_5H_2}{12D} \frac{\partial^4 \bar{w}}{\partial x^4} + \frac{\partial^2 \bar{w}}{\partial t^2} = \frac{B_6H_2}{2D} \left[ H_1 \bar{\sigma}_1 - H_3 \bar{\sigma}_3 + 2 \bar{M}_e \right] \left[ \delta'(\bar{x}) - \delta'(\bar{x} - 1) \right] \quad (3-21)
\]

The coefficients defined in the equation are:

\[
\begin{align*}
\bar{D} &= \bar{B}_1 = 1 + E_1 H_1 + E_3 H_3 \\
\bar{B}_2 &= \bar{E}_1 H_1 (1 + H_1) - \bar{E}_3 H_3 (1 + H_3) \\
\bar{B}_3 &= 1 + 3 \left[ \bar{E}_1 H_1 (1 + H_1) + \bar{E}_3 (1 + H_3) H_3 \right] \\
\bar{B}_4 &= \bar{E}_1 H_1 - \bar{E}_3 H_3 \\
\bar{B}_5 &= 1 + \bar{B}_3 - 3 \bar{B}_5 \bar{B}_4 / \bar{B}_1 \\
\bar{B}_6 &= 1 - \bar{B}_4 / \bar{B}_1 \\
\bar{M}_e &= M_e / bh_2^2 E_2
\end{align*}
\]

and \( (\cdot)' \) is differentiation with respect to \( \bar{x} \). In the case of a simply supported beam, the boundary conditions are defined by Equation (3-6). It can be noted that changing the elastic modulus of the SMA layers will change the coefficients of the equations, thus changing the natural frequency of the beam. Also if we change the recovery stress of each SMA layer, \( \sigma_{ri} \), and temperature gradient, we can modify the excitation to the flexible beam. These changes may be accomplished by varying the temperature of the SMA layers. For the symmetrical case, \( h_1 = h_3, T_1 = T_3, E_1 = E_3, \alpha_1 = \alpha_3 \), the right side of equation (11) would be zero. In this case, there is no control on the excitation, but we can still "tune" the natural frequency of the system by changing the Young’s modulus.
3.3.3 Modal analysis in state space variables

If we assume a variable separable solution, the transverse displacement of the beam is given by Equation (3-7). The eigenfunctions of the beam are taken as \(\sin \lambda x\) to satisfy the boundary conditions given by (3-6). Substituting equation (3-7) into equation (3-21) and using the orthogonal relationships for eigenfunctions yield:

\[
\ddot{T}_i (\bar{\xi}) + A_i T_i (\bar{\xi}) = D_i u (\bar{\xi})
\]  
(3-22)

where

\[
A_i = \frac{\bar{B}_3 H_2 \lambda_i^4}{12D}, \quad D_i = \lambda_i H_3 [1 - (-1)^i]
\]  
(3-23)

\[
u(\bar{\xi}) = \frac{\bar{B}_6}{2D} \left[ H_1 \bar{\sigma}_1 (\bar{\xi}) - H_3 \bar{\sigma}_3 (\bar{\xi}) + 2\bar{M}_r \right]
\]

Substituting the above \(A_i\) and \(D_i\) into equation (3-10a), we obtain new \(A_e\) and \(D_e\).

3.4 Optimal control

We assume that the design objective is to return the system response from its initial state to the system equilibrium position. In order to determine the feedback state vector, digital optimal regulatory theory will be applied. The performance index for the linear regulator problem is defined to be:
$$J = \frac{1}{2} \int_{\tilde{t}_i}^{\tilde{t}_f} (X_c^T Q X_c + u^T R u) \, d \tilde{t}, \quad (3-24)$$

where $Q$ and $R$ are symmetric positive definite weighting matrices. An approximate choice of these matrices must be made to obtain "acceptable" levels of $x(\tilde{t}_f), x(\tilde{t})$, and $u(\tilde{t})$, where $\tilde{t}_f$ means terminal time. Assume that the desired optimal control law is

$$u^*(\tilde{t}) = - R^{-1} D_c^T S(\tilde{t}) X^*(\tilde{t}), \quad (3-25)$$

where $X^*(\tilde{t})$ is the solution of the state equation with optimal control $u^*$ as input, and $S(\tilde{t})$ is a symmetric matrix to be determined by the following Riccati matrix equation:

$$Q - S D_c R^{-1} D_c^T S + A_c^T S + S A_c = \dot{S} \quad (3-26)$$

Since we are interested in controlling the steady state vibration or controlling the structure over a longtime interval, $\dot{S}$ in the Riccati equation is set to be zero.

### 3.5 Numerical Results

The values chosen for the numerical computation are (Pu, 1995):

- $h/L = 0.01$, $h_1/h_2 = 0.1$, $h_3/h_2 = 0.1$, $E_{A1}/E_2 = E_{A3}/E_2 = 0.368$,
- $E_{M1}/E_2 = E_{M3}/E_2 = 0.117$, $M_{n1} = M_{n3} = 5.0 \, ^{\circ}C$, $M_{s1} = M_{s3} = 23.0 \, ^{\circ}C$,
- $A_{n1} = A_{n3} = 29.0 \, ^{\circ}C$, $A_{n1} = A_{n3} = 51.0 \, ^{\circ}C$, $T_0 = 25 \, ^{\circ}C$
3.5.1 Frequency Factor

The results displayed in Figures 3.4 - 3.7 show the effects of different parameters on the natural frequency of the system. In the figures, the vertical axis represents the nondimensional natural frequency (frequency factor) of the system.

Figure 3.4 shows the temperature effects of SMA on the frequency factor of the system. If the temperature of the SMA layer is less than the austenite start temperature, the increase of the temperature will decrease the system frequency factor. Beginning at the austenite start temperature, the temperature increase of SMA layer will increase the frequency factor. For the temperature above the austenite finish temperature, the temperature increase of SMA will decrease the frequency factor. This is because beginning at the austenite start temperature, the phase transformation due to temperature increase will increase the Young’s modulus of the SMA layers, thus causing an increase of frequency factor. After the austenite finish temperature, no further increase of Young’s modulus will occur. On the other hand, the increase of temperature will have the effect of decreasing the system frequency factor. Hence, a decrease in frequency factor is observed after the austenite finish temperature.

The effects of SMA layer thickness ratio (the ratio of SMA layer thickness to beam thickness) to system frequency factor may be seen in Figures 3.4 or 3.5. Generally speaking, increase of the ratio will increase the system frequency factor,
Figure 3.4 SMA layer temperature vs. system frequency factor

Figure 3.5 SMA layer thickness vs. system frequency factor
both for first mode frequency and for second mode frequency (see Figure 3.5). To observe the thickness effect, we assume a constant temperature $T=25^\circ C$. If the thickness is very thin, say $h_1/h_2=0.01$, there is a very small increase in system frequency factor at the austenite transformation process (see Figure 3.4). But if we increase the thickness of the SMA layer, say $h_1/h_2=0.2$, we found in the numerical calculation that the change of the system frequency factor could be as high as 20% due the austenite transformation.

Figure 3.6 shows the effects of the ratio $h_2/L$ on the frequency factors (first and second modes). The increase of the ratio will increase the frequency factor. For very small ratio, the frequency factor is small. The reason may be explained as follows. If the ratio is very small, the beam is very flexible, thus resulting in a small frequency factor. As the ratio increase, the flexural rigidity of the beam increases, which increases the frequency factor.

Figure 3.7 shows the effects of SMA layer Young’s modulus ratio on the system frequency factor. The ratio is taken as austenite Young’s modulus of SMA material to martensite Young’s modulus of SMA material. Increasing the Young’s modulus ratio of SMA layers will increase the frequency factor. If the ratio is increased from 1.0 to 6.0 (Pu, 1995), the frequency factor will increase about 5%.
Figure 3.6 Beam thickness ratio $h_2/L$ vs. frequency factor

Figure 3.7 SMA Young's modulus ratio vs. system frequency factor
3.5.2 Control results

Figures 3.8 - 3.10 show the results of vibration control for different cases. In the figures, the horizontal axis represents nondimensional time while the vertical axis represents nondimensional transverse displacement amplitude. The beam oscillates with initial conditions to be

\[
\bar{w}(\bar{x}, 0) = 0.05, \quad \frac{\partial \bar{w}(\bar{x}, 0)}{\partial \tau} = 0.0
\]  

(3-27)

Because of the inclusion of temperature effects, the coefficients in the equation will be time functions and the problem is solved iteratively. Given a time increment and the initial conditions, we try to obtain displacement and velocity. Then using the solution as new initial conditions, we move to the next time step. We continue the process until completion.

Figure 3.8 compares the results with and without control. In the figure, the solid and dotted lines represent the results with and without control, respectively. It can be seen from the figure that in the case of no control, the beam will oscillate continuously while for the case of control, the vibration will die out very quickly (τ=0.15). The response time has been reduced tremendously compared with the case
Figure 3.8 Comparison of results with and without active control

Figure 3.9 Control results for different SMA materials
Figure 3.10 Control results for different SMA Young's modulus ratio

Figure 3.11 Vibration control time vs. SMA Young's modulus ratio
If we consider a real beam with the following parameters: \( L = 500 \text{ mm} \), \( h_2 = 10 \text{ mm} \), \( H_1 = h_1 / h_2 = 0.1 \), \( H_3 = h_3 / h_1 \), \( E_2 = 20.6 \times 10^{10} \text{ N/m}^2 \), \( \rho_2 = 7800 \text{ Kg/m}^3 \), \( E_{A1} = E_{A3} = 30 \times 10^9 \), \( E_{M1} = E_{M3} = 13.0 \times 10^9 \), \( \rho_1 = \rho_3 = 6400 \text{ Kg/m}^3 \), then the real response time \( t = 1.542 \) second.

Figure 3.9 shows the effects of different SMA material (different austenite and martensite Young's modulus) on vibration control results. The selection of larger SMA austenite and martensite Young's modulus may reduce the vibration amplitude and vibration time. This is because the increase of Young's modulus will increase the internal control forces in the SMA layers, thus reducing the vibration control time and amplitude.

The effects of Young's modulus ratio of the same SMA material (the ratio of austenite Young's modulus to martensite Young's modulus) on the system frequency factor are shown in Figure 3.10. The increase of the ratio may reduce the vibration amplitude and vibration control time. The relationship between control time and Young's modulus ratio of the SMA material is also shown in Figure 3.11. The control time is taken as the time when vibration amplitude is less than 1% of the initial displacement. It may be seen from the figure that if the ratio \( E_{A1} / E_{M1} \) \( (E_{A3} / E_{M3}) \) is less than 5, the increase of the ratio will reduce the vibration control time greatly. But if the ratio is larger than 5, the effect is negligible.
In this chapter, the mathematical model of a flexible beam covered with shape memory alloy layers is presented. An active vibration control method for a flexible beam by means of SMA layers are discussed. Because of the heating and cooling process of using SMA material, the temperature effect is included in the analysis. It is shown that changes in the Young’s modulus ratio and temperature of SMA layer will affect the natural frequency of the beam. It is noted that in the case of active vibration control, the response amplitude and vibration time will depend upon many factors such as the SMA material, Young’s modulus ratio of the material (the ratio of austenite Young’s modulus to martensite Young’s modulus).

The application of such a model depends on the vibration control purposes. If it is used as an actuator, it could be used for low frequency vibration control (below 6 Hz). If it is used for vibration tuning to avoid resonance, there is no restriction for the vibration frequency.
4.1 Governing equation of the beam

In this section, the mathematical model of the flexible beam with constrained viscoelastic layer and shape memory alloy layer is presented. It is shown that change of the elastic modulus of the shape memory alloy layer will affect the system loss factor and resonance frequency. Also the recovery stress of the SMA layer functions like an excitation, thus changing the right side of the governing equation, i.e., adjusting the excitation. The effects of different parameters found in the analysis are discussed.

The beam with SMA & viscoelastic treatments is shown in Figure 4.1. The upper side of the beam is bonded with a viscoelastic layer and then covered with a constraining layer. The lower side is bonded with a shape memory alloy layer. The following assumptions are made in the analysis: (1) the beam deflection is small and uniform across any section; (2) the primary beam and the constraining layer are assumed to be isotropic; (3) the longitudinal and rotatory inertia effects of the beam are neglected; (4) the damping layers carry shear, but no direct stress, and are assumed to be linear viscoelastic; (5) no slip occurs at the interface between the layers; and (6) the shape memory alloy layer is very thin; (7) the temperature effect will not be included temporarily. With these assumptions, the shear stress in the
Figure 4.1 Beam with SMA and viscoelastic damping treatments

Figure 4.2 Forces and stresses on beam element
damping layer and the total shear force on the section are given by (Mead and Markus, 1982).

\[
\tau_2 = G \left[ \frac{d}{h_2} \frac{\partial w}{\partial x} + \frac{u_1 - u_3}{h_2} \right] \quad (4-1)
\]

\[
S = D_{\varepsilon} \frac{\partial^3 w}{\partial x^3} - Gd \left[ \frac{d}{h_2} \frac{\partial w}{\partial x} + \frac{u_1 - u_3}{h_2} \right] \quad (4-2)
\]

The transverse loading \( p \) on the beam is given by (Mead and Markus, 1982)

\[
p = \frac{\partial S}{\partial x} = D_{\varepsilon} \frac{\partial^4 w}{\partial x^4} - \frac{Gd^2}{h_2} \frac{\partial^2 w}{\partial x^2} - \frac{Gd}{h_2} \left( \frac{\partial u_1}{\partial x} - \frac{\partial u_3}{\partial x} \right) \quad (4-3)
\]

For the SMA layer, let \( E_a^* \), which is determined by Equation (3-18) by replacing subscript "1" or "3" by "a", be the elastic modulus at a given activation temperature \( T \), and \( \sigma_r^* \) be the recovery stress of the SMA layer at a specified strain and activation temperature. Then the actuator stress can be expressed as (Rogers, et al., 1991)

\[
\sigma_a = E_a^* \varepsilon + \sigma_r^* \quad (4-4)
\]

where \( E_a^* \) and \( \sigma_r^* \) are nonlinear functions of temperature and strain. The continuity conditions between SMA and primary beam (layer 3) is

\[
u_4 = u_3 + \frac{h_3 + h_4}{2} \frac{\partial w}{\partial x} \quad (4-5)
\]

Since the SMA layer is very thin, we assume that the stress is only a function of \( x \) on
the whole section. The resultant longitudinal force is zero, i.e.

\[
E_1h_1 \frac{\partial u_1}{\partial x} + E_3h_3 \frac{\partial u_3}{\partial x} + h_4E_a^* \frac{\partial u_4}{\partial x} + h_4 \sigma_x^* = 0 \quad (4-6)
\]

From the force balance (Figure 4.2), we obtain

\[
h_4E_a^* \frac{\partial^2 u_4}{\partial x^2} + h_4 \frac{\partial \sigma_x^*}{\partial x} = -\tau_4(x) \quad (4-7)
\]

\[
\frac{\partial P_3}{\partial x} = b(\tau_4 - \tau_2) \quad (4-8)
\]

If expressed in terms of transverse displacement, \( w(x,t) \), only, we obtain the differential equation of motion for the beam

\[
\frac{D_2E_1h_1h_2C_3}{G} \frac{\partial^6 w}{\partial x^6} - (D_2C_3 + E_1h_1q^2C_2C_3 + \frac{1}{2}E_a^*C_1dh_4) \frac{\partial^4 w}{\partial x^4} = -C_3 \frac{E_1h_1h_2C_3}{G} \frac{\partial^2 p}{\partial x^2} + E_1h_1dh_4 \sigma_x^* [\delta'(x) - \delta'(x-L) ] \quad (4-9)
\]

where

\[
C_1 = E_1h_1 + E_3h_3 + E_a^*h_4
\]

\[
c_2 = 1 - \frac{h_3 + h_4}{2d} \frac{E_a^*h_4}{E_1h_1}
\]

\[
c_3 = E_3h_3 + E_a^*h_4
\]

When the beam is under the action of transversely applied load, \( q(x,t) \), the total inertia load is given by
the whole section. The resultant longitudinal force is zero, i.e.

\[ E_1 h_1 \frac{\partial u_1}{\partial x} + E_3 h_3 \frac{\partial u_3}{\partial x} + h_4 E_a^* \frac{\partial u_4}{\partial x} + h_4 \sigma_x^* = 0 \]  

(4-6)

From the force balance (Figure 4.2), we obtain

\[ h_4 E_a^* \frac{\partial^2 u_4}{\partial x^2} + h_4 \frac{\partial \sigma_x^*}{\partial x} = -\tau_4(x) \]  

(4-7)

\[ \frac{\partial P_3}{\partial x} = b (\tau_4 - \tau_2) \]  

(4-8)

If expressed in terms of transverse displacement, \( w(x, t) \), only, we obtain the differential equation of motion for the beam

\[ \frac{D_c E_1 h_1 h_2}{G} C_3 \frac{\partial^6 w}{\partial x^6} - \left( D_c C_1 + E_1 h_1 \frac{d^2}{dx^2} C_2 C_3 + \frac{1}{2} E_a^* C_1 dh_4 h_4 \right) \frac{\partial^4 w}{\partial x^4} \]

\[ = -C_1 P + \frac{E_1 h_1 h_2 C_3}{G} \frac{\partial^2 P}{\partial x^2} + E_1 h_1 dh_4 \sigma_x^* \left[ \delta'(x) - \delta'(x-L) \right] \]  

(4-9)

where

\[ C_1 = E_1 h_1 + E_3 h_3 + E_a^* h_4 \]

\[ C_2 = 1 - \frac{h_3 + h_4}{2d} \frac{E_a^* h_4}{E_1 h_1} \]

\[ C_3 = E_3 h_3 + E_a^* h_4 \]

When the beam is under the action of transversely applied load, \( q(x,t) \), the total inertia load is given by
where $m$ is the mass per unit length of the beam. Thus the differential equation for the forced vibration is given by

$$p(x, t) = -m\frac{\partial^2 w}{\partial t^2} + q(x, t)$$

(4-10)

From the above equation, we know: (1) the recovery stress functions as an excitation to the system and we can change the excitation by adjusting the recovery stress in the SMA layer; and (2) the change of $E_a^*$ in the SMA layer will change the value of the natural frequency and system loss factor since the $C_S$ are functions of $E_a^*$. Hence, even though the damping layer and constraining layer can not be changed after construction, we can still adjust the natural frequency and system loss factor to avoid resonance or to suppress the vibration of the beam. We call this kind of damping smart damping treatment (SDT). The boundary conditions for simply supported beam at $x=0$ and $x=L$ are:

$$w(0, t) = 0, \quad \frac{\partial^2 w(0, t)}{\partial x^2} = 0, \quad \frac{\partial^4 w(0, t)}{\partial x^4} = 0$$

(4-12)

$$w(L, t) = 0, \quad \frac{\partial^2 w(L, t)}{\partial x^2} = 0, \quad \frac{\partial^4 w(L, t)}{\partial x^4} = 0$$

(4-13)

$$\frac{D_t E_1 h_1 h_2 C_3}{G} \frac{\partial^6 w}{\partial x^6} - \left( D_t C_1 + E_1 h_1 \alpha^2 C_2 C_3 + \frac{1}{2} E_a^* C_1 d h_1 h_4 \right) \frac{\partial^4 w}{\partial x^4}$$

$$- m \left( \frac{E_1 h_1 h_2 C_3}{G} \frac{\partial^4 w}{\partial x^2 \partial t^2} + C_1 \frac{\partial^2 w}{\partial t^2} \right)$$

$$= -c_1 q(x, t) + \frac{E_1 h_1 h_2 C_3}{G} \frac{\partial^2 q}{\partial x^2} + E_1 h_1 d h_4 \sigma^* \left[ \delta'(x) - \delta'(x-L) \right]$$

(4-11)
4.2 Frequency and loss factor

In order to discuss the effect of $E_a^*$ on the resonance frequency and loss factor of the beam, we seek the homogeneous form of equation (4-11). Assume the solution of the form

$$w = Be^{j\Omega t} e^{kx} \quad (4-14)$$

where $\Omega$ and $k$ are the unknown complex natural frequency and characteristic values. Substituting equation (4-14) into the homogeneous form of equation (4-11) yields

$$\frac{C_3 D_t E_a h_2}{G} k^6 - \left( D_t C_1 + E_a h_1 g^2 C_2 C_3 + \frac{1}{2} E_a^* C_1 d h_1 h_4 \right) k^4$$

$$- m \Omega^2 \left( \frac{E_a h_1 h_2 C_3}{G} k^2 - C_1 \right) = 0$$

(4-15)

The complex resonance frequency, $\Omega$, the associated real frequency, $\omega$, and the system loss factor of the beam, $\eta$, are related by

$$\Omega^2 = \omega^2 (1 + j \eta) \quad (4-16)$$

For any $\Omega$, there are six roots, $k_1, k_2, k_3, k_4, k_5, k_6$ from equation (4-16). By writing the solution (4-14) in the following form

$$w = \sum_{i=1}^{6} B_i e^{k_i x} e^{j\Omega t} \quad (4-17)$$

The $B_i$s ($i=1, 2, ..., 6$) have to be determined from the boundary conditions. Substituting equations (4-17) into (4-12) and (4-13), we obtain six homogeneous
equations involving the unknowns $B_j$. For nontrivial solutions, the determinant must be zero, i.e.

$$\det(\Omega, k) = 0$$

Equations (4-15) and (4-18) are two nonlinear complex equations involving $f$ and $k$. A modified Muller's method was developed to find $k$ and $\Omega$, thus determining the resonance frequency and loss factor.

### 4.3 Optimal Control

From equation (4-11), the differential equations governing the motion of the beam are found to be (with $q(x,t)=0$):

$$\frac{D_i E_i h_1 h_2 C_3}{G} \frac{\partial^6 w}{\partial x^6} - \left[ D_i C_1 + E_i h_1 d^2 C_2 C_3 \right]$$

$$\frac{1}{2} E_i^* C_1 h_2 h_4 \frac{\partial^4 w}{\partial x^4} + \frac{m}{b} \left( \frac{E_i h_1 h_2 C_3}{G} \frac{\partial^4 w}{\partial x^2 \partial t^2} - C_1 \frac{\partial^2 w}{\partial t^2} \right)$$

$$= E_i h_1 dh_4 \sigma_r^* [\delta'(x) - \delta'(x-L)]$$

where $w(x,t)$ is the transverse displacement, $E_i^*$ is the Young's modulus of the SMA layer, and $\sigma_r^*$ is the recovery stress of the SMA layer. The definitions of the other parameters are given in the list of symbols. We can adjust the recovery stress in a desired way by changing the temperature, $T$, thus adjusting the excitation to minimize...
In the case of a simply supported beam, the boundary conditions at \( x = 0 \) and \( 1 \) are:

\[
\bar{w}(\bar{x}, \bar{t}) = 0, \quad \frac{\partial^2 \bar{w}(\bar{x}, \bar{t})}{\partial \bar{x}^2} = 0, \quad \frac{\partial^4 \bar{w}(\bar{x}, \bar{t})}{\partial \bar{x}^4} = 0
\]  

(4-21)

The transverse displacement response of the beam is assumed to be of the form:

\[
\bar{w}(\bar{x}, \bar{t}) = \sum_{i=1}^{\infty} T_i(\bar{t}) \Phi_i(\bar{x})
\]  

(4-22)

where \( T_i(\bar{t}) \) is the time dependent function to be determined and the eigenfunction of the beam \( \Phi_i(\bar{x}) \) is taken as \( \sin \lambda_i \bar{x} \) to satisfy the boundary conditions. Substituting Equations (4-22) into (4-20) and using the orthogonal relationships yield:

\[
\tilde{T}_i(\bar{t}) + A_i T_i(\bar{t}) = D_i \mu(\bar{t})
\]  

(4-23)

where
\[ A_i = \frac{C_i^{\lambda_6} - C_i^{\lambda_4}}{C_6 \left( C_7 \lambda_i^2 - \bar{C}_1 H_3 \right)} \]
\[ D_i = \frac{2\lambda_i \left[ 1 - (-1)^\gamma \right]}{C_i^{\lambda_i^2 - C_i H_3}} \]
\[ u(\tau) = \frac{\bar{E}_1 H_1 \bar{d} H_4 H_3^2}{C_6} \bar{\sigma} \]

Even though the solution is made up of infinite terms, only a finite number will have an appreciable effect on the displacement. If we assume a 2n-dimensional state variable vector to be:

\[ m = m_y \ldots, T_n (\tau), \ldots, \frac{\partial T_n (\tau)}{\partial \tau} \]

where the superscript, \( T \), denotes the transpose of the vector, eq. (4-23) may be written as:

\[ \dot{X}_c(\tau) = A_c X_c(\tau) + D_c u(\tau) \]

where

\[ A_c = \begin{bmatrix} 0 & I \\ -\delta_{ij} A_{ij} & 0 \end{bmatrix}, \quad D_c = \begin{bmatrix} 0 & 0 \\ 0 & \delta_{ij} D_{ij} \end{bmatrix} \]

\( I \) is the identity matrix and \( \delta_{ij} \) is the Kronecker delta. If a sensor is attached at \( \bar{x} = \bar{\bar{x}}_x \), the corresponding deflection at that point is \( \bar{w}_x(\bar{\bar{x}}_x, \tau) \). The output is then given by:

\[ Y_c = d_c X_c(\tau) \]

where \( d_c \) is a constant vector and \( d_c = [X_1(\bar{\bar{x}}_x), \ldots, X_n(\bar{\bar{x}}_x); 0, \ldots, 0] \). The performance
index for a linear regulator problem is defined to be:

\[ J = \frac{1}{2} \int_{t_0}^{\infty} (X_c^T Q X_c + u^T R u) \, dt \tag{4-27} \]

where \( Q \) and \( R \) are symmetric positive definite weighting matrices. An approximate choice of these matrices must be made to obtain "acceptable" levels of \( x(T_f), x(\tau), \) and \( u(\tau), \) where \( T_f \) means terminal time. It is assumed that the desired optimal control law is:

\[ u^*(\tau) = -R^{-1} D_c^T S(\tau) X^*(\tau), \tag{4-28} \]

where \( X^*(\tau) \) is the solution of the state equation with optimal control, \( u^*, \) as input, and \( S(\tau) \) is a symmetric matrix to be determined by the following Riccati matrix equation:

\[ Q - S D_c R^{-1} D_c^T S + S A_c^T S + S A_c = \dot{S} \tag{4-29} \]

Since we are interested in controlling the steady state vibration or controlling the structure over a longtime interval, \( \dot{S} \) in Riccati equation is set to be zero.

4.4 Temperature Effects

4.4.1 Temperature Distribution

We will include the temperature effect in the analysis by relaxing the
assumption (7). As shown in the Figure 4.3, we assume that the temperature at the interface between the primary beam and SMA layer to be $T_i$ and the environmental temperature to $T_0$. Neglecting the longitudinal heat conduction, the temperature distribution inside the beam section is determined by solving the one-dimensional unsteady heat conduction problem

$$\frac{\partial T_i}{\partial t} = \alpha \frac{\partial^2 T_i}{\partial z^2}, \quad z_{i-1} < z < z_i, \quad t > 0 \quad (i=1,2,3) \quad (4-30)$$

subject to the boundary conditions:
\[
\begin{align*}
T_1 &= T_2 \quad \text{at } z = z_1 \quad t > 0 \\
\frac{\partial T_1}{\partial z} &= \frac{\partial T_2}{\partial z} \quad \text{at } z = z_1 \quad t > 0 \\
T_2 &= T_3 \quad \text{at } z = z_2 \quad t > 0 \\
\frac{\partial T_2}{\partial z} &= \frac{\partial T_3}{\partial z} \quad \text{at } z = z_2 \quad t > 0 \\
T_3 &= T_4 \quad \text{at } z = z_3 \quad t > 0
\end{align*}
\]

We assume that the constraining layer, viscoelastic layer and primary beam are at \( T_0 \) initially when the SMA layer is "turned on" by having its temperature jumping instantaneously to \( T_4 \); thus:

\[
\begin{align*}
T_1 &= T_0 \quad \text{for } t = 0 \quad z_0 < z < z_1 \\
T_2 &= T_0 \quad \text{for } t = 0 \quad z_1 < z < z_2 \\
T_3 &= T_0 \quad \text{for } t = 0 \quad z_2 < z < z_3
\end{align*}
\]

where \( T_i, k_i, \alpha_{Ti} (i=1,2,3) \) are the temperature, material thermal conductivity and thermal diffusivity of \( i-th \) layer, respectively; \( z_i (i=0,1,2,3) \) are the coordinates in the \( z \) direction; and \( \xi_1 \) is the convection heat transfer coefficient of the constraining layer. The temperatures \( T_i \) \( (i=1,2,3) \) can be determined by solving Equations (4-30), (4-31a) and (4-31b). Introducing the following parameters:
\[
\begin{align*}
  a_0 &= (k_2 - k_1)z_1 + k_1 z_2 \\
  a_1 &= k_2 / a_0 \\
  a_2 &= k_1 / a_0 \\
  a_3 &= k_1 k_2 / a_0 k_3 \\
  b_1 &= k_1 k_2 / k_3 a_0 \\
  b_2 &= z_1 (k_2 - k_1) / a_0 \\
  b_3 &= 1 - k_2 k_1 z_3 / k_3 a_0
\end{align*}
\]

and functions:

\[
\begin{align*}
  \phi_1(z) &= a_1 z + b_1 \\
  \phi_2(z) &= a_2 z + b_2 \\
  \phi_3(z) &= a_3 z + b_3
\end{align*}
\]

\[
\begin{align*}
  \varphi_{1n}(z) &= \cos \frac{\beta_n z}{T_1} + B_{1n} \sin \frac{\beta_n z}{T_1} \\
  \varphi_{2n}(z) &= A_{2n} \cos \frac{\beta_n z}{T_2} + B_{2n} \sin \frac{\beta_n z}{T_2} \\
  \varphi_{3n}(z) &= A_{3n} \cos \frac{\beta_n z}{T_3} + B_{3n} \sin \frac{\beta_n z}{T_3}
\end{align*}
\]

where \(\beta_n\) is determined by the following characteristic equation for the heat transfer problem (in the equation, \(\beta_{ni} = \beta_n / \sqrt{\alpha_{Ti}}\), \(k_i = k_i / \sqrt{\alpha_{Ti}}\), i = 1, 2, 3).
\[
\begin{vmatrix}
\xi_1 & k_1\bar{\beta}_{n1} & 0 & 0 & 0 & 0 \\
\cos\bar{\beta}_{n1}z_1 & \sin\bar{\beta}_{n1}z_1 & -\cos\bar{\beta}_{n1}z_1 & -\sin\bar{\beta}_{n1}z_1 & 0 & 0 \\
-k_1\sin\bar{\beta}_{n1}z_1 & k_1\cos\bar{\beta}_{n1}z_1 & k_2\sin\bar{\beta}_{n2}z_1 & k_2\cos\bar{\beta}_{n2}z_1 & 0 & 0 \\
0 & 0 & \cos\bar{\beta}_{n2}z_2 & \sin\bar{\beta}_{n2}z_2 & -\cos\bar{\beta}_{n2}z_2 & -\sin\bar{\beta}_{n2}z_2 \\
0 & 0 & -k_2\sin\bar{\beta}_{n2}z_2 & k_2\cos\bar{\beta}_{n2}z_2 & k_3\sin\bar{\beta}_{n3}z_3 & -k_3\cos\bar{\beta}_{n3}z_3 \\
0 & 0 & 0 & 0 & \cos\bar{\beta}_{n3}z_3 & \sin\bar{\beta}_{n3}z_3
\end{vmatrix}\]
\]

and $A_{in} \ (i=2,3)$, $B_{in} \ (i=1,2,3)$ are determined by

\[
[C] \ \{\chi\} = \{D\}
\]

where

\[
\{\chi\} = \{B_{1n}, A_{2n}, B_{2n}, A_{3n}, B_{3n}\}^T
\]

\[
\{D\} = \{-\xi_1, -\cos\bar{\beta}_1z_1, k_1\sin\bar{\beta}_1z_1, 0, 0\}^T
\]
The heat distribution in each layer is found to be:

\[
T_i(z,t) = \psi_i(z,t) + \phi_i(z)(T_4-T_0) + T_0 \quad (i=1,2,3) \quad (4-24)
\]

where

\[
\psi_i(z,t) = \sum_{n=1}^{\infty} e^{-\beta_n t} \frac{1}{N_n} \varphi_{in}(z) \sum_{j=1}^{3} k_{ij} \int_{\alpha_j}^{x_i} \varphi_j(z') \phi_j(z')(T_0-T_4) \, dz'
\]

\[
N_n = \sum_{j=1}^{3} \frac{k_{ij}}{\alpha_j} \int_{\alpha_j}^{x_i} \varphi_j^2(z') \, dz'
\]
4.4.2 Governing equations including temperature effect

In general, the elastic modulus and loss factor of damping materials are functions of the frequency and temperature. The Young's modulus of the damping material may be expressed as (Jones, 1974):

\[ E = E_d(\omega, T)[1 + j\eta(\omega, T)] \]  \hspace{1cm} (4-36)\]

where \( E_d(\omega, T) \) and \( \eta(\omega, T) \) are the real part of the complex Young's modulus and loss factor of damping material, respectively; and \( \omega \) and \( T \) are the frequency and temperature, respectively. For most elastomeric materials in the rubbery and transition regions, \( E_d = 3G_d \). The essential simplicity of the temperature-frequency equivalence principle lies in the assertion that the values of \( E_d \) and \( \eta \) at different frequencies and temperatures obey the following relationships (Jones, 1974):

\[
\begin{align*}
E_d(\omega, T) &= (T\rho/T_0\rho_0)E_d(\omega \alpha_T) \\
\eta(\omega, T) &= \eta(\omega \alpha_T)
\end{align*}
\]  \hspace{1cm} (4-37)\]

where \( \alpha_T \) is a function of temperature known as the shift factor and \( T_0 \) is a reference temperature. \( \alpha_T \) is given by (Jones, 1974)

\[ \alpha_T = [1 + (T - T_0)/278]^{-14} \]  \hspace{1cm} (4-38)\]

In order to include the temperature effect, equation (4-4) and (4-6) are rewritten as:
\[ \sigma = E^* [\epsilon + \alpha_4 (T_4 - T_0)] + \sigma^* \]  

(4-39)

\[ E_1 h_1 \left[ \frac{\partial u_1}{\partial x} + \alpha_1 (T_1 - T_0) \right] + E_3 h_3 \left[ \frac{\partial u_3}{\partial x} + \alpha_3 (T_3 - T_0) \right] \]

(4-40)

\[ E_4^* h_4 \left[ \frac{\partial u_4}{\partial x} + \alpha_4 (T_4 - T_0) \right] + h_4 \sigma^* = 0 \]

From equations (4-1), (4-3), (4-5), (4-7), (4-8), (4-10), (4-39) and (4-40), we obtain the differential equation including the temperature effect as follows:

\[
\frac{D}{E_1 h_1 h_2 C_3} \frac{\partial^6 w}{\partial x^6} - \left[ D C_1 + E_1 h_1 d^2 C_3 + \frac{1}{2} E_1 h_1 E_3^* h_4 (h_3 + h_4) d \right] \frac{\partial^4 w}{\partial x^4} \\
- m \left( \frac{E_1 h_1 h_2 C_3}{G} \left( \frac{\partial^4 w}{\partial x^2 \partial t^2} + C_1 \frac{\partial^2 w}{\partial t^2} \right) \right) = -C_1 q(x,t) + \frac{E_1 h_1 h_2 C_3}{G} \frac{\partial^2 q}{\partial x^2} + \} \frac{\partial^2 q}{\partial x^2} \\
- \{ \alpha_1 E_1 h_1 d C_3 (T_1 - T_0) - \alpha_3 E_3 h_3 d C_1 (T_3 - T_0) \\
- E_1 h_1 h_4 d [E_4^* \alpha_4 (T_4 - T_0) + \sigma^*] [\delta'(x) - \delta'(x - L)] \}
\]

(4-41)

In the case of no temperature effect, by selecting the \( \alpha_i = 0 \) \( (i=1,3,4) \), equation (4-41) reduce to equation (4-11). In the case of no SMA layer and neglecting temperature effects, Equation (4-10) reduces to Equation (16) obtained by Mead and Markus (1969).

### 4.4.3 Vibration Control

In the case of no distribution load, let \( q(x,t) \) in equation (4-41) be zero. If we introduce the dimensionless parameters (4-20a) and coefficients (4-20b), Equation
(4-41) can be rewritten as:

\[ C_4 \frac{\partial^6 \ddot{w}}{\partial x_6^6} - C_5 \frac{\partial^4 \ddot{w}}{\partial x^4} + C_6 \left( C_7 \frac{\partial^4 \ddot{w}}{\partial x^2 \partial t^2} - \bar{C}_1 H_3 \frac{\partial^2 \ddot{w}}{\partial t^2} \right) = \left( -\alpha_1 \bar{E}_1 H_1 \ddot{d} \bar{C}_3 (T_1 - T_0) + \alpha_3 \bar{E}_3 H_3 \ddot{d} \bar{C}_1 (T_3 - T_0) \right) \]

\[ + \bar{E}_1 H_1 \ddot{d} H_4 H_3^2 \left[ \bar{E}_d \alpha_4 (T_4 - T_0) + \tilde{\sigma} \right] \left[ \delta'(x) - \delta'(x-1) \right] \]

The transverse displacement of the beam may be assumed to be variable separable and given by Equation (4-22). Substituting equation (4-22) into equation (4-42) and using the orthogonal relationships yield:

\[ \ddot{T}_i(t) + A_i \ddot{T}_i(t) = D_i \mu(t) \]

where

\[ A_i = \frac{C_4 \lambda_i^6 - C_5 \lambda_i^4}{C_6 (C_7 \lambda_i^2 - \bar{C}_1 H_3)} \]

\[ D_i = \frac{2 \lambda_i [1 - (-1)^i]}{C_4 \lambda_i^2 - \bar{C}_1 H_3} \]

\[ u_i(t) = \frac{-\alpha_1 \bar{E}_1 H_1 \ddot{d} \bar{C}_3 \bar{T}_1 + \alpha_3 \bar{E}_3 H_3 \ddot{d} \bar{C}_1 \bar{T}_3 + \bar{E}_1 H_1 \ddot{d} H_4 H_3^2 [\alpha_4 \bar{E}_4 \bar{T}_4 + \tilde{\sigma}]}{C_6} \]

\[ \bar{T}_i = T_i - T_0 \quad (i = 1, 3, 4) \]

if we use the coefficients defined by (4-44), equations (4-24)- (4-29) may still be used to solve the control problem in this case.
4.5 Numerical Results

The input parameters, unless stated otherwise, were:

\[ \begin{align*}
    h_y/L &= 0.02, \quad h_y/h_3 = h_y/h_3 = 1.0, \quad h_y/h_3 = 0.1, \quad E_y/E_3 = 1.0, \quad E_{Ad}/E_3 = 0.368, \quad E_{Ms}/E_3 = 0.117, \\
    Mf &= 5.0 \, ^\circ \text{C}, \quad Ms = 23.0 \, ^\circ \text{C}, \quad A_s = 29.0 \, ^\circ \text{C}, \quad A_t = 51.0 \, ^\circ \text{C}, \quad T_0 = 25.0 \, ^\circ \text{C}, \quad G/E_3 = 0.05, \\
    \rho_1 &= \rho_3 = 7800 \, \text{Kg/m}^3, \quad \rho_2 = 3140 \, \text{Kg/m}^3, \quad E_1 = E_3 = 20.6 \, \text{N/m}^2, \quad \xi_1 = 100 \, \text{J/(hr.m}^2.\, ^\circ \text{C}), \\
    \alpha_{T1} &= \alpha_{T3} = 0.042 \, \text{m}^2/\text{hr}, \quad \alpha_{T2} = 0.35 \, \text{m}^2/\text{hr}, \quad L = 0.5 \, \text{m}.
\end{align*} \]

4.5.1 Frequency and Loss Factor

Figure 4.4 shows the effects of SMA layer temperature to system frequency factor for both the first and second modes. If the temperature of the SMA layer is less than the martensite start temperature, the increase of the temperature will decrease the system frequency factor. Beginning at the austenite start temperature, the temperature increase of SMA layer will increase the frequency factor. For the temperature above the austenite finish temperature, the increase of SMA temperature will decrease the frequency factor. This is because temperature increase will generally decrease the frequency factor. But beginning at the austenite start temperature, the phase transformation due to temperature increase will increase the Young's modulus of SMA material, thus causing the increase of the frequency factor. After the austenite finish temperature, no further increase of Young's modulus will occur. So the frequency factor will decrease with increase of SMA layer temperature.
Figure 4.4 SMA layer temperature vs. system frequency factor

Figure 4.5 SMA layer temperature vs. system loss factor
Figure 4.5 shows the result of system loss factor versus SMA layer temperature for different damping material loss factors. It is noted that there exists a temperature which makes the system loss factor be maximum. Also increase the value of damping material loss factor will increase the value of system loss factor. Because of consideration of temperature effect, there is a maximum loss factor temperature which depend upon $\eta_c$. For this case, we choose the temperature to be 30 °C. When the SMA layer is heated to about 37 °C, the temperature in damping layer is about 30 °C. Thus, we see a maximum system loss factor in the figure.

Figure 4-6 shows the results of system frequency factor and loss factor versus shear modulus ratio of damping layer (the ratio of damping layer shear modulus to Young’s modulus of the primary beam). Increase of the shear modulus will increase the system frequency factor. But there is an optimal shear modulus which makes the system loss factor be maximum.

Figure 4-7 shows the results of system frequency factor and system loss factor versus damping layer height ratio (the ratio of damping layer height to primary beam height). Increase of the ratio will decrease the system frequency factor, but increase the system loss factor. Because damping material is soft compared with primary beam, increasing the height of damping layer will reduce the rigidity of the beam, thus decreasing the system frequency factor.
Figure 4.6 Shear Modulus ratio vs. system frequency and loss factor

Figure 4.7 Damping layer height ratio vs. system frequency and loss factor
4.5.2 Control Results

Figure 4.8 - 4.10 shows the results of vibration control for different cases. In the figures, the horizontal axis represents nondimensional time while the vertical axis represents nondimensional displacement amplitude. The initial conditions chosen for the problems are:

\[ \bar{w}(\bar{x}, 0) = 0.05, \quad \frac{\partial \bar{w}(\bar{x}, 0)}{\partial t} = 0. \quad (4-29) \]

The problem is solved iteratively. Given a time increment and the initial conditions, we try to obtain response displacement and velocity. Then using the solution as new initial condition, we move to next time step. We continue the process until the displacement is less than 1/100 of initial value.

Figure 4.8 compares the results with and without active vibration control. The loss factor chosen for this case is \( \eta_{cm} = 1.6 \). The vibration time for the active control case is approximately 1/3 of no active control case. In addition, the vibration response amplitude for controlled case is much smaller than that of the uncontrolled case. Unlike the results shown in Chapter 3, here the vibration will die out both for controlled and uncontrolled cases. This shows the effectiveness of damping material used to control vibration. If we compare the real time, the response time for the controlled case is \( t = 3.24 \) second; but the response time for the uncontrolled case is \( t = 7.85 \) second.
Figure 4.8 Comparison of results with and without active vibration control

Figure 4.9 Vibration response for different damping material loss factor
Figure 4.9 shows the vibration displacement response without active control for different damping material loss factors. It is noted from the figure that increasing the value of damping material loss factor may reduce vibration time and amplitude as expected. Figure 4.10 shows the vibration displacement response with active control for different damping material loss factors. Increasing damping material loss factor may improve the vibration control results in term of both response amplitude and vibration time. If we compare the results of Figures 4.9 and 4.10, we note that active control case shows much better results (shows smaller vibration amplitude and less vibration time).
4.6 CONCLUSIONS

Vibration control of a flexible beam using a constrained viscoelastic damping treatment and shape memory alloy is studied. The SMA layer is used as an actuator, which is capable of changing its elastic modulus and recovery stress. For the flexible vibration of beams with SMA and constrained damping treatment, the following conclusions may be obtained: 1) in the case of active vibration control, vibration will die out much quicker than in the no control case with the response amplitude being much smaller; 2) the introduction of damping treatment may improve the control results; 3) although there is a limitation in the control frequency range because of the heating and cooling process of the SMA actuators, this model may also be used in high frequency applications because of the employment of the constrained viscoelastic layer.
Chapter 5 Experiment

In this chapter, the experimental study of the vibration characteristics for different systems will be presented. The experiments cover vibration characteristics of different constrained viscoelastic damping treatments with and without end mass.

5.1 Experimental Schemes

The experimental scheme for the analysis of dynamic characteristics is shown in Figure 5.1. It is mainly composed of the excitation system, flexible beam structure and data acquisition system. In order to measure the system characteristics (frequency, vibration mode and damping), we use the Bruei & Kjar impact hammer type 8202 to excite the structure. The hammer is connected to a Bruel & Kjar Line-Drive Amplifier type 2644, and then by means of a cable, the Line-Drive Amplifier is connected to the channel A Line-Drive Socket on the Bruel & Kjar Dual Channel Signal Analyzer type 2034. The response accelerometer with line drive amplifier is mounted on the structure to be tested. The amplifier is connected to the Channel B Line-Drive socket on the Dual Channel Signal Analyzer. As mentioned before, the experiments will be done for many different cases. The data are
measured by the Dual Channel Signal Analyzer, and then analyzed. Also the data will be transferred to a PC computer with the StarStruct System which is a series of software products for testing and analyzing the dynamics of mechanical structures. The data transfer is done via the GPIB (IEEE 488) Interface Bus.
5.2 Vibration Experiments of Constrained Viscoelastic Damping Structure

The damping treatment considered here is a constrained viscoelastic layer treatment applied to the beams. In the test, damping coverage length, location, etc., will be analyzed. The damping material used for the experiments is called DYAD 601 from THE SOUNDCOAT COMPANY, INC.. DYAD 601 is Soundcoat’s constrained layer damping material for vibration damping at low temperatures.

![Diagram of damping layer and constraining layer](image)

**Figure 5.2** Attachment of damping layer and constraining layer

DYAD 601 provides maximum damping at about 50°F (10°C), but the material has a useful damping range from -10°F to 100°F (-23°C to 38°C). The sample for the original structure is a steel beam with the dimension 342.9 mm long x 31.75 mm wide x 3.175 mm high. The dimensions for the DYAD 601 damping material are 31.75 mm wide x 0.6 mm high with different length of coverage. The constraining layer is an aluminum sheet with dimensions 31.75 mm wide x 1 mm high with different length of coverage. The attachment of damping layer and constraining layer on the beam is shown in Figure
shown in Figure 5.2. The length of coverage $L_1$ is varied for different cases. We take the values to be 52.324mm, 106.68mm, 190.5mm and 304.8mm, respectively. The experimental results for different coverage and end masses are shown in Figures 5.3 - 5.7.

Case 1 Coverage Length Effects

Figure 5.3 shows the results of system loss factor versus coverage ratio. The solid line represents the experimental result and the dotted line represents the theoretical result. For the parameters given, the maximum loss factor for the first mode occurs when the coverage length is about 70% of the beam. For the theoretical result, the maximum value occurs at about 60% coverage. This confirms the conclusion obtained in the previous chapters that there exists an optimal coverage ratio which makes the loss factor reach maximum. Also, the theoretical value of loss factor is smaller than the experimental result. The main reason is that in the experiments, we used the epoxy adhesives to connect the damping layers with beam and constraining layers. These adhesive layers would dissipate a certain amount of energy while such effects are not considered in the theoretical analysis. The error for system loss factor between theory and experiment is about 12%.

The Effects of coverage length to the natural frequency of the system are shown in Figure 5.4. The solid line represents the experimental result of the first natural frequency, The dotted line represents the theoretical result. We note from
Figure 5.3 Coverage length ratio vs. system loss factor

Figure 5.4 Coverage length ratio vs. natural frequency of the system
the figure that the increase of the coverage length will increase the natural
frequencies. This tendency confirms the numerical results obtained in Chapter 2. In
additions, the theoretical results give larger natural frequency compared to the
experimental result. For small coverage, the difference in the natural frequency
obtained by experiment and by numerical method is small; this different increases
with coverage but the maximum error is less than 5%.

Case 2 End Mass Effects

Figure 5.5 gives the comparison of system loss factor for different mass ratios
(end mass to mass of the beam). The solid line represents the experimental result
and the dotted line represents the theoretical result. Both the theoretical and
experimental results show the tendency that the increase of the mass ratio (the ratio
of end mass versus the mass of the whole beam) will decrease the system loss factor.
Besides, the system loss factor obtained by experiments is larger than that obtained
by theoretical analysis. The explanation is that in the experiments, we used the epoxy
adhesives to connect the damping layers with beam and constraining layers. These
adhesive layers would dissipate certain amount of energy while such effects were not
considered in the theoretical analysis. The maximum error for the system loss factor
between theory and experiment is about 11%.

Figure 5.6 shows the results of first natural frequency versus the mass ratio.
Figure 5.5 The ratio of end mass to mass of beam vs. system loss factor

Figure 5.6 The ratio of end mass to mass of beam vs. natural frequency
The solid line represents the experimental result and the dotted line represents the theoretical result. The natural frequency obtained by experiment is smaller than that obtained by theoretical analysis. For small ratio, the difference of natural frequency obtained by theoretical analysis and by experiment is small. The difference increases with the increasing of mass ratio. The maximum error observed from theory and experiment about 9%. As a whole, the theory and experiment give the same tendency that the increase of mass ratio will decrease the natural frequency.
Case 3  Single and Double Sandwich Beam

Figure 5.7 compares the system loss factor of single and double sandwich beam for different coverage ratio. From the result obtained, we note that double sandwich beam gives larger system loss factor than single sandwich beam. For small coverage, the difference of system loss factor between single sandwich beam and double sandwich beam is large. But for the case of almost fully covered by constrained damping layers, the loss factors for single and double sandwich beam are almost the same. This confirms the results of Levy and Chen (1994a) that for small coverage double sandwich beam has higher loss factors.
In this dissertation, the methods of active and/or passive vibration control for flexible structures were presented. The research covered four parts: 1) passive viscoelastic damping treatment; 2) active vibration control using layered SMA; 3) combined application of viscoelastic damping treatment and SMA; 4) experiments.

1). Passive Damping Treatment

In order to maximize damping and save weight of the structure and cost, a partially covered double sandwich cantilever beam model was presented. To take into account of end loads effect of elastic structures such as robot arm or manipulator, a model of partially covered double sandwich cantilever beam with mass at free end was discussed. Also a more accurate model (Timoshenko model) which may be used in the case of short beam and higher vibration modes was discussed. The effects of different parameters (material and geometrical parameters) on system frequency and loss factors were analyzed and discussed. From the numerical results, we conclude:

a) there exist optimal damping coverage length and optimal shear modulus of damping material which make the system loss factor maximum;

b) the addition of end mass will reduce the system natural frequency and the system loss factor;
c) the frequency factor obtained by Euler beam model defined here is than that obtained by Timoshenko beam model;

d) in term of the system loss factor, the double sandwich beam is better than single sandwich beam for small coverage of constrained damping layer.

2). Active Vibration Control

Composites with SMA have the ability to change material properties, induce large internal forces in the materials, modify the stress and strain state of the structure. In order to use these properties, an active vibration control model by means of SMA actuators was discussed. The layered structure is easy to implement in real application, especially for existing structures. The temperature effect was also included in the analysis. From the numerical results, we know:

a) the change of physical properties in the SMA layer will change the system loss factor;

b) the change of SMA layer temperature will change the system loss factor; if the temperature is below the austenite starting temperature, or above the austenite finishing temperature, increase of temperature will decrease the system loss factor; if the temperature is between these temperature, increase of the temperature will increase the system loss factor;
c) active vibration control is much better than no control case in terms of vibration amplitude and vibration response time;

d) the application of such model depends on the vibration control purpose. If it is used as an actuator, it could be used for low frequency vibration. If it is used for vibration tuning to avoid resonance, there is no restriction for the vibration frequency.

3). Active and Passive Vibration Control Combination

A model of combined application of SMA actuator and constrained viscoelastic damping treatment (called smart damping treatment) was presented. We can change the system frequency and loss factor by changing SMA properties. Vibration control results were discussed. For such a system, it is noted that:

a) in the case of active vibration control, vibration will die out much quicker than in the no control case with response amplitude having much smaller;

b) the introduction of damping treatment may improve the control results; c) although there is a limitation in the control frequency range because of the heating and cooling process of the SMA actuators, this model may also be used in high frequency applications because of the employment of the constrained viscoelastic layer.
4). Experiments

Because of the limitation of experimental equipment, the only experiments performed were to determine the vibration characteristics of constrained viscoelastic damping structures with and without end masses. The experimental results were compared with theoretical results. Tendencies predicted by the theory were confirmed by the experiments. Quantitatively, good agreement was observed with the differences between theory and experiment having explained. The errors for system loss factor and natural frequency between theory and experiment are about 12% and 9%, respectively.

5) Applications

The models studied here could be for vibration control in flexible robot structure, space manipulator system, suspension bridge, car, railway vehicle and many other structures.

6). Future Research

The following topic areas are to be investigated in the future:

a) Study of more compact system (Constraining layer of previous structure is replaced by SMA material which was suggested by Dr. Gareth J. Knowles);

b) study of partially covered SMA structure;
c) Experimental verification of vibration control by means of SMA actuators or combined application of SMA actuator and constrained viscoelastic damping treatment. We will design a vibration signal sensing system, A/D and D/A converter system, control system (computer and software), and power supply system for SMA actuators;

d) application of theoretical and experimental results to more complex system, such as multibody systems that existed in real environmental situations such as multi-link robot systems and large space manipulators.
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