Florida International University

FIU Digital Commons

FIU Electronic Theses and Dissertations University Graduate School

7-9-2008

Small sample confidence intervals for the mean of a
positively skewed distribution

Cherylyn Almonte

Florida International University

DOI: 10.25148/etd.F113101599
Follow this and additional works at: https://digitalcommons.fiu.edu/etd

b Part of the Statistics and Probability Commons

Recommended Citation

Almonte, Cherylyn, "Small sample confidence intervals for the mean of a positively skewed distribution" (2008). FIU Electronic Theses
and Dissertations. 1074.
https://digitalcommons.fiu.edu/etd/1074

This work is brought to you for free and open access by the University Graduate School at FIU Digital Commons. It has been accepted for inclusion in

FIU Electronic Theses and Dissertations by an authorized administrator of FIU Digital Commons. For more information, please contact dcc@fiu.edu.


https://digitalcommons.fiu.edu/?utm_source=digitalcommons.fiu.edu%2Fetd%2F1074&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.fiu.edu/etd?utm_source=digitalcommons.fiu.edu%2Fetd%2F1074&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.fiu.edu/ugs?utm_source=digitalcommons.fiu.edu%2Fetd%2F1074&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.fiu.edu/etd?utm_source=digitalcommons.fiu.edu%2Fetd%2F1074&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/208?utm_source=digitalcommons.fiu.edu%2Fetd%2F1074&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.fiu.edu/etd/1074?utm_source=digitalcommons.fiu.edu%2Fetd%2F1074&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:dcc@fiu.edu

FLORIDA INTERNATIONAL UNIVERSITY

Miami, Florida

SMALL SAMPLE CONFIDENCE INTERVALS FOR THE MEAN OF A

POSITIVELY SKEWED DISTRIBUTION

A thesis submitted in partial fulfillment of the
requirements for the degree of
MASTER OF SCIENCE
in
STATISTICS
by

Cherylyn Almonte

2008



To: Dean Kenneth Furton
College of Arts and Sciences

This thesis, written by Cherylyn Almonte, and entitled Small Sample Confidence
Intervals for the Mean of a Positively Skewed Distribution, having been approved in

respect to style and intellectual content, is referred to you for judgment.

We have read this thesis and recommend that it be approved.

Zhenmin Chen

Sneh Gulati

Dinesh Sharma

B. M. Golam Kibria, Major Professor

Date of Defense: July 9, 2008

The thesis of Cherylyn Almonte is approved.

Dean Kenneth Furton
College of Arts and Sciences

 Dean George\Wallzg
University Graduate School

Florida International University, 2008

1



DEDICATION
To my mother, father, brothers and sisters whose faith, love and support made this thesis

possible.

iii



ACKNOWLEDGMENTS

I have been very blessed to have so much support in writing my thesis. I want to
thank everyone who took a part in it from the planning stages to the final draft.

Specifically, I would like to thank the members of my thesis committee, Dr. B. M.
Golam Kibria, Dr. Zhenmin Chen, Dr. Sneh Gulati, and Dr. Denish Sharma for taking the
time to serve on my thesis committee and for providing feedback after my presentation at
the conference. I would also like to thank the Graduate School and the College of Arts
and Sciences Dean’s Office. Without their knowledge and support in the technical
aspects of my thesis, this thesis would have never been completed so quickly. Most of all,
I would like to thank my thesis advisor, Dr. B. M. Golam Kibria, who spent countless
hours reading my numerous drafts and providing feedback on each one.

I would like to thank my family and friends for their understanding of all the time
I spent devoted to my thesis which I know on numerous occasions they wished I could
have devoted to them. I would like to thank my parents who provided everything I
needed while in school and I would like to thank my brothers and sisters for
understanding why I needed so much support. I would like to thank Jordan Smilovic who
spent hours helping me revise my proposal. I would also like to give a special thanks to
Jorge Jauregui who took the time to teach me how to run scripts and sacrificed his

computer so [ could run the simulation faster.

iv



ABSTRACT OF THE THESIS
SMALL SAMPLE CONFIDENCE INTERVALS FOR THE MEAN OF A
POSITIVELY SKEWED DISTRIBUTION
by
Cherylyn Almonte
Florida International University, 2008
Miami, Florida
Professor B. M. Golam Kibria, Major Professor
This thesis proposes some confidence intervals for the mean of a positively
skewed distribution. The following confidence intervals are considered: Student-t,

Johnson-t, median-t, mad-t, bootstrap-t, BCA, T1 , T3 and six new confidence intervals,
the median bootstrap-t, mad bootstrap-t, median T1 , mad T1 , median T3 and the mad T3 .

A simulation study has been conducted and average widths, coefficient of variation of
widths, and coverage probabilities were recorded and compared across confidence
intervals. To compare confidence intervals, the width and coverage probabilities were

compared so that smaller widths indicated a better confidence interval when coverage

probabilities were the same. Results showed that the median 7; and median 7}

outperformed other confidence intervals in terms of coverage probability and the mad

bootstrap-f, mad-#, and mad T3 outperformed others in terms of width. Some real life

data are considered to illustrate the findings of the thesis.



TABLE OF CONTENTS

CHAPTER PAGI

1 INTRODUCTION. ...t

2 CONFIDENCE INTERVALS..............

2.1 Introduction.. .

2.2 ClassmalApproach
22,1 Student-f......ooiiiiiiiii e
2.2.2 JORNSONZ.. .ttt e e e
223 Median-f....oeiiiiiiie e
224 Mad-f. oo

2.3 Bootstrap Approach.......coovieiiiiiiiiiiiiiieiee e
2.3.1  BOOESIIAP- cveeeieecieceiecereereectteeer e s e e eeiaeeeae e aeeeneeas
2.3.2 Percentile Bootstrap... .
2.3.3 Bias-Corrected Percentlle Bootstrap ...............................
2.3.4 Bias-Corrected Accelerated (BCA) Percentile Bootstrap

24  Transformation Approach... e
2.4.1 Box-Cox Power Transformatlon.,.‘..
242 Tyand T, Transformations..............oeevunenn.
2.4.3 T3 Transformation......ccvveceeeceiiiiiee e

2.5  Proposed Confidence Intervals.........cccoviverenineniniiennniiiieens

3 SIMULATION STUDY ..
3.1 Introduction.. e e
3.2 Simulation Techmque e
3.3  Results.. e .

4 APPLICATION . .. i e e e e,
4.1 INtrOAUCHION. Lecvieticiieeie ettt s beeeesene e
4.2  Age-Related Cataract Mortality..........oooeviiiiiiiniiniininiiinen..
43 Psychotropic Drug Exposure..............ocovvevennen.
44  Mosquito Survival Rates..............oovviiiian
4.5 HIV-1 Prevalence.......

5 CONCLUDING REMARKS...............
REFERENCES........

APPENDIX .ottt st st e

vi

[

fa—y

DN BN N

w2

W L W



LIST OF TABLES

TABLE PAG
1 95% Confidence Intervals for Age-Related Cataract Mortality Data .............. 3
2 95% Confidence Intervals for Psychotropic Drug Exposure Data ............c..... 3
3 95% Confidence Intervals for Mosquito Survival Rates Data...................... 3
4 95% Confidence Intervals for HIV-1 Prevalence Data ..........oooviivivennnnnne. 4
Al Estimated Coverage Probabilities using Gamma(16, .625) with

SKEWINIESS T .5ttt st be st b e ea e s e e neenee 4
A2 Estimated Coverage Probabilities using Gamma(4, 2.5) with Skewness = 1..... 4
A3 Estimated Coverage Probabilities using Gamma(1,10) with Skewness = 2....... 4
A4 Estimated Coverage Probabilities using Gamma(.25, 40) with Skewness =4... 4
AS Estimated Coverage Probabilities using x*(32) with Skewness =.5.............. 5
Ab Estimated Coverage Probabilities using xz(S) with Skewness=1................ 5
A7 Estimated Coverage Probabilities using x*(2) with Skewness =2........cccee. 5
A8  Estimated Coverage Probabilities using x*(.5) with Skewness =4............... 5
A9  Estimated Coverage Probabilities using Gamma(4, 2.5) with Skewness = 1

including Median and Mad Bootstrap-f..........coccvereeriniinnierieneninisceece e 5
A10  Estimated Coverage Probabilities using Gamma(.25, 40) with Skewness = 4

including Median and Mad Bootstrap-f...........ccccvevimnininnnnenieceeireeeenenn s 5
All  Estimated Coverage Probabilities using Log Normal (2.25, .314) with

Skewness = 1 including Median and Mad Bootstrap-f.........ccceevevvvvvervieecreennnnn. 5
Al12 Estimated Coverage Probabilities using Log Normal (1.96, .833) with

Skewness = 4 including Median and Mad Bootstrap-f........cccccecevvervennnirennnn. €

vii



LIST OF FIGURES

FIGURE PAGE
1 Confidence Coefficients for Gamma(4, 2.5) with Skewness = 1

including Median and Mad BOOEStrap-f .......ccccooreieivieriecinenisreieeecsiee e e e 27
2 Average Widths for Gamma(4, 2.5) with Skewness = 1 including Median and

Mad BOOESIIAP-T ..ottt et e s e e ae e s eaae s e raee e e e e e e e eeeenes 28
3 Confidence Coefficients for Gamma(.25, 40) with Skewness = 4

including Median and Mad Bootstrap-f........c.ccocevvevevnieinceeninineeneieeneneeen. 29
4 Average Widths for Gamma( 25, 40) with Skewness=4 including Median and

Mad Bootstrap-f . OSSO PTPPRC 1 |
5 Confidence Coefficients for Gamma with Various Skewness

levels and Fixed Sample Size (N=10).....cccoiviiiiiiiieieiirie e 31
6 Confidence Coefficients for Gamma with Various Skewness levels

and Fixed Sample Size (NF50)...ccuiiiiiiiiiiiiieieeee et 32
7 Histogram of Age-Related Cataract Mortality Data........cocoeveviiveiiicniiniciiinnnees 34
8 Histogram of Psychotropic Drug Exposure Data..........cccoueveveiineninceeninnncne 36
9 Histogram of Mosquito Survival Rates Data.........cccoecvecenenciiininineneceeeinene 38
10 Histogram of HIV-1 Prevalence Data.........cccocoviiiiiiiiiininireccececeene 40

viii



CHAPTER 1

INTRODUCTION

Small samples with positively skewed distributions are common in the Health
Sciences where experiments with rare diseases or atypical behaviors are the norm. These
experiments typically involve significance tests which require a p-value to determine
whether one should accept or reject the null hypothesis. Confidence intervals are an
alternative to significance tests because they allow one to determine the significance of
the test without finding a p-value. Additionally, they have a distinct advantage over
significance tests because they give a measure of effect and a point of comparison
between studies that a p-value is incapable of (Oakes, 1990; Rothman and Greenland,
1998; Visintainer and Tejani, 1998).

This thesis focuses on three approaches to construct a confidence interval for the
mean of a skewed population: classical, bootstrap, and transformation. The classical
approach is still the most widely used approach to construct confidence intervals. This
approach includes the broadly used standard normal and Student-f confidence intervals.
Fach confidence interval for the mean which uses the classical approach follows a similar
pattern of estimating parameters from the sample and then adding and subtracting a factor
based on a critical value and standard error. The bootstrap and transformation
approaches, while not as widely used, are becoming more competitive against the
classical approach because they may reduce error and have smaller widths. The bootstrap
approach, unlike the classical approach, estimates its parameters from bootstrap samples

which are created by resampling from the original sample normally at least 1000 to 2000



times (Efron and Tibshirani, 1993). The transformation approach, similarly, does not use
the original sample to estimate parameters. Instead, it transforms the original data so that
the quantiles of this new data set can then be used to construct a confidence interval.
These two approaches are not as widely used as the classical approach because they are
computer intensive. However, with the increasing reliance on computers these
approaches are becoming more competitive against the classical approach.

The classical Student-£ is the most widely used confidence interval because it is
simple to calculate and it is robust for both small and large sample sizes. However when
the population is positively skewed, the Student-f will only have an approximate 1-¢
coverage probability which may be improved by selecting a different confidence interval.
This thesis reviews and proposes some confidence intervals using the classical, bootstrap,
and transformation approaches which handle both small samples and positively skewed
distributions. We consider the following confidence intervals: Student-£, Johnson-t,

median-t, mad-£, bootstrap-f, bias-corrected accelerated (BCA) percentile bootstrap, T1 ,
T3 ,and propose four new transformations methods: median I, median I, mad T1

and mad 1. Moreover, two additional confidence intervals: median bootstrap-¢ and the

mad bootstrap-t have been proposed and briefly discussed. Since a theoretical comparison
is not possible, a simulation study has been conducted and average widths, coefficient of
variation, and coverage probabilities have been recorded and compared across confidence
intervals. To compare confidence intervals, the width and coverage probabilities have

been compared so that smaller widths indicate a better confidence interval when coverage



probabilities are the same or higher coverage probabilities indicate a better confidence
interval when widths are the same.

The objective of this research is two fold: first, to compare several interval estimators
proposed by various researchers under the same simulation conditions and second, to
propose some new methods and compare them with the existing methods. The
organization of this thesis is as follows. The proposed confidence intervals have been
given in Chapter 2. A Monte Carlo simulation study has been conducted in Chapter 3. As
an application, some real life data have been analyzed in Chapter 4. Some concluding

remarks are given in Chapter 5.



CHAPTER 2

CONFIDENCE INTERVALS

2.1 Introduction

Let X, X,,...,X, be arandom sample which is independently and

identically distributed (i.i.d) and comes from a positively skewed distribution with
unknown mean p and unknown standard deviation 6. We want to find a 100(1-a1)%
confidence interval for pn. Several methods for constructing this confidence interval have

been discussed below.

2.2 Classical Approach

The classical approach is a well understood, simple, and widely used approach to
construct confidence intervals. The traditional method for constructing a confidence
interval for the mean using the classical approach is to estimate the parameters from the
sample and then add and subtract a factor based on a critical value and standard error.
The assumptions of each of these confidence intervals vary and though some of the
confidence intervals in this approach rely on the normality assumption others do not.
Additionally, some of these confidence intervals are intended for small samples and
others are not. For example, the standard normal confidence interval is intended for large
sample sizes whereas the well known Student-7 is intended for small sample sizes. In this
section, we consider the following classical confidence intervals: Student-z, Johnson-z,

median-t, and mad-t.



2.2.1 Student-f

The Student-f was developed by William Sealey Gosset (Student, 1908) as a more
robust way of testing hypotheses specifically when sample sizes are below 30 and/or
when the standard deviation ¢ is unknown (Student, 1908). A 100(1-a)% confidence

interval for p based on the Student-# is given by
— S
[x %2, 1]
ol/2,n \/Z

where £, o /2,n-1 1s the upper (a/2)" percentile of the Student-# distribution with n-/

degrees of freedom and

in Z (x, - ¥%)°

n n-—1

are the sample mean and standard deviation respectively. Since the Student-f depends on
the normality assumption, it may not be the best confidence interval for asymmetric
distributions.

For this thesis, we assume that the random variable X follows a positively skewed
distribution. Previous researchers have found that the Student-f performs well for small
samples sizes and asymmetric distributions in terms of the coverage probability coming
close to the nominal confidence coefficient although its average widths and variability
were not as small as other confidence intervals (Shi and Kibria, 2007; Wang, 2001; Zhou

and Dinh, 2005).



2.2.2 Johnson-¢

An appropriate alternative to the Student-7 is the Johnson- which is a
modification of the Student-z that works well for asymmetric distributions. Using the
Cornish-Fisher (1937) expansion, Johnson (1978) modified the Student-7 to allow for p to
be estimated from an asymmetric distribution. The Cornish-Fisher expansion relates the
quantiles of the standard normal distribution to the population distribution using the
sample moments of the population distribution. By using this expansion, the Johnson-# is
able to correct for the difference between the median and the mean which results from an
asymmetric distribution (Johnson, 1978). Then following Johnson (1978), a 100(1-a)%

confidence interval for p is given by
S TS s
(X + 5 0
6521 al2,n-1 \/;2 ,

where ta /2.n-1 is the upper (a/2)™ percentile of the Student- distribution with n-1

degrees of freedom, the estimate for the third central moment |3 is

nzn:(x,. ~x)’
b= o 2)”

and the sample variance is
n e
Z (xz —-X )2
2 — i=1
n-1
An advantage of the Johnson-7 is that it performs better than the Student-f for

asymmetric distributions in terms of having higher coverage probabilities and similar



average widths and variations (Johnson, 1978; Shi and Kibria, 2007). The Johnson-f can
be a good replacement for the Student-# however more simulation is needed to compare
the Johnson- to the other confidence interval methods especially the new proposed

intervals which may provide higher coverage probabilities and smaller widths.

2.2.3 Median-t

A less computationally intensive modification of the Student-¢ was proposed by
Shi and Kibria (2007). They proposed a new confidence interval called the median-¢
which uses a modification of the standard deviation calculated using the deviations from
the median of the distribution rather than the mean. A 100(1-0.)% confidence interval for

p is given as follows

where a/2.n—1 is the upper (0/2)" percentile of the Student- distribution with n-1

degrees of freedom, the sample variation is

and the sample median is X .

The median-7 is computationally simpler than the Johnson-f and therefore
analytically a more desirable method. For highly skewed distributions, Shi and Kibria
(2007) found that the median-# has better coverage probabilities in comparison to the

Johnson-# and Student-# but it produces slightly wider widths and therefore more



variation. Another measure they used was the coverage to width ratio which they defined
as the confidence coefficient divided by the average width. For this measure, a higher
coverage to width ratio indicates a better confidence interval. The coverage to width ratio
of the median-f in comparison to the Student-7 is slightly lower and presumably these
results would apply to the Johnson-# as well (Shi and Kibria, 2007).

Overall, the median-# improves the Student-# in terms of higher coverage
probabilities. However, the median-# is not accurate since the median-f uses the ¢
distribution to calculate its critical value even though the distribution of the statistic may
not be . The distribution deviates from ¢ because the median is used to calculate the
standard deviation instead of the mean. Following the median method proposed by Shi

and Kibria (2007), we propose the following intervals: median bootstrap-7, median 77,

and median T3 , which do not depend on the normality assumption.

2.2.4 Mad-t

Shi and Kibria (2007) also proposed a confidence interval called the mad-f which
is calculated using the sample mean absolute deviation (MAD) instead of sample
standard deviation. Following this idea, a 100 (1-a)% confidence interval for p is defined

as

[X+2,

s
/2,11 "\/_;] ,

where ! a/2,n-1 1s the upper (a/2)™ percentile of the Student-# distribution with n-1

degrees of freedom and the sample mean absolute deviation is



Like the median-t, the mad-f is computationally simpler than the Johnson- and
therefore analytically a more desirable method. Shi and Kibria (2007) showed the mad-¢
has a smaller average width than the Student-z, Johnson-#, and median-z. Additionally,
they showed that the mad-7 has a higher coverage to width ratio than the Student-,
Johnson-# and median-z. However, coverage probabilities for the mad-f are constant and
consistently lower than Student-#, Johnson-t, and median-¢ for all sample sizes and from
slightly to moderately skewed distributions (Shi and Kibria, 2007). These results follow
the typical inverse relationship between width and coverage probability.

Overall, the mad-f improves the Student-7 in terms of width. However, both
median-f and mad-7 used the percentile points from the ¢ distribution when the
distribution of the statistic may not be #. Therefore, the results using this confidence
interval may not be very accurate. We followed the mad method proposed by Shi and
Kibria (2007) to propose three additional confidence intervals which do not depend on

the normality assumption: mad bootstrap-7, mad 7}, and mad .

2.3 Bootstrap Approach

The bootstrap approach (Efron, 1979) is an alternative to the classical approach.
Though it is computer intensive, it is likely that it will have better coverage probabilities
and reduce error for confidence intervals that have samples from skewed populations.
The bootstrap approach is mostly used when there is no information about the underlying

distribution-- although some parametric bootstrap confidence intervals exist.



We can find a bootstrap sample by randomly sampling the data points, n times,
with replacement from the same sample. We can denote this new sample as
XO=x9 x7 . ....X" wherethei" sample is denoted X® for i=1,2,... B, and B is
the number of bootstrap samples. We want B to be as small as possible so that the
computations are faster. However, Efron (1987) showed reducing B to a value as small as
400 causes the conditional coefficient of variation to become too large so he
recommended the bootstrap sample to be at least 1000. Therefore, the number of
bootstrap samples (B) is typically between 1000 and 2000; because, the accuracy of the
confidence interval depends on the size of the samples (Efron and Tibshirani, 1993). In
this section, we consider the bootstrap-#, percentile bootstrap, bias-corrected percentile

bootstrap and the bias-corrected accelerated (BCA) percentile bootstrap.

2.3.1 Bootstrap-¢

Efron (1982) introduced the bootstrap-f which used standardized 7 scores to find
the critical values for the confidence interval. To use this method, we first calculate
standardized ¢ scores for each of the bootstrap samples using the formula

~0 =
X —X

where the mean of each X® is defined as

n .
S
N J
—() =l .
X = ,1=1,2,3,.... B.
n

10



We then order the 7’s from smallest to largest to find Tos2yand Ty _ oy which are

the (a/2)™ and (1-0/2)™ sample quantiles of the 7s. Then, a 100(1-0)% confidence

interval for p is defined as follows:

L=[x+T, QU =[x+T,

] ]

—=] an -

/2 \/— 1-a/2) {

where L is the lower limit, U is the upper limit, s is the sample standard deviation, and

the overall mean is

The bootstrap- performs well in terms of having smaller average widths and
better coverage to width ratios than the Student-#, median-f, and mad-z; however, it has
consistently lower coverage probabilities than the three (Shi and Kibria, 2007). Again,
these results follow the typical inverse relationship between width and coverage

probability.

2.3.2 Percentile Bootstrap

Another bootstrap method introduced by Efron (1979) is the percentile
bootstrap. With this approach, no information is needed about the underlying distribution
of the sample. To construct this confidence interval, we calculate the sample mean of
each of the X as before. Then, we order these means from smallest to largest and form a

100(1-a)% confidence interval for p as follows,

L = x[(a/z)*B] and U = '3‘—"‘[(1—(2/2)*3] N

11



Shi and Kibria (2007) found the percentile bootstrap performs worse than the mad-,
median-¢ and Student-f in terms of coverage probabilities and lower coverage to width
ratio. Moreover, the percentile bootstrap was later improved by Efron (1982). Therefore,

we have not considered the percentile bootstrap in this thesis.

2.3.3 Bias-Corrected Percentile Bootstrap

Efron (1982) suggested a bias-corrected percentile bootstrap in order to correct
for bias in the percentile bootstrap when the distribution is asymmetric. To use this
method, we need to calculate the lower and upper percentile endpoints from the standard

normal distribution using the formulas
L=®QRZ,+Z,,)and U=D(2Z, +Z_(4/2))

where Zp can be found by first finding an i that would make the estimate of p for the

original sample data fall between

Xy and Xisg,
then using this i to determine P=i/B, and finally solving for Zp using the formula
Z, =07 (P).
Then, a 100(1-a)% confidence interval for p can be found using the following formula
(J_C[LxB] <p< J_C[UxB]) .

Again, this method was later improved by Efron (1987) and therefore this bootstrap is not

considered in this thesis.

12



2.3.4 Bias-Corrected Accelerated (BCA) Percentile Bootstrap

To improve the bias-corrected percentile bootstrap, Efron (1987)
introduced the bias-corrected accelerated (BCA) percentile bootstrap. This confidence
interval corrects for bias when the distribution is asymmetric as well as the acceleration
for the change in variation. To construct this confidence interval, first calculate the

percentile endpoints form the standard normal distribution using the formulas

Zo+Z o
L=®(Z, + — 22 %air yandU, = (2, + —— 0wy
l-a(Z, +Z,,) l1-a(Z, +Z(l—(a/2)))

where Zp is found as before and the acceleration constant is defined as

n=() L) .
Z(x -x )

i=1

a= .

6[i (;(') _ ;)2 G

where

% —(i)
=(.) Z X

. =l
X = )

n

L)
and x is computed from the original sample with the i™ point deleted. Then, a 100(1-

)% confidence interval for p is given by

(X3 SU S ;[UAXB]) .

Finding a good estimate for the acceleration constant can be very difficult and
there are numerous methods for finding it; thus, this confidence interval method may not
be the best method because of the extensive computations required to find the

acceleration constant that gives the most accurate confidence interval (Shao and Tu,

13



1995). However, an advantage of the BCA is that it performs substantially better than the
Student- in terms of estimated width and variability although it was not checked against
any of the other previously discussed methods (Wang, 2001). Zhou and Dinh (2005)
found that the BCA performed better than the bootstrap-# and the Student-f in terms of
widths; however, the coverage probabilities were about the same as the Student-# and
much lower than the bootstrap-. It is unclear whether the bootstrap-¢ performs better than

the BCA overall and thus more simulation is needed.

2.4 Transformation Approach

An alternative to the bootstrap and classical approaches is the transformation
approach. Sometimes, a transformation of the data will help to create a confidence
interval which has coverage probabilities close to the nominal values. In these cases, a
transformation approach might be more appropriate and exact than approximation using
the original asymmetric distribution. To construct these confidence intervals, the original
data is transformed so that the quantiles of the transformed data can then be used to
construct the confidence interval. This approach is computer intensive, like the bootstrap
approach, however with the increasing reliance on computers it is becoming more
competitive against the classical approach. Additionally, many transformation confidence
intervals can be computed faster than competing bootstrap confidence intervals. This

thesis discusses the following transformation confidence intervals: Box-Cox power

transformation Tl’ 7,,and T3.

14



2.4.1 Box-Cox power Transformation

A popular transformation method named the Box-Cox power transformation was
introduced by Box and Cox (1964). This transformation provides a formula for a family
of distributions so that when the appropriate exponent is selected the data will be

transformed and the skewness will be removed. The formula to transform X is given by

x*-1) .
CTE

In(x)  if A=0
where the maximum likelihood estimate of A is given by

xl.}“ —1
Xia) = Ax@A-D
Fin(x,) if A=0

if A#0

To transform the data correctly we should have all x;> 0, for i=1,2,3....n. Box and
Cox (1964) suggested using the maximum likelihood estimate of A which makes the
transformed data approximately normal. Box and Cox showed that the maximum
likelihood estimator of A is the value of A which minimizes the residual sum of squares of
the fitted model. Therefore, we want to minimize

C — 2
Zl(x’“) = X))
§=:

n—1

where

n
Zxxm
i=]

Xy =

15



Then, a 100(1-0)% confidence interval for p can then be obtained only after some
extensive computations. For details about the Box-Cox power transformation, we refer
the reader to Wang (2001). In general, his simulation results showed that the bootstrap
method is more effective and efficient than the Box—Cox power transformation, standard
normal, and Student-# methods. His results also indicated that the Box-Cox power
transformation had low coverage probabilities compared to the Student-# and BCA;
however, it also had smaller average widths and variability than the Student-f but not the

BCA. Thus, the BCA was overall a better approach than transforming the data.

2.4.2 T;and T; Transformations

Two alternative transformations, the I and T transformations, are introduced by

Hall (1992). These transformations are based on the Edgeworth expansion which is
similar to the Cornish-Fisher expansion because they both relate one .probability
distribution function to another. Using the Edgeworth expansion, these transformations
correct for both the bias and skewness of asymmetric distributions. Details about the
methods to obtain these transformations and the resulting formulas can be found in Hall
(1992) . Zhou and Dinh (2005) simplified these transformations and defined them by

their inverses

o= |1 - L] -2
7 " y
3

7,7 () = J; log| 2| 1= L |41




Y (x-%)

where y =-=———— is the estimated population skewness. Then, a 100(1-a)%

confidence interval for p is obtained as

Y[ ¢0-(a/2)
(),

o[ 9@/2)
U“”‘(\/;]S

where s is the sample standard deviation and ¢ () refers to the quantiles of the Standard

Normal.

Hall (1992) found that both 7, and 7, have better coverage probabilities than the
Student-#, Johnson-f, and Cornish-Fisher. There was no clear indication as to whether T1
performed better than T, or vice versa. Zhou and Dinh (2005), however, found that I8
performed better than T in terms of coverage probabilities and its average widths were

about the same. For this reason, we consider only the T1 transformation.

2.4.3 T;Transformation

Zhou and Dinh (2005) continued on Hall’s transformations and proposed a new
transformation. This transformation, the 7. 35 is computationally simpler than the previous
two. The original formula can be defined by its inverse as follows:

~\\T5

7 ={1+3) | L ||| -1.
6n
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Then, one can construct a 100(1-a)% for p as follows

v _ o1 9d=(a/2))
x| )
b= 3[ Jn )S

% paf8@r2)
mr (42

where s is the sample standard deviation and ¢ (.) refers to the quantiles of the standard

normal. Zhou and Dinh (2005) found that the T3 transformation was performing about the
same as the bootstrap-¢ and T1 transformation in terms of both coverage probability and

width. For this reason, the bootstrap-t, T1 transformation, and T3 transformation have all

been considered.

2.5 Proposed Confidence Intervals
The confidence intervals from previous research selected for simulation are as

follows: Student-#, Johnson-7, median-¢, mad-#, bootstrap-z, BCA, TI transformation, and

T3 transformation. These confidence intervals have shown their merits by various

researchers in different times but have not been compared at the same time under the
same simulation conditions.

In addition to studying the selected confidence intervals, six new confidence
intervals have been proposed. These confidence intervals are based on the median-# and
mad-# confidence intervals proposed by Shi and Kibria (2007). To construct the median-¢
and mad-f confidence intervals, Shi and Kibria (2007) used percentile points from the

Student ¢ distribution to calculate critical values (see section 2.2.3 and 2.2.4). However,
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when one replaces the standard deviation s by § (as in section 2.2.3) or by s (as in
section 2.2.4), in the denominator of the Student’s ¢ distribution, there is no guarantee that
the test statistic will follow a Student’s 7 distribution. Even though they have shown that
their proposed intervals work well compared to others, the new proposed confidence
intervals based on the bootstrap sample are more logical than the median-f and mad-¢

because they do not rely on the 7 distribution. In this thesis, we proposed the following

confidence intervals: the median bootstrap-7, the median 7; and the median T3, which
are modifications of the median-z, T} transformation, and T transformation respectively.
Similarly, we proposed the mad versions of these confidence intervals: mad bootstrap-z,
mad T1 transformation, and madT3 transformation.

Since a theoretical comparison is not feasible, a Monte Carlo simulation study has

been conducted to compare the performance of the proposed intervals in the following

Chapter.

19



CHAPTER 3

SIMULATION STUDY

3.1 Introduction

Since a theoretical comparison is difficult, following Shi and Kibria (2007) a
simulation study has been conducted to compare the performance of the confidence
intervals. Based on the results of the simulation study, the best confidence interval will be
chosen based on average width, coefficient of variation of the widths, coverage
probability, sample size and skewness level. The program for the simulation has been
conducted using S-plus 8.0. The procedures have been described in section 3.2. The
results of the simulation have been discussed in section 3.3. To generate data, we
consider the gamma, chi-square, and log normal distributions with various skewness
levels. We want to find some good confidence intervals which will be useful for a small

sample coming from a positively skewed distribution.

3.2 Simulation Technique
The flowchart for this design is as follows:
1) Select the sample size (n), number of simulation runs (M), number of
bootstrap samples (B), and significance level (a ).
i1) Generate a sample from the gamma, chi-square, or log normal

distribution with the chosen population skewness.
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iii)  Construct the confidence intervals at a 1-a confidence level using the
formulas defined in Chapter 2 where the bootstrap samples are created by
resampling from the original sample B times with replacement.

iv)  For each confidence interval constructed, determine if the confidence
interval includes the population mean p and for those confidence
intervals that contain the mean record the width.

(v) Repeat (i)-(iv) M times. Then, compute the coverage probability (CP)

(the proportion of intervals that contain the true mean out of M intervals), the

average width and the coefficient of variations (CV) of the widths.

The parameters for the gamma distribution have been chosen following Shi and
Kibria (2007); the sample X, X,,........ X, was taken from the following gamma
distributions with a common mean 10: G(16,.625) with skewness .5, G(4,2.5) with
skewness 1, G(1,10) with skewness 2 , and G(.25,40) with skewness 4. The degrees of

freedom for the chi-square distribution was chosen as X2(32) with skewness .5, XZ(S) with

skewness 1, X2(2) with skewness 2, and xz(.S) with skewness 4. Similarly, the parameters

for the log normal distribution were chosen as log normal (2.25, .314) with skewness 1
and log normal (1.96, .833) with skewness 4. Steps ii and iv were repeated M times with
B = 2000 and with sample sizes ranging from 5 to 50. The confidence level for the
simulation study is 0.95. The number of simulation runs (M) was determined following
Kleijnen et al (1986). The number of replications needed to estimate the actual a error

within 10% with 90% probability is
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R =100(1.645) (119-‘-) = 2435
(04

where « =0.1. Therefore, in this study the number of replications (M) was chosen as

2500.

3.3 Results

The results for this study have been presented in chart form (see Figures 1-6) in
this section and in table form (see Tables A1-A12) in the Appendix. These tables give
estimated confidence coefficients, average widths, and coefficient of variations using the
gamma, chi square, and log normal distributions with various sample sizes (n) and
skewness levels. Confidence coefficients versus sample sizes for gamma (4, 2.5) with
skewness=1 and gamma (0.25, 40) with skewness=4 are presented in Figure 1 and 3
respectively. Widths versus sample sizes for Gamma (4, 2.5) with skewness=1 and
gamma (0.25, 40) with skewness=4 are presented in Figure 2 and 4 respectively. Figures
5 and 6 present confidence coefficients across skewness levels for fixed n=10 and n=50
using the gamma distribution; however, these two figures do not include the median
bootstrap-# and mad bootstrap-f which we are only briefly discussing.

From the simulation study (both Figures 1 to 6 and Tables Al to A12), we
observed that the nominal coverage probability for the Student-¢ drops below 0.95 for
skewness levels as low as 1. For small samples and for slightly to moderately skewed

distributions, many confidence intervals outperform the Student-7 in terms of width. We
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also observe that the median-f outperforms the Student-f in terms of coverage probability
(see Figures 1, 2 and 5). In terms of widths for slightly to moderately skewed

distributions, six confidence intervals have smaller widths than the Student-#. These

confidence intervals are the mad bootstrap-#, mad-#, mad Tl, BCA, bootstrap-z, and

median bootstrap-¢ in order of increasing width (see Figure 2).

Additionally, we can see that the Student-f and Johnson-# perform about the same
in terms of both coverage probability and width for slightly to moderately skewed
distributions (see Appendix). Coverage probabilities for the median-f are slightly higher
than the Student-f and Johnson-7 but widths are also slightly wider for any sample size.

For the mad-, coverage probabilities are not as high as the previous three but widths are
much smaller. The bootstrap methods have coverage probabilities which are much lower
than the classical methods (except for the mad-r) however widths are smaller and
comparable to the mad-£. The transformation methods outperform the bootstrap methods
in terms of higher coverage probability but they do not do as well as the classical
methods (except for the mad-7). The average widths for the transformation methods are
wider than both the classical and bootstrap methods. Overall, the bootstrap methods
perform the best in terms of having a smaller width, especially the mad bootstrap-# which
outperforms all other confidence intervals. In terms of coverage probability, the Student-
t, Johnson-#, and median-f perform better than the rest.

For small samples from moderately to highly skewed distributions, the Student-¢
is performing much worse than it is for lower skewness levels in terms of both coverage
probability and width (see Figure 5 and Appendix). Many confidence intervals

outperform the Student-f in terms of having smaller average widths or having higher
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coverage probabilities for moderately to highly skewed distributions (see Figures 3, 4 and

5). In terms of coverage probability, the median I has the highest coverage probability
for small samples followed by median T1 , T1 , and T3 . In terms of widths, the following

confidence intervals have smaller widths than the Student-#: mad bootstrap-f, mad-1,

bootstrap-7, BCA, mad 75, median bootstrap-#, and mad I in order of increasing width

(see Figure 4).

We also observe that the Student-¢ and Johnson-f perform about the same in terms
of both coverage probability and width for moderately to highly skewed distributions (see
Appendix). Coverage probabilities for the median-7 are slightly higher than the Student-¢
and Johnson-# but widths are wider. The mad-f has lower coverage probabilities than the
previous three but widths are much smaller. The bootstrap methods have coverage
probabilities which are slightly lower than the classical methods (except the mad-7).
Among the bootstrap methods, only the mad bootstrap- has coverage probabilities which
are lower then the mad-7. In terms of width, the bootstrap methods have smaller widths
than the classical methods. The transformation methods outperform the bootstrap and
classical methods in terms of higher coverage probability but their average widths are
much wider than the other methods. Overall, the bootstrap methods perform the best in
terms of smaller width, especially the mad bootstrap-f which outperforms all other
confidence intervals for all skewness levels. In terms of coverage probability, the

transformation methods perform the best specifically the median B and median 7}.

All the confidence intervals, except mad-f (and modified mad confidence

intervals), have coverage probabilities which converge to 0.95 as the sample size
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increases (see Figures 1 and 3). The mad-# and modified mad confidence intervals have
confidence coefficients which are relatively stable and less than the nominal level 0.95 as
sample size increases. The simulation study indicates that the average width drops for all
intervals as well as sample sizes as skewness increases (see Figures 2 and 4). Results for
the small sample size and moderately to highly skewed distributions are of particular
interest in this thesis. For small samples and moderately skewed distributions, median-z,
Johnson-f and Student-¢ have the highest coverage probabilities and the mad bootstrap-z,

BCA, bootstrap-7, and mad-t have the smallest width. For small sample and highly

skewed distributions, T1 , T3 , median 4 and median T3 have the highest coverage
probabilities and the mad bootstrap-#, mad-#, BCA and mad T3 have the smallest widths.

The best confidence intervals for moderately to highly skewed distributions will
have the highest coverage probabilities with the least amount of error. However, the
confidence intervals with high coverage probabilities have wider widths than the
confidence intervals with low coverage probabilities. In terms of high coverage

probability, the median T performs the best followed by median L, 1, 13, median-,
Johnson-t, Student-z, median bootstrap-z, bootstrap-t, BCA, mad Tl , mad-#, mad T3 , and

mad bootstrap-z. In terms of having a smaller width, mad bootstrap-z, performs the best

followed by mad-#, mad T3 , bootstrap-, BCA, median bootstrap-7, mad Tl’ Student-z,
Johnson-z, median-t, T3 , median T3 s T1 and median T1

The best median confidence interval in terms of coverage probability is the

median I because its coverage probabilities remain stable across skewness levels and
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sample sizes although its widths are very wide (see Figures 5-6 and Appendix).
Additionally, the modified mad confidence intervals outperform their respective

confidence intervals in terms of having smaller widths however the sacrifice is a large

drop in coverage probability.
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CHAPTER 4
APPLICATION

4.1 Introduction

As an application, four examples have been considered to illustrate the
performance of the interval estimators which have been considered in Chapter 3. These

examples have various sample sizes and levels of skewness.

4.2 Age-Related Cataract Mortality
Thirty seven different categories of contract lens wearers were analyzed for age-
related cataracts which is associated with accelerated aging (Williams et. al., 2002, pg.
129, Table 1); the following data represent the number of premature deaths associated
with age-related cataracts in each category:
24, 54, 60, 67, 82,99, 108, 111, 126, 146, 166, 212, 247, 262,

282,284,319, 360, 362, 390, 425, 438, 438, 445, 469, 478,

480, 501, 517, 520, 560, 767, 769, 1021, 1109, 1269, 1281
We want to find the average number of deaths associated with age-related cataracts
among contact lens wearers. The sample is positively skewed with skewness = 1.27, and
mean =412.11. A histogram of the data in Figure 7 is showing positive skewness. The

proposed confidence intervals and their widths have been given in Table 1.

33



Histogram of CataractMortality

Frequency

T
<]

T
200

T T T
400 800 800 1000 1200

CateractMortality

1
1400

Figure 7: Histogram of Age-Related Cataract Mortality Data

Table 1: 95% Confidence Intervals for Age-Related Cataract Mortality Data

Method Confidence Interval Width
Student-¢ (301.96, 522.26) 220.30
Johnson-¢ (303.85, 524.14) 220.30
Median-¢ (300.66, 523.55) 222.89

Mad-t (331.35,492.87) 161.52
Bootstrap-f (311.73, 519.16) 207.44
Median Bootstrap-¢ (310.53, 520.41) 209.87
Mad Bootstrap-¢ (338.91, 491.01) 152.09
BCA Bootstrap (317.47, 532.51) 215.04

T Transformation (319.07, 540.33) 221.27
Median T1 Transformation (317.97,514.84) 223.87
Mad T1 Transformation (343.89, 506.84) 162.23
T3 Transformation (329.77, 658.85) 329.08
Median I Transformation (328.80, 661.75) 332.95
(351.74, 593.02) 241.28

Mad T3 Transformation
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From Table 1, we observe that the mad bootstrap-f has the smallest width

followed by mad-f and the median T; transformation has the highest width. Both the

proposed median bootstrap-f and mad bootstrap-f have shorter widths compared to the

corresponding median-f and mad-f respectively. Student-f, Johnson-#, median-¢, I
transformation and median T transformation have approximately equal amounts of width

and are relatively similar. The example supported the simulation study to some extent.

4.3 Psychotropic Drug Exposure
To study the average use of psychotropic drugs from non-antipsychotic drug
users, the number of users of psychotropic drugs was reported for twenty different
categories of drugs (Johnson and McFarland, 1993, pg. 438, Table 3); the following data
represent the number of users:
43.4,24,1.8,0,0.1,170.1, 0.4, 150.0, 31.5, 5.2,
35.7,27.3,5,64.3,70,94,61.9,9.1, 38.8, 14.8
We want to find the average number of users of psychotropic drugs for non-antipsychotic
drug users.
The sample is positively skewed with skewness = 1.57, and mean = 42.37. A
histogram of the data values showing its positive skewness is given in Figure 8. The

proposed confidence intervals and their widths have been given in Table 2.
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Table 2: 95% Confidence Intervals for Psychotropic Drug Exposure Data

Method Confidence Interval Width
Student-t (19.70, 65.04) 45.33
Johnson-t (20.34, 65.67) 45.33
Median-¢ (18.86, 65.88) 47.01

Mad-t (25.66, 59.08) 33.43
Bootstrap-¢ (22.53, 65.25) 42.72
Median Bootstrap- (21.82, 66.12) 4430
Mad Bootstrap-¢ (27.58, 59.08) 31.50
BCA Bootstrap (26.67, 69.42) 42.75

T1 Transformation (25.16, 73.51) 48.35
Median T1 Transformation (24.53,74.67) 50.14
Mad T1 Transformation (29.68, 65.33) 35.65
T Transformation (27.10, 125.06) 97.96
Median T3 Transformation (26.53, 128.12) 101.59
(31.11, 103.34) 72.23

Mad T3 Transformation
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From Table 2, we observe that the mad bootstrap-f again has the smallest width

followed by mad-# and the median . transformation again has the widest width. Both

the proposed median bootstrap-# and mad bootstrap-¢ have shorter widths compared to the

corresponding median-¢ and mad-f respectively. Most of the confidence intervals have

short widths with the exception of the T3 transformation, median T3 transformation, and
the mad 75 transformation which have the widest widths. The example supported the

simulation study to some extent.

4.4 Mosquito Survival Rates

To study Mosquito survival rates in a wet climate, eight survival times were
reported (Charlwood et. al., 1985, pg. 1011, Table 3); the following data represent the
time of death:

0.539, 0.292, 0.090, 0.044, 0.010, 0.010, 0.010, 0.031

We want to find the average survival time.

The sample is positively skewed with skewness = 1.83, and mean=0.13. A
histogram of the data values showing its positive skewness is given in Figure 9. The

proposed confidence intervals and their widths have been given in Table 3.
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Table 3: 95% Confidence Intervals for Mosquito Survival Rates Data

Histogram of MosquitoSurvival
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Method Confidence Interval Width
Student-¢ (-0.0315, 0.2880) 0.3194
Johnson-¢ (-0.0242, 0.2953) 0.3194
Median-¢ (-0.0509, 0.3074) 0.3583

Mad-t (0.0082, 0.2483) 0.2401
Bootstrap-t (0.0176, 0.2721) 0.2546
Median Bootstrap-¢ (0.0041, 0.2895) 0.2855
Mad Bootstrap-¢ (0.0452, 0.2366) 0.1914
BCA Bootstrap (0.0369, 0.3254) 0.2885

T1 Transformation (0.0343, 0.6590) 0.6248
Median T1 Transformation (0.0228, 0.7235) 0.7007
Mad T1 Transformation (0.0576, 0.5273) 0.4697
T3 Transformation (0.0449, 0.5220) 0.4771
Median T3 Transformation (0.0347, 0.5698) 0.5350
(0.0656, 0.4242) 0.3587

Mad T3 Transformation
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From Table 3, we observe that the mad bootstrap- has the smallest width

followed by mad-#, however this time the median 7; transformation has the highest

width. Again, both the proposed median bootstrap-f and mad bootstrap-¢ have shorter
widths compared to the corresponding median-f and mad-# respectively. The widest

widths are the median T1 transformation, Tl transformation, and median

T transformation. The example supported the simulation study to some extent.

4.5 HIV-1 Prevalence

The percentages of adults living with HIV-1 for fifteen regions of the world were
reported (Hemelaar et. al., 2006, pg. W16, Table 1); the following data represent the
HIV-1 prevalence rate for each region:

0.6,2.3,0.6,0.3,0.7,0.9,0.3,0.1,0.2,0.3,4.5,5.7,4.4,4.8, 17

We want to find the average percentage of disorders for a region.

The sample is positively skewed with skewness =2.67, and mean = 2.8. A
histogram of the data values showing its positive skewness is given in Figure 10. The

proposed confidence intervals and their widths have been given in Table 4.
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Table 4: 95% Confidence Intervals for HIV-1 Prevalence Data

Method Confidence Interval Width
Student-¢ (0.41, 5.28) 4.87
Johnson-# (0.54,5.41) 4.87
Median-¢ (0.12, 5.57) 5.45
Mad-t (1.21, 4.48) 3.27
Bootstrap-¢ (1.04, 5.35) 4.30
Median Bootstrap-¢ (0.83, 5.65) 4.82
Mad Bootstrap-¢ (1.62, 4.52) 2.90
BCA Bootstrap (1.41, 6.50) 5.10

T1 Transformation (1.29,11.51) 10.22
Median 7; Transformation (1.11, 12.56) 11.5
Mad 7, Transformation (1.80, 8.68) 6.88
T Transformation (1.33, 10.96) 9.63
Median T3 Transformation (1.15,11.94) 10.79
(1.83, 8.30) 6.48

Mad T3 Transformation
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From Table 4, we observe that the mad bootstrap-f has the smallest width

followed by mad-f and the median T transformation has the highest width. Both the

proposed median bootstrap-f and mad bootstrap-f have shorter widths compared to the
corresponding median-# and mad-f respectively. Student-1, Johnson-#, bootstrap-¢ and

median bootstrap-t have short and approximately equal widths. The example supported

the simulation study to some extent.
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CHAPTER 5

CONCLUDING REMARKS

This thesis reviews and proposes several confidence intervals for the mean of a
positively skewed distribution using the classical, bootstrap and transformation
approaches. A simulation study has been conducted to compare the performance of the

interval estimators: Student-#, Johnson-t, median-£, mad-¢, bootstrap-t, BCA, Ii, T. 3 and
six new transformations which are the median bootstrap-#, median T1 , median T3 , mad
bootstrap-#, mad T1 , and mad T3 . A good confidence interval will have high coverage

probability and a small width. However, it is hard to find a confidence interval which
satisfies both of these characteristics at the same time. There is an inverse relationship
between high coverage probability and low width. Therefore, the experimenters or
practitioners should decide whether coverage probability or width is most important to
their study then choose a confidence interval which sacrifices very little of the opposing
factor.

The simulation study shows that the best confidence interval based on coverage

probability for moderately to highly skewed data is the median n followed by median

T1 , T1 , T3 , median-t, Johnson-#, Student-#, median bootstrap-z, bootstrap-z, BCA, mad T1 ,
mad-#, mad T3 , and mad bootstrap-t. The best confidence interval for moderately to
highly skewed data based on width is the mad bootstrap-t, followed by mad-#, mad 7,

bootstrap-7, BCA, median bootstrap-7, mad ',Z’"1 , Student-#, Johnson-f, median-t, T, ,

42



median T3 » 7, and median I. Four real life examples are analyzed which supported

these results to some extent.

The proposed confidence intervals performed well in the sense that they improved
their respective confidence intervals in terms of either coverage probability or width.
Specifically, the modified median confidence intervals improved their confidence
intervals in terms of coverage probability and the modified mad confidence intervals
improved their intervals in terms of width. This improvement applied to all of the
modified confidence intervals and gives some evidence that the median and mad
confidence intervals can improve other existing intervals. Furthermore, these
modifications are very easy to implement compared to other existing intervals.

Even though we have classified the intervals based on the higher coverage
probability or shorter width, overall, the following intervals performed well in the sense
of both coverage probability and shorter widths: the median-#, Johnson-#, Student-z,
median bootstrap-z, bootstrap-7, and the BCA. Finally, the proposed interval estimation
methods performed well compared to some existing estimators. We also believe that the
comparison among various confidence intervals helps us to find some good and useful
interval estimators. It is also evident from the simulation study that the sample size 30 for

the normal or ¢ interval is inadequate for highly skewed data.
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APPENDIX

Table Al: Estimated Coverage Probabilities using Gamma(16, .625) with Skewness = .5
(CC= Confidence Coefficient, WD= Average Width, CV= Coefficient of Variation)

Student-¢ Johnson-t Median-t Mad-t Bootstrap-t BCA
n CC WD CV CC WD CV CC WD CV CC WD CV | CC WD CV | CC WD CV
5 964 5.9 37.3 96.4 5.9 35.6 96.9 6.2 37.1 90.6 4.6 348 | 894 43 349 | 85.8 3.9 359
6 93.8 5.0 32.0 939 5.0 32.0 94.2 51 333 87.8 3.9 333 | 87.5 3.8 34.2 | 85.1 3.6 333
7 945 4.5 28.9 944 4.5 31.1 95.2 4.7 29.8 88.8 3.6 30.6 | 894 3.6 30.6 | 87.0 3.5 314
8 952 4.1 26.8 952 4.1 26.8 954 4.2 28.6 88.5 3.2 25.0 | 90.5 3.4 265 | 87.8 3.3 27.3
9 94.8 3.8 23.7 94.8 3.8 23.7 95.0 3.9 256 88.2 2.9 276 | 90.9 3.2 25.0 | 89.2 3.1 25.8
10 944 3.5 229 944 3.5 229 94.7 3.5 257 | 884 2.7 259 | 91.2 3.0 23.3 | 89.1 2.9 24.1
11 94.7 3.3 21.2 94.7 3.3 21.2 953 34 235 88.8 2.6 23.1 | 91.6 2.9 241 | 90.6 2.8 25.0
12 96.5 3.1 22.6 96.5 9.1 7.7 96.6 3.2 21.9 904 2.5 24.0 | 94.1 2.7 259 | 92.8 2.7 259
13 945 2.9 241 944 29 24.1 948 3.0 233 87.7 2.3 21.7 | 92.0 2.7 22.2 | 90.3 2.6 23.1
14 942 2.8 214 943 2.8 214 945 2.8 214 84.1 2.2 227 | 913 2.5 20.0 | 90.7 2.5 20.0
15 940 2.8 214 94.1 2.8 214 94.7 2.8 214 87.0 2.2 227 | 91.5 2.5 20.0 | 90.3 2.5 20.0
20 95.5 2.3 174 95.6 2.3 174 96.0 2.4 16.7 90.0 1.8 16.7 | 942 2.2 182 | 93.5 2.1 143
23 95.6 2.0 15.0 95.6 2.0 15.0 95.9 2.0 15.0 87.8 1.6 125 | 935 1.9 158 | 92.8 1.9 158
30 953 1.9 158 95.3 1.9 158 953 1.9 158 88.0 1.5 133 | 946 1.8 11.1 | 93.5 1.8 16.7
35 948 1.7 11.8 946 1.7 11.8 949 1.7 118 87.7 14 143 | 932 1.6 125 | 92.7 1.6 125
40 943 1.6 125 942 1.6 125 944 1.6 12.5 88.6 1.3 7.7 | 934 1.5 133 | 929 15 133
45 954 1.5 133 954 1.5 133 95.6 1.5 133 89.0 1.2 83 | 947 14 143 | 939 14 143
50 95.0 1.4 143 95.0 1.4 143 953 14 7.1 873 1.1 9.1 944 1.3 7.7 1941 14 71
T1 Median T1 Mad T1 T3 Median T3 Mad T3
n | CC WD CV CC WD CV CC WD CV CC WD CV | CC WD CV | CC WD CV
5 90.2 59 542 88.2 6.5 56.9 81.3 4.7 51.1 87.7 6.5 36.9 | 89.0 6.8 38.2 | 81.1 4.9 36.7
6 88.3 5.1 549 89.2 5.1 56.9 80.0 3.8 50.0 873 6.2 339 | 882 6.4 359 | 80.9 4.7 34.0
7 90.0 4.5 51.1 90.9 4.6 50.0 83.3 34 44.1 90.5 62 30.6 | 91.2 6.4 32.8 | 843 4.7 319
8 90.4 4.1 46.3 91.3 4.2 524 83.0 3.2 438 89.8 6.0 283 | 90.0 6.2 27.4 | 83.6 4.6 28.3
9 92.0 3.7 40.5 924 3.9 46.2 83.0 2.9 414 90.6 59 27.1 | 91.8 6.1 26.2 | 84.8 4.5 26.7
10 92.0 34 441 92.8 3.5 429 83.2 2.7 37.0 90.6 5.7 263 | 91.0 58 259 | 84.0 44 25.0
11 92.1 3.2 375 92,6 3.3 364 84.8 2.5 320 925 5.6 250 | 92.8 5.7 24.6 | 87.5 4.3 256
12 94.5 3.0 36.7 92,7 3.1 355 843 2.4 292 92.9 5.6 25.0 | 933 5.7 24.6 | 85.8 4.3 25.6
13 91.6 2.9 379 92.9 2.9 345 85.1 2.2 273 90.6 5.5 21.8 | 91.2 5.6 232 | 854 4.2 214
14 924 2.7 333 95.7 2.8 32.1 87.2 2.2 227 933 53 22.6 | 934 54 22.2 | 875 4.1 22.0
15 91.6 2.6 269 95.7 2.8 32.1 85.7 2.1 238 90.7 5.3 20.8 | 909 54 22.2 | 85.6 4.1 22.0
20 939 2.2 227 934 2.3 261 855 1.8 222 939 49 163 | 94.1 5.0 18.0 | 89.0 3.8 184
25 93.7 1.9 158 93.7 2.1 19.0 86.8 1.6 18.8 93.7 4.6 152 | 94.0 4.6 152 | 87.6 3.6 16.7
30 942 1.8 16.7 939 1.8 16.7 87.1 1.4 143 | 944 42 143 | 94.7 43 140 | 88.2 3.3 152
35 936 1.7 11.8 944 1.7 118 86.6 1.3 154 93.5 3.1 194 | 936 3.1 194 | 88.3 2.4 208
40 932 1.6 125 94.1 1.6 12.5 87.8 1.2 16.7 | 93.7 2.1 143 | 939 2.1 143 | 875 1.7 11.8
45 95.0 1.5 133 95.2 1.5 133 89.1 1.2 83 96.0 1.8 11.1 | 96.0 1.8 11.1 | 90.1 1.5 133
50 94.6 14 7.1 949 14 143 86.3 1.1 9.1 938 1.7 11.8 | 941 1.7 11.8 | 875 1.3 7.7
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Table A2: Estimated Coverage Probabilities using Gamma(4, 2.5) with Skewness = 1
(CC= Confidence Coefficient, WD= Average Width, CV= Coefficient of Variation)

Student-¢ Johnson-¢ Median-t Mad-¢ Bootstrap-t BCA
n CC WD CV | CC WD CV | CC_ WD CV | CC WD CV | CC_ WD CV | CC WD CV
5 945 11.9 395 | 94.7 119 39.5 | 953 12.6 41.3 | 87.2 9.3 387 | 85.7 85 365 | 82.5 7.9 36.7
6 94.5 10.1 36.6 | 94.6 10.1 36.6 | 948 104 375 | 89.1 7.8 359 | 89.0 7.7 35.1 | 865 7.3 37.0
7 94.1 89 32.6 94.0 8.9 32.6 942 9.4 340 | 889 7.0 314 | 905 7.1 31.0 | 88.8 6.8 33.8
8 93.7 8.2 31.7 93.6 8.2 31.7 94.1 84 333 | 863 6.4 297 | 89.1 6.8 294 | 87.7 6.6 33.3
9 94.0 7.4 29.7 93.9 7.5 293 943 7.7 299 | 874 5.8 293 | 89.5 6.3 28.6 | 89.3 6.2 30.6
10 941 7.1 26.8 94.0 7.1 26.8 942 7.2 27.8 | 860 55 255 | 89.9 6.1 262 | 88.8 5.9 27.1
11 943 6.6 24.2 94.3 6.6 24.2 94.8 68 250 | 875 52 23.1 | 915 58 24.1 | 90.9 5.7 26.3
12 944 6.3 254 94.6 6.3 254 949 65 262 | 884 4.9 245 | 922 5.6 250 | 90.5 5.5 27.3
13 95.1 59 23.7 952 59 237 89.0 4.6 239 | 926 53 22.6 | 92.6 5.3 22.6 | 92.5 52 269
14 94.3 58 24.1 94.6 5.7 24.6 95.1 59 254 | 882 4.5 222 | 924 5.2 23.1 | 914 5.1 275
15 944 5.5 23.6 945 54 24.1 94.9 5.6 250 | 87.6 43 209 | 925 49 224 | 92.3 48 25.0
20 94.3 4.5 20.0 94.2 4.5 20.0 945 4.6 196 | 874 3.6 194 | 936 4.2 19.0 | 92.8 4.2 214
25 93.4 4.1 17.1 93.6 4.1 17.1 940 42 19.0 | 87.2 3.2 15.6 | 92.1 39 179 | 92.1 3.9 179
30 94.7 3.7 16.2 94.9 3.7 16.2 95.1 3.8 158 | 885 2.9 13.8 | 942 3.6 16.7 | 93.9 3.5 171
35 93.6 34 147 93.8 34 14.7 94.0 3.5 143 | 871 2.7 148 | 928 3.3 152 | 92.8 3.3 15.2
40 94.5 3.2 125 947 32 125 951 3.2 156 | 864 2.5 12.0 | 941 3.1 129 | 93.5 3.0 13.3
45 948 2.9 13.8 94.8 2.9 138 952 3.0 133 | 87.6 2.3 13.0 | 939 2.8 143 | 93.8 2.9 138
50 94.8 2.8 214 951 2.8 143 952 2.8 14.3 | 88.8 2.2 13.6 | 94.7 2.7 148 | 942 2.7 148
T1 Median T1 Mad T1 T3 Median T3 Mad T3
n CC WD CV | CC WD CV | CC WD CV | CC WD CV |CC WD CV | CC WDV
5 88.3 12.7 59.8 | 89.6 13.6 62.5 80.6 9.7 56.7 | 87.4 12.7 40.2 | 88.2 13.5 43.0 | 80.0 9.6 40.6
6 90.0 10.8 62.0 | 89.2 11.3 62.8 922 82 561 | 89.5 123 374 | 90.5 12.7 394 | 82.6 94 37.2
7 92.2 9.7 58.8 91.1 10.6 63.2 824 7.7 55.8 | 91.7 12.0 342 | 92.7 12.6 35.7 | 84.9 9.2 33.7
8 90.0 8.8 58.0 90.5 9.3 60.2 828 6.8 50.0 | 91.1 11.7 33.3 | 91.7 12.1 34.7 | 84.9 8.9 32.6
9 91.0 7.9 57.0 90.1 8.5 58.8 835 6.2 50.0 | 92.6 11.5 30.4 | 92.9 11.9 31.9 | 84.9 8.7 299
10 90.8 7.4 48.6 934 7.7 545 855 5.7 43.9 | 922 11.3 283 | 93.1 11.7 29.9 | 85.8 8.6 27.9
11 92.5 6.9 52.2 925 7.1 521 84.0 5.2 442 93.0 11.2 259 | 93.6 11.6 27.6 | 86.9 8.5 259
12 93.0 6.6 51.5 919 6.9 522 841 5.1 431 | 914 11.0 26.4 | 92.1 11.4 28.1 | 86.0 8.5 24.7
13 94.0 6.2 46.8 91.2 64 51.6 81.6 4.8 43.8 | 93.9 10.7 25.2 | 944 11.1 26.1 | 87.9 8.2 244
14 93.2 6.1 47.5 91.8 5.6 50.0 84.1 45 37.8 | 93.8 10.8 25.9 | 94.3 11.1 26.1 | 88.2 8.2 232
15 932 5.6 44.6 93.1 5.7 43.9 853 4.3 349 | 93.8 10.5 23.8 | 94.2 10.8 25.0 | 90.7 8.1 222
20 93.7 4.6 32.6 94.9 4.8 333 87.7 3.6 278 | 947 9.6 19.8 | 949 9.8 204 | 89.8 74 18.9
25 93.6 4.1 268 95.0 4.1 26.8 879 3.1 194 | 954 9.1 18.7 | 956 9.3 194 | 89.3 7.1 169
30 944 3.7 243 945 3.8 21.1 862 29 172 | 954 85 16.5 | 954 86 174 | 90.3 6.5 154
35 935 34 176 95.6 3.5 20.0 859 2.6 154 | 948 6.7 209 | 955 7.0 214 | 904 5.3 18.9
40 938 3.1 16.1 95.6 3.2 188 873 2.5 160 | 953 42 143 | 955 43 163 | 90.3 3.2 125
45 939 2.9 138 94.6 3.1 16.1 86.1 2.3 13.0 | 943 3.7 135 | 946 3.7 135 | 879 28 143
50 952 2.7 14.8 941 29 17.2 872 22 136 | 959 33 12.1 | 961 3.4 14.7 | 90.2 2.3 13.0
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Table A3: Estimated Coverage Probabilities using Gamma(1,10) with Skewness = 2
(CC= Confidence Coefficient, WD= Average Width, CV= Coefficient of Variation)

Student-¢ Johnson-¢ Median-t Mad-¢ Bootstrap-¢ BCA

n | CC WD CV CC WD CV | CC_ WD CV |CC WD CV | CC WD CV | CC WD CV

5 | 895 23.7 481 | 899 23.7 48.1 | 90.7 255 50.6 | 84.7 18.5 449 | 82.7 16.7 443 | 80.8 159 484
6 | 86.1 20.1 45.3 | 86.8 19.9 457 | 86.8 21.1 46.9 | 80.6 15.6 42.3 | 82.1 15.0 42.0 | 81.0 14.7 45.6
7 1902 17.8 43.8 | 90.5 17.7 441 | 91.0 19.0 45.8 | 84.7 13.8 39.9 | 85.4 14.2 40.8 | 85.8 14.1 46.1
8 | 91.1 159 415 | 914 159 415 | 91.7 16.7 43.1 | 842 12.3 37.4 | 88.0 129 39.5 | 87.0 12.9 434
9 | 88.9 14.8 37.8 | 89.2 148 37.8 | 89.7 15.6 39.7 | 834 11.3 345 | 859 124 37.1 | 86.2 12.5 40.8
10 | 89.2 13.8 384 | 89.3 13.8 384 | 89.7 145 39.3 | 83.1 10.6 34.0 | 86.5 11.8 364 | 86.5 11.8 40.7
11 | 89.6 13.2 356 | 89.9 13.1 359 | 90.2 13.8 37.0 | 84.4 10.1 31.7 | 88.0 114 34.2 | 87.3 11.6 40.5
12 1 91.0 12.7 37.0 | 91.2 12,7 37.0 | 91.8 133 39.1 | 84.6 9.6 32.3 | 889 11.1 35.1 | 88.7 11.1 40.5
13 1925 11.8 347 | 928 11.7 35.0 | 92.7 124 36.3 | 860 89 30.3 | 914 10.4 33.7 | 90.4 10.7 39.3
14 | 88.9 11.3 32.7 | 89.1 11.3 327 | 89.7 119 345 | 823 86 29.1 | 87.5 10.1 31.7 | 87.8 10.3 359
15 | 91.8 10.8 29.6 | 92.1 108 29.6 | 92.6 114 31.6 | 858 83 26.5 | 90.6 9.7 28.9 | 90.5 9.9 343
20 | 915 9.2 26.1 92.2 9.2 26.1 92.6 9.6 27.1 839 69 232 | 91.2 85 259 | 91.6 86 29.1
25 1925 81 247 | 93.0 8.1 247 93.3 85 259 | 83.8 6.1 19.7 | 920 7.6 23.7 | 923 7.7 28.6
30 | 924 7.2 222 | 929 7.2 222 934 7.6 237 | 847 55 182 | 922 6.9 21.7 | 92.0 7.0 257
35 | 926 69 21.7 | 932 69 21.7 938 7.2 23.6 | 845 51 17.1 | 922 6.5 21.5 | 925 6.7 23.9
40 | 933 6.4 203 | 93.6 63 20.6 94.0 6.7 209 | 859 4.7 162 | 931 6.1 19.7 | 93.1 6.2 22.6
45 | 935 6.0 200 | 93.6 59 203 943 6.3 206 | 839 45 153 | 932 57 193 | 925 59 203
50 | 940 57 193 | 939 57 193 944 59 203 | 844 4.2 14.0 | 933 55 20.0 | 934 5.6 214

Tl Median T1 Mad T1 T3 Median T3 Mad T3

n | CC WD CV CC WD CV | CC_ WD CV | CC WD CV | CC WD CV | CC WD CV

5 | 875275673 | 87.8 292 747 | 79.6 199 65.8 | 89.2 243 51.9 | 90.7 26.4 54.9 | 80.7 17.9 49.2
6 | 873 21.1 758 | 99.6 262 71.4 | 80.8 182 63.7 | 88.9 22.9 49.8 | 89.6 24.3 52.3 | 80.8 17.1 474
7 189.8 226 686 | 91.1 241 705 | 83.8 165 594 | 924 23.1 47.6 | 93.5 24.8 49.6 | 854 169 414
8 [91.020.2 67.3 | 90.1 22.0 709 | 80.8 153 61.4 | 91.6 22.1 434 | 91.9 234 453 | 85.7 16.3 38.7
9 190.6 194 66.5 | 90.8 20.7 66.7 | 81.8 14.3 56.6 | 934 21.6 42.1 | 949 23.1 43.7 | 86.2 15.9 36.5
10 | 89.6 18.2 66.5 | 90.7 18.6 66.1 | 81.5 12.8 539 | 92.2 21.2 41.0 | 92.8 22.4 42.9 | 835.7 15.5 35.5
11 | 915 17.3 63.0 | 925 174 632 | 84.0 12.0 52.5 | 93.4 21.3 394 | 94.3 22.6 40.7 | 86.7 15.6 33.3
12 | 91.6 139 81.3 | 825 16.8 64.3 | 832 11.6 52.6 | 94.2 21.3 39.9 | 94.8 22.5 41.3 | 86.5 154 325
13 | 924 15.7 65.0 | 93.6 16.6 63.9 | 850 11.3 504 | 96.1 20.7 37.2 | 96.8 22.1 389 | 90.6 15.2 30.9
14 | 91.0 15.1 64.2 | 922 157 624 | 843 10.8 52.8 | 96.2 204 36.3 | 96.6 21.5 38.1 | 89.6 14.8 31.1
15 | 93.0 13.8 60.1 | 93.6 14.5 62.8 | 842 10.1 48.5 | 95.0 20.2 33.2 | 953 21.3 34.7 | 88.4 14.9 29.5
20 | 932 114 544 | 935 123 60.2 86.8 84 464 | 954 19.1 283 | 96.0 20.0 29.0 | 88.4 13.9 23.7
25 | 93.7 9.6 542 | 934 10.1 53.5 84.6 6.7 43.3 | 958 17.7 26.6 | 96.1 18.7 27.3 | 90.4 12.9 22.5
30 | 93.6 83 47.0 | 949 89 483 845 6.2 37.1 | 96.3 16.3 23.9 | 96.7 17.2 25.0 | 91.3 11.9 21.0
35 1942 7.9 494 | 950 7.8 423 845 54 296 | 963 14.6 26.0 | 96.9 153 26.8 | 90.7 10.6 19.8
40 | 943 7.0 414 | 96.0 7.1 352 86.6 4.9 265 | 963 85 224 | 97.0 89 236 | 90.2 6.2 177
45 | 94.0 6.5 369 | 945 6.7 343 862 4.7 255 | 955 7.4 21.6 | 962 7.8 21.8 | 87.8 54 165
50 | 944 6.1 37.7 | 95.0 63 31.7 859 4.4 205 | 953 6.7 209 | 96.0 7.1 21.1 | 874 4.9 14.7
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Table A4: Estimated Coverage Probabilities using Gamma(.25, 40) with Skewness = 4
(CC= Confidence Coefficient, WD= Average Width, CV= Coefficient of Variation)

Student-¢ Johnson-¢ Median-f Mad-¢ Bootstrap- BCA
n | CC WD CV | CC WD CV | CC WD CV | CC WD CV | CC WD CV | CC WD CV
5 | 72.0 481 73.6 | 72.7 478 74.1 | 738 53.0 753 | 67.6 37.4 68.7 | 68.5 32.7 70.0 | 67.9 32.4 74.7
6 | 74.8 38.7 76.0 | 75.6 384 76.6 | 76.1 423 77.8 | 69.5 29.6 70.6 | 70.8 28.2 72.0 | 72.1 294 77.6
7 1781 36.1 65.1 | 78.6 359 655 | 79.4 39.7 66.2 | 73.5 27.0 59.3 | 75.9 27.3 61.5 | 78.3 29.5 70.2
8 | 78.8 32.1 604 | 795 319 60.8 | 798 35.0 61.1 | 72.7 23.9 54.0 | 76.2 25.3 57.3 | 78.4 27.1 64.2
9 802298 624 | 80.9 29.7 62.6 | 81.9 32.7 63.0 | 73.3 22.2 55.9 | 78.9 24.2 59.9 | 80.7 25.8 66.7
10 | 81.5 26.8 56.7 | 81.9 26.7 569 | 83.0 29.2 57.2 | 744 19.8 51.5 | 80.3 22.2 559 | 82.6 23.3 57.5
11 | 78.1 25.8 54.3 | 78.5 257 545 | 799 282 54.6 | 70.2 18.7 46.5 | 76.8 21.4 51.9 | 79.2 23.2 59.9
12 | 81.9 24.6 524 | 824 245 52.7 | 833 26.8 52.6 | 75.7 17.7 44.6 | 80.5 21.0 49.5 | 83.0 23.1 57.6
13 | 80.9 235 494 | 81.3 234 50.0 | 821 256 49.6 | 73.3 16.8 42.9 | 80.4 20.3 47.8 | 83.1 22.0 54.1
14 | 83.2 22.3 50.7 | 84.0 222 509 | 849 242 50.8 | 73.8 15.8 41.1 | 82.5 19.4 49.0 | 84.2 21.4 57.9
15 | 843 21.6 481 | 845 216 48.1 | 85.0 23.7 47.3 | 753 15.3 38.6 | 83.4 18.9 455 | 86.2 20.9 54.1
20 | 85.7 18.0 42.2 | 858 18.0 42.2 | 869 19.6 423 | 76.1 12.3 34.1 | 85.5 16.4 42.1 | 87.5 179 46.9
25 | 87.5 16.1 40.4 | 879 16.1 404 | 89.0 17.5 394 | 76.4 10.8 28.7 | 87.9 14.8 39.2 | 90.2 16.0 99.4
30 | 86.6 15.2 36.8 | 87.1 152 368 | 885 164 36.0 | 77.1 9.9 27.3 | 87.0 14.2 359 | 88.6 153 425
35 | 87.1 13.7 35.0 | 879 13.6 346 | 889 14.7 347 | 758 8.8 250 | 87.7 12.8 344 | 88.7 13.8 40.6
40 | 899 12.7 33.1 | 90.5 12.6 333 | 91.1 13.7 321 | 78.0 81 22.2 | 90.1 11.9 31.9 | 91.6 12.8 35.2
45 | 88.6 11.7 299 | 89.2 11.6 30.2 | 90.6 12.7 299 | 771 7.6 21.1 | 88.8 11.1 29.7 | 90.6 11.7 35.0
50 | 91.8 11.2 29.5 | 922 11.2 295 | 93.7 12.1 289 | 785 7.1 19.7 | 91.8 10.6 283 | 93.3 114 34.2
T1 Median T1 Mad T1 T3 Median T3 Mad T3
n |CC WD CV | CC WD CV | CC WD CV |CC WD CV | CC WD CV | CC_ WD CV
5 | 78.7 564 86.5 | 84.6 58.2 84.0 | 763 37.6 758 | 76.1 45.5 81.5 | 79.5 51.5 83.5 | 65.3 31.4 68.8
6 | 838 504 923 | 87.1 585 827 | 788 36.8 74.7 | 82.1 42.1 81.9 | 83.8 47.1 86.6 | 72.0 27.9 624
7 1869 499 78.0 | 874 528 81.1 | 769 32.2 649 | 84.9 43.7 72.8 | 87.6 494 74.5 | 75.2 294 59.5
8 | 879 464 744 | 893 509 79.0 | 79.9 31.1 61.7 | 88.0 41.6 68.5 | 89.9 46.1 69.8 | 77.8 27.6 55.8
9 1902 449 755 | 90.7 477 769 | 81.5 284 63.0 | 89.9 40.2 67.9 | 92.5 45.9 71.2 | 80.5 26.3 54.0
10 | 90.9 40.6 70.0 | 91.0 454 70.9 | 79.7 27.5 589 | 90.4 38.9 63.0 | 92.7 43.0 63.5 | 81.3 25.5 49.0
11 | 883 395 69.6 | 91.7 44.1 685 | 81.1 255 557 | 89.9 38.2 62.3 | 92.7 42.6 63.6 | 80.6 24.9 49.8
12 | 91.7 39.5 67.8 | 932 447 653 | 832 26.0 53.5 | 92.9 39.3 60.3 | 94.7 43.6 60.3 | 83.4 254 46.9
13 | 91.0 38.2 644 | 935 418 663 | 829 24.2 54.5 | 94.1 38.1 58.0 | 95.6 42.2 57.8 | 83.6 24.4 45.9
14 | 92.2 35.8 66.8 | 938 39.5 651 | 81.9 229 54.1 | 93.6 37.9 583 | 95.2 41.9 57.8 | 83.5 23.9 444
15 | 91.9 35.8 62.3 | 942 39.7 683 | 81.3 225 529 | 94.7 38.0 555 | 96.2 42.2 54.3 | 84.8 242 42.1
20 | 93.6 30.0 59.7 | 93.0 351 618 | 80.5 193 47.7 | 95.8 353 48.2 | 97.6 39.2 48.7 | 86.9 22.1 37.6
25 1941 244 62.7 | 952 285 60.4 | 81.3 157 452 | 97.3 33.8 453 | 98.7 37.3 45.0 | 89.5 20.9 33.5
30 | 93.2 245 61.6 | 951 255 58.0 | 834 142 45.1 | 96.9 32.6 43.3 | 98.2 358 42.2 | 86.2 19.7 32.0
35 1933 216 60.6 | 953 234 594 | 804 12.7 441 | 97.1 28.8 41.3 | 984 31.5 40.3 | 88.3 17.5 29.7
40 | 942 198 59.1 | 96.5 21.8 583 | 81.8 11.8 449 | 959 174 39.7 | 97.0 19.0 384 | 84.6 10.6 26.4
45 1940 17.1 57.3 | 96.3 19.2 589 | 79.3 10.4 42.3 | 94.8 144 34.0 | 96.2 15.8 32.9 | 829 9.1 231
S0 | 95.3 16.7 57.5 | 96.3 17.8 57.3 910 9.7 40.2 | 955 13.3 31.6 | 96.8 14.5 30.3 | 83.3 8.1 21.0
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Table AS: Estimated Coverage Probabilities using ¥*(32) with Skewness = .5 (CC=
Confidence Coefficient, WD= Average Width, CV= Coefficient of Variation)

Student-£ Johnson-¢ Median-¢ Mad-¢ Bootstrap-t BCA
n CC_WD CV CC WD cCv CC_WD CV CC WD CV | CC WD CV | CC WD ¢V
5 1937 18.6 36.5| 93.7 186 364 | 946 19.6 369 | 869 144 5.8 | 84.7 13.3 350 | 822 124 354
6 | 945 16.1 31.7 | 943 16.1 31.6 | 94.7 16.6 32.2 | 88.6 12.6 31.7 | 87.9 12.3 30.9 | 86.1 11.7 30.9
7 1952 145297 | 951 145 29.7 | 95.6 151 304 | 89.8 11.3 304 | 90.9 11.6 29.5 | 88.8 11.1 30.0
8 94.7 13.1 26.6 | 94.9 13.1 26.6 | 950 13.5 27.0 | 88.6 10.3 26.8 | 90.5 109 26.1 | 88.3 10.4 26.7
9 1947 12.0 25.8 | 94.7 12.0 258 | 950 124 264 | 88.7 9.5 26.3 | 90.5 10.2 255 | 89.1 9.9 26.0
10 | 93.7 11.5 23.8 | 93.7 11,5 239 | 939 11.7 243 | 87.1 9.0 24.1 | 90.3 99 235 | 88.9 9.6 238
11 | 945 10.7 23.7 | 945 10.7 23.7 | 949 11.0 242 | 86.6 84 23.8 | 90.7 94 235 | 904 9.1 244
12 | 944 10.0 220 | 944 10.0 220 | 94.7 102 224 | 870 7.9 225 | 909 89 219 | 900 8.7 227
13 | 951 9.6 214 95.0 9.6 213 95.8 99 21.8 883 7.6 214 | 925 8.6 21.2 | 91.0 8.4 22.1
14 | 953 9.2 200 | 953 9.2 20.0 955 9.3 204 88.6 7.2 20.5 | 929 83 198 | 91.7 81 20.5
15 | 939 88 19.3 938 88 19.3 944 9.0 19.7 872 69 196 | 91.1 8.0 19.1 | 906 7.9 19.6
20 | 944 74 170 945 74 17.0 94.7 7.5 17.3 875 59 173 | 925 69 17.1 | 91.7 68 17.6
25 | 955 6.5 149 954 6.5 14.9 95.8 6.6 _15.2 88.0 5.2 152 | 939 6.2 148 | 933 6.1 151
30 | 952 59 139 95.2 5.9 14.0 95.3 6.0 14.2 88.0 4.7 14.0 | 942 57 140 | 93.1 56 145
35 | 95.7 55 12.8 95.8 5.5 12.8 95.7 5.6 13.0 88.7 44 132 | 951 53 129 | 943 52 132
40 | 941 5.1 121 94.1 5.1 121 94.3 5.2 123 86.9 4.1 12.6 | 93.2 49 12.1 | 92.7 49 124
45 | 944 4.8 11.6 945 4.8 11.6 946 4.8 11.8 87.7 3.8 11.7 | 939 4.6 11.7 | 93.7 46 12.1
50 | 951 4.5 10.6 95.1 4.5 10.6 953 4.6 10.9 882 3.6 109 | 94.7 44 10.7 | 939 44 11.0
T1 Median T1 Mad T1 T3 Median T3 Mad T3
n CC WD CV CC WD CV CC WD CV CC WD CV | CC WD CV | CC WD CV
5 | 87.0 19.1 56.7 | 88.0 20.2 574 | 79.5 144 51.7 | 86.7 20.1 37.5 | 87.6 21.2 38.0 | 799 152 37.3
6 | 892 163 51.8 | 89.7 168 532 | 815 124 463 | 86.5 199 32,7 | 87.3 20.5 33.3 | 80.5 153 33.0
7 191.8 144 49.0 | 92.7 15.0 49.8 | 84.6 11.0 43.2 | 89.9 19.8 31.2 | 90.9 20.6 31.8 | 84.0 15.2 32.1
8 190.2 13.0 454 | 90.6 134 46.7 | 84.1 10.0 39.7 | 90.1 19.2 27.7 | 90.7 19.8 28.2 | 84.6 14.9 283
9 1919 11.7 411 | 92.8 121 421 84.3 9.1 356 | 90.9 18.7 26.8 | 91.5 19.3 27.4 | 84.1 14.6 27.6
10 | 904 11.2 384 | 91.1 11.5 39.2 83.3 8.7 33.0 | 90.7 18.7 24.8 | 91.2 19.2 25.3 | 85.0 14.5 25.7
11 1921 105 39.1 | 92.2 108 39.8 83.7 8.1 33.0 | 90.6 18.3 24.2 | 90.9 18.8 24.7 | 84.9 14.1 24,6
12 | 919 9.8 37.3 | 92.2 10.0 379 843 7.6 314 | 909 17.8 229 | 914 182 23.3 | 85.0 13.8 23.5
13 | 929 93 324 93.5 9.5 329 85.3 7.3 27.6 | 921 17.7 22.2 | 92.7 18.1 22.5 | 86.1 13.7 22.7
14 | 933 8.7 283 93.5 89 29.1 85.7 6.9 252 | 92.6 17.3 20.8 | 929 17.6 21.2 | 86.6 13.5 21.5
15 | 91.8 8.5 26.9 923 8.6 274 85.1 6.6 23.8 | 91.6 17.0 19.7 | 92.1 174 20.2 | 859 13.3 20.2
20 | 928 7.1 20.0 93.1 7.2 204 85.6 5.6 18.7 | 925 158 17.5 | 925 16.0 17.8 | 865 12.4 17.8
25 | 941 6.3 164 94.3 64 168 86.1 5.0 159 | 93.6 14.7 154 | 93.7 149 157 | 88.8 11.5 159
30 | 94.1 5.8 155 945 5.8 158 86.9 4.5 14.1 934 135 143 | 93.5 13.6 14.6 | 88.5 10.6 14.3
35 | 948 54 134 95.3 54 13.6 87.7 4.2 133 | 94.1 10.1 21.0 | 94.5 10.2 21.4 | 893 79 198
40 | 935 5.0 12.7 93.8 5.0 13.0 85.1 4.0 12.6 943 6.7 12.8 | 944 6.8 13.1 | 893 53 130
45 | 93.7 4.7 12.0 94.0 4.7 122 87.1 3.7 11.9 94.6 5.9 12.0 | 946 59 123 | 893 4.6 118
50 | 945 44 10.8 945 4.5 111 87.5 35 11.0 94.7 54 11.0 | 949 54 113 | 894 4.2 112
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Table A6: Estimated Coverage Probabilities using x*(8) with Skewness = 1 (CC=
Confidence Coefficient, WD= Average Width, CV= Coefficient of Variation)

Student-t Johnson-¢ Median-t Mad-¢ Bootstrap-t BCA
n CC WD cv CC WD CV CC WD ¢V CC WD CV | €CC WD CV | CC WD ¢V
5 93.1 94 373 | 933 94 373 93.9 10.0 38.7 | 86.4 7.4 369 | 849 6.7 356 | 822 62 362
6 935 81 358 | 93.7 81 358 94.0 84 370 | 877 63 348 | 87.8 6.1 346 | 859 59 37.1
7 935 7.3 329 | 937 73 329 94.1 7.6 338 | 87.1 57 31.2 | 885 5.8 315 | 869 56 338
8 93.7 6.5 31.1 93.9 6.5 31.2 94.1 6.7 32.1 88.5 5.1 299 | 904 54 304 | 88.7 52 32.8
9 94.1 6.1 303 | 942 6.1 303 94.5 63 313 | 884 4.7 292 | 90.7 51 29.6 | 893 5.0 32.2
10 | 941 56 282 | 943 5.6 282 95.1 5.7 293 | 874 44 27.0 | 90.5 4.8 27.6 | 905 4.7 29.9
11 | 949 52 256 | 949 52 256 95.8 54 264 | 878 4.1 242 | 914 46 249 | 90.6 45 26.7
12 | 92.7 5.0 25.1 92,7 5.0 251 93.1 51 26.1 862 3.9 242 | 89.7 44 244 | 888 4.3 265
13 | 952 4.8 243 | 953 4.8 244 95.7 49 253 | 88.7 3.7 229 | 93.1 43 242 | 92.1 4.2 26.0
14 | 935 4.6 247 | 939 4.6 24.7 939 4.7 258 | 868 3.6 233 | 91.5 41 243 | 90.1 4.1 26.2
15 | 944 44 22.7 | 94.7 44 22.8 94.7 4.5 23.7 | 86.7 3.4 21.5 | 92.7 4.0 225 | 923 39 24.1
20 | 947 3.7 19.7 | 94.7 3.7 197 951 3.8 206 | 87.6 29 19.0 | 93.5 3.5 19.6 | 935 3.5 20.9
25 | 943 33 176 | 944 33 177 944 34 184 | 875 2.6 164 | 93.1 3.1 17.6 | 923 3.1 189
30 | 93.7 3.0 16.1 93.9 3.0 16.1 943 3.0 168 | 864 2.3 154 | 93.0 2.8 16.0 | 929 2.8 17.0
35 | 952 2.7 150 | 953 2.7 150 955 2.8 15.7 | 88.7 2.1 139 | 946 2.6 150 | 945 2.6 158
40 | 939 2.6 141 939 2.6 14.1 94.1 2.6 14.7 | 869 2.0 133 | 933 25 141 | 929 25 147
45 | 955 24 132 | 954 2.4 132 95.8 24 14.0 | 88.9 1.9 12.2 | 94.7 2.3 133 | 947 23 139
50 | 954 2.3 127 | 954 23 127 95.6 2.3 132 | 885 1.8 114 | 943 22 12.7 | 939 2.2 133
T1 Median T1 Mad T1 T3 Median T3 Mad T3
n CC WD CV CC WD CV CC WD CV CC WD CV | CC WD CV | CC WD CV
5 87.7 9.8 56.5 | 88.8 104 57.7 80.1 74 514 | 87.3 9.9 39.2 | 88.9 10.5 40.6 | 80.1 7.6 394
6 89.7 8.6 61.5 | 90.5 89 633 823 65 556 | 89.1 98 375 | 89.3 10.2 38.7 | 81.8 7.4 36.0
7 90.6 8.0 614 | 915 84 624 833 6.0 53.6 | 909 9.7 34.8 | 91.9 10.2 357 | 851 74 329
8 91.3 7.1 59.0 | 915 7.3 603 83.7 53 50.1 90.8 94 329 | 91.1 9.7 34.0 | 83.7 7.2 31.6
9 91.7 6.5 56.5 | 92.1 6.8 575 839 49 485 | 919 93 32.0 | 92.6 9.7 33.1 | 858 7.1 30.9
10 | 922 59 56.7 | 925 6.1 58.2 843 45 464 | 924 9.0 293 | 929 93 30.8 | 868 69 28.3
11 | 929 5.6 S52.1 93.3 5.8 53.1 85.9 4.3 439 | 92.7 89 264 | 93.1 92 27.1 | 869 6.8 25.5
12 | 91.7 51 48.1 92.1 5.3 495 83.6 4.0 40.1 92.5 8.6 263 | 93.2 89 276 | 873 6.7 257
13 | 939 5.0 49.1 942 5.1 50.2 862 38 413 | 931 8.7 258 | 934 89 26.6 | 882 6.7 248
14 | 919 4.7 472 | 927 49 483 839 3.6 37.5 | 93.1 85 26.1 | 93.5 87 272 | 87.6 65 248
15 | 935 45 423 939 4.6 43.0 85.5 34 343 | 929 83 237 | 935 8.6 24.7 | 87.1 64 23.1
20 | 944 3.8 335 | 945 39 342 859 29 274 | 933 79 204 | 941 81 21.5 | 88.1 6.1 19.9
25 | 936 33 27.0 | 940 34 276 863 2.5 207 | 943 7.3 184 | 949 7.5 193 | 89.0 5.7 173
30 | 93.6 29 21.2 | 943 3.0 21.8 856 23 179 | 954 6.7 17.2 | 955 6.8 179 | 90.3 52 16.5
35 | 949 2.7 19.6 | 952 2.8 20.1 885 2.1 154 | 957 55 21.0 | 96.1 5.6 21.7 | 91.1 4.2 19.0
40 | 939 25 171 94.0 2.6 17.6 86.7 2.0 144 | 953 34 151 | 955 34 158 | 89.7 2.6 138
45 | 951 2.4 15.6 | 955 24 16.2 88.7 1.9 134 | 95.1 3.0 139 | 953 3.0 146 | 908 23 127
50 | 948 23 14.0 | 951 23 145 875 1.8 119 | 951 2.7 133 | 953 2.7 139 | 893 2.1 119
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Table A7: Estimated Coverage Probabilities using %*(2) with Skewness = 2 (CC=
Confidence Coefficient, WD= Average Width, CV= Coefficient of Variation)

Student-¢ Johnson-# Median- Mad-¢ Bootstrap- BCA
n CC_ WD ¢V CC WD ¢V CC WD CV CC WD CV | CC WD CV | CC WD ¢V
5 88.8 4.7 527 | 89.0 4.7 52.8 899 5.0 55.0 | 819 3.7 493 | 81.3 34 492 | 79.9 3.2 518
6 89.5 4.0 46.6 | 89.7 4.0 46.7 90.2 4.2 488 | 83.2 3.1 433 | 83.9 3.0 43.7 | 827 3.0 484
7 89.3 3.6 439 | 89.7 3.6 44.0 90.1 3.8 455 | 835 2.8 40.3 | 851 2.8 414 | 850 2.8 46.2
8 90.2 3.3 43.2 90.3 3.3 433 90.9 3.4 449 | 83.1 2.5 39.0 | 86.6 2.7 41.3 | 859 2.7 46.2
9 894 3.0 39.7 | 89.9 3.0 39.8 90.7 3.2 41.3 | 81.9 23 352 | 856 2.5 375 | 862 25 425
10 | 89.6 2.8 372 | 89.9 28 373 90.3 3.0 389 | 837 22 335 | 87.6 2.4 357 | 883 24 411
11 | 902 2.6 34.6 | 90.7 2.6 348 91.1 2.7 36.1 839 2.0 31.0 | 884 2.3 33.7 | 884 23 387
12 | 89.8 25 348 | 903 2.5 349 90.7 2.6 364 | 835 1.9 30.1 | 88.6 2.2 33.8 | 88.7 2.2 38.6
13 | 91.1 24 328 | 913 24 328 91.9 2.5 340 | 841 1.8 289 | 892 2.1 31.8 | 89.1 2.1 367
14 1912 23 328 | 913 23 328 91.7 2.4 343 | 843 1.7 283 | 89.6 2.0 31.6 | 884 2.1 36.0
15 | 91.7 22 314 | 922 2.2 315 92.6 2.3 328 | 857 1.7 274 | 905 2.0 30.6 | 90.8 2.0 34.0
20 1913 1.8 278 | 91.7 1.8 279 923 19 293 | 835 14 237 | 90.6 1.7 273 | 91.1 1.7 30.7
25 1922 1.6 252 92.7 1.6 253 93.2 1.7 262 | 840 1.2 202 | 915 1.5 249 | 91.7 1.6 283
301920 1.5 236 | 925 1.5 23.6 933 1.6 244 | 841 1.1 183 | 914 14 230 | 91.7 1.4 26.0
35 1938 1.4 21.6 | 939 13 216 94.7 1.4 224 | 845 1.0 17.0 | 93.0 1.3 214 | 932 1.3 233
40 1939 1.3 197 | 940 13 197 94.7 1.3 204 | 855 1.0 15.6 | 935 1.2 196 | 92.7 12 214
45 1943 1.2 195 | 945 1.2 195 95.1 1.3 202 | 853 09 149 | 939 1.2 194 | 943 1.2 214
50 1931 1.1 178 | 931 1.1 178 94.1 1.2 185 | 846 0.8 143 | 923 1.1 17.7 | 924 1.1 192
T1 Median T1 Mad T1 T3 Median T3 Mad T3
n CC WD cCVv CC WD CV CC WD CV CC WD CV | CC WD CV | CC WD CV
5 865 55 719 | 87.6 59 740 78.8 4.0 644 | 883 4.7 555 | 90.1 5.1 584 | 79.7 3.5 49.6
6 88.7 48 694 | 893 52 721 80.9 3.6 635 | 909 4.6 50.5 | 91.7 4.9 52.6 | 83.8 3.5 458
7 90.3 45 68.7 | 91.1 49 702 81.9 33 608 | 91.1 4.6 47.5 | 91.9 4.9 49.6 | 83.6 34 424
8 90.3 4.3 69.2 90.9 4.5 70.7 83.3 3.1 60.7 | 919 45 462 | 92.6 4.8 482 | 845 3.3 41.2
9 90.5 3.9 66.0 | 913 42 67.5 823 29 574 | 924 43 42.8 | 93.7 4.7 44.7 | 854 3.2 384
10 | 908 3.7 654 | 915 39 66.8 83.7 2.7 565 | 93.0 44 41.3 | 93.8 4.6 429 | 853 3.2 358
11 | 916 3.3 62.2 92.7 3.5 63.8 843 2.4 53.7 | 937 42 38.0 | 94.7 4.5 39.6 | 879 3.1 341
12 | 915 3.3 64.1 92.1 3.5 65.1 84.5 2.4 532 | 94.6 4.2 383 | 952 4.4 40.0 | 88.8 3.1 335
13 | 918 3.1 628 | 92.7 3.2 63.5 85.1 2.2 52.0 | 942 4.1 358 | 948 44 37.1 | 89.0 3.0 318
14 | 915 2.9 63.8 92.7 3.0 64.7 823 2.1 519 | 932 41 359 | 93.7 43 373 | 87.6 3.0 30.7
15 | 92.7 2.8 633 93.7 3.0 64.0 85.6 2.0 524 | 943 4.1 342 | 950 43 357 | 89.3 3.0 29.7
20 | 931 2.3 574 94.0 2.4 579 853 1.6 445 | 949 3.8 30.1 | 957 4.0 314 | 89.5 2.8 252
25 |1 932 2.0 542 944 2.1 543 83.6 1.4 42.0 | 947 3.6 274 | 951 3.8 284 | 879 2.6 224
30 | 93.0 1.7 498 | 940 1.8 50.4 844 1.2 371 94.8 33 25.1 | 958 3.5 26.1 | 885 2.4 207
35 | 944 1.5 415 | 952 1.6 42.0 851 1.1 29.7 | 961 2.9 243 | 97.2 3.0 255 | 895 2.1 195
40 | 938 14 399 | 948 1.5 40.0 855 1.0 281 | 953 1.7 22.1 | 962 1.8 228 | 88.1 1.3 168
45 1951 1.3 394 | 96.0 14 393 84.7 09 273 | 953 1.5 21.0 | 96.2 1.6 21.7 | 869 1.1 158
50 | 932 1.2 304 | 941 1.3 304 84.8 0.9 21.0 | 947 1.3 191 | 951 14 199 | 86.5 1.0 15.0
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Table A8: Estimated Coverage Probabilities using ¥*(.5) with Skewness = 4 (CC=
Confidence Coefficient, WD= Average Width, CV= Coefficient of Variation)

Student-t Johnson-¢ Median-¢ Mad-¢ Bootstrap-f BCA
n CC WD CvVv CC WD ¢V CC WD CV CC WD CV | CC WD CV | CC WD CV
5 731 23 759 | 740 2.2 76.6 756 2.5 783 | 67.6 1.8 70.5 | 68.2 1.6 71.2 | 69.3 1.6 758
6 73.1 19 67.5 | 738 1.9 67.9 747 21 693 | 683 1.5 634 | 70.0 14 640 | 71.3 1.5 689
7 75.3 1.8 62.2 756 1.8 62.5 76.9 2.0 634 | 71.0 1.3 58.0 | 732 1.3 59.7 | 745 14 650
8 763 1.5 59.1 775 15 59.7 784 1.7 60.8 | 70.6 1.2 54.0 | 746 1.2 57.0 | 772 1.3 625
9 788 1.5 61.6 79.1 1.5 61.8 80.1 1.6 61.6 | 729 1.1 545 | 77.3 1.2 584 | 785 13 664
10 | 803 14 59.0 | 81.1 14 593 82.1 1.5 59.6 | 73.0 1.0 514 | 79.2 1.2 563 | 81.3 1.3 63.7
11 | 798 1.3 56.1 80.9 1.3 56.7 824 14 56.7 | 739 0.9 482 | 78.7 1.1 53.7 | 83.0 1.2 62.8
12 | 827 1.2 51.7 | 837 1.2 52.2 843 1.3 521 751 0.9 44.0 | 82.1 1.0 502 | 846 1.2 56.7
13 | 815 1.2 51.7 | 82.0 1.2 51.9 834 13 51.8 | 73.3 0.8 432 | 80.7 1.0 49.6 | 829 1.1 584
14 | 814 1.1 493 | 821 1.1 49.7 83.1 1.2 494 743 0.8 41.0 | 81.2 1.0 47.7 | 83.1 1.1 551
15 | 834 1.1 47.9 | 84.1 1.1 482 849 1.2 47.6 | 749 0.7 38.6 | 829 09 46.1 | 850 1.0 559
20 | 83.7 09 448 | 845 0.9 451 86.1 1.0 45.0 | 749 0.6 353 | 83.6 0.9 434 | 872 09 520
25 | 87.3 0.8 40.3 | 882 0.8 405 89.1 0.9 398 | 77.7 0.5 30.3 | 87.6 0.7 38.9 | 89.7 0.8 474
30 | 866 0.7 355 | 875 0.7 359 88.7 0.8 354 | 75.7 0.5 26.5 | 86.8 0.7 349 | 90.0 0.7 41.1
35 | 88.8 0.7 356 | 89.7 0.7 358 91.0 0.7 353 76.7 0.4 251 | 89.5 0.6 35.0 | 909 0.7 405
40 | 892 0.6 33.0 | 895 0.6 33.0 909 0.7 328 | 764 0.4 235 | 895 0.6 324 | 90.8 0.6 379
45 | 894 0.6 305 | 90.0 0.6 30.7 909 0.6 30.1 78.1 0.4 21.9 | 898 0.6 29.8 | 91.7 0.6 343
50 | 885 0.6 294 | 89.1 0.6 29.6 90.2 0.6 29.0 755 0.4 209 | 889 0.5 29.2 | 909 0.6 33.0
T1 Median T1 Mad T1 T3 Median T3 Mad T3
n CC WD CVv CC WD CVv CC_ WD CVv CC WD CV | CC WD CV | CC WD CV
5 80.6 2.7 89.6 8§23 3.0 91.7 72.9 1.9 794 78.1 2.2 81.7 | 805 2.5 853 | 69.3 1.5 69.8
6 82.6 2.5 822 | 84.1 2.7 84.1 743 1.7 705 | 80.1 2.1 748 | 82.1 23 777 | 703 1.4 644
7 844 24 758 | 863 2.7 775 761 1.7 660 | 846 2.1 70.6 | 87.3 2.3 72.6 | 743 1.4 589
8 87.7 2.2 728 | 893 2.4 749 799 1.5 625 | 883 2.0 672 | 90.1 2.2 695 | 781 1.3 54.0
9 879 22 750 | 89.1 24 752 773 1.4 594 | 87.6 2.0 69.6 | 89.5 2.3 70.0 | 759 1.3 50.2
10 | 905 2.2 734 | 919 24 74.6 80.7 1.4 60.5 | 90.8 2.0 659 | 93.3 23 674 | 80.7 1.3 52.2
11 {905 2.1 71.0 | 921 23 713 81.3 1.3 57.2 | 91.9 2.0 64.6 | 945 2.2 65.0 | 825 1.3 49.0
12 | 91.3 2.0 65.7 92.2 2.2 664 816 1.3 53.6 | 934 2.0 59.0 | 948 2.2 59.6 | 83.7 1.3 462
13 | 91.1 1.8 675 929 2.0 678 80.3 1.2 53.8 | 939 19 60.0 | 958 2.1 59.8 | 835 1.2 449
14 | 913 1.8 64.1 93.2 2.0 65.2 81.1 1.2 52.1 93.1 1.9 563 | 949 2.1 56.7 | 835 1.2 44.7
15 | 922 1.7 64.1 94.1 19 64.1 81.8 1.1 50.9 | 948 19 56.0 | 96.6 2.1 557 | 843 1.2 41.8
20 | 933 1.5 63.8 | 948 1.7 63.7 80.1 09 476 | 957 1.8 51.8 | 97.6 2.0 514 | 851 1.1 38.6
25 | 938 1.3 60.1 95.5 1.5 59.0 834 0.8 46.1 969 1.7 458 | 97.9 1.9 447 | 883 1.0 340
30 | 941 1.2 58.0 | 961 1.3 575 824 0.7 448 | 972 1.6 41.5 | 984 1.7 408 | 87.6 1.0 319
35 | 937 1.1 608 | 958 1.1 60.0 83.1 0.6 457 | 972 1.4 404 | 983 1.6 39.5 | 88.9 0.9 29.6
40 | 935 1.0 593 | 959 1.0 57.9 80.5 0.6 43.7 | 945 0.9 38.6 | 96,5 0.9 37.5 | 825 0.5 25.6
45 | 948 09 573 | 96.7 1.0 564 81.7 0.5 431 959 0.7 339 | 97.3 0.8 33.3 | 81.7 0.5 224
50 | 941 0.8 57.2 | 95.7 0.9 559 797 0.5 41.5 | 945 0.7 31.8 | 963 0.7 31.5 | 79.7 04 21.3
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Table A9: Estimated Coverage Probabilities using Gamma(4, 2.5) with Skewness = 1
including Median and Mad Bootstrap- (CC= Confidence Coefficient, WD= Average

Width, CV= Coefficient of Variation)

Student-¢ Johnson-f Median-¢ Mad-s
n CC_ WD ¢V CC WD CV CC WD CV CC WD CV
5 934 119 395 | 933 119 395 | 94.1 12.6 41.0 893 9.2 38.7
6 93.0 10.0 357 | 929 10.0 357 | 93.5 10.3 36.8 864 7.8 35.1
7 934 8.9 337 93.6 8.9 338 93.7 9.3 35.1 87.1 6.9 33.1
8 93.1 8.1 316 934 8.1 31.7 93.6 8.4 32.8 874 6.3 30.6
9 933 7.3 29.6 934 7.3 29.6 93.9 7.6 30.6 86.9 5.7 28.7
10 934 7.0 274 934 7.0 274 93.7 7.2 284 87.3 55 26.3
11 92.6 6.6 26.7 92.6 6.6 26.7 93.1 6.8 27.7 86.2 5.1 25.8
12 94.6 6.2 26.1 94.7 6.2 26.1 949 6.4 27.0 87.5 4.9 24.7
13 94.7 6.0 24.5 94.8 6.0 24.6 95.1 6.2 255 87.5 4.7 232
14 93.7 5.7 23.7 93.6 5.7 23.7 93.8 5.8 24.7 86.1 4.5 22.7
15 93.7 5.4 23.0 93.9 54 23.0 94.1 5.6 23.8 86.6 4.3 21.6
20 949 4.6 19.6 94.9 4.6 19.6 95.1 4.7 205 88.5 3.6 183
25 945 4.1 17.8 945 41 179 94.7 4.2 18.6 883 3.2 16.9
30 94.6 3.7 15.7 949 3.7 15.7 95.2 3.8 16.5 88.1 2.9 152
35 938 34 15.1 93.7 34 151 943 3.5 158 87.3 2.7 14.0
40 949 3.2 14.1 95.1 32 14.1 953 3.2 14.7 88.7 2.5 131
45 94.5 3.0 13.7 944 3.0 13.7 94.8 3.0 14.2 88.0 2.3 124
50 948 2.8 12.7 94.8 2.8 12.7 95.1 2.9 13.2 86.8 2.2 11.6
Bootstrap-¢ Median Mad BCA
Bootstrap-t Bootstrap-t
n CC WD CV CC WD CV CC WD CV CC WD CV
5 86.7 8.4 375 87.9 89 38.7 77.3 6.5 365 829 7.9 38.7
6 859 7.7 34.0 869 7.9 35.1 774 5.9 33.6 84.4 7.3 358
7 882 7.1 32.6 89.3 74 341 79.6 5.5 324 85.9 6.9 34.7
8 89.5 6.7 30.6 90.1 6.9 31.9 79.7 5.2 30.0 87.7 6.5 33.0
9 89.1 6.2 28.8 89.7 6.4 29.8 80.4 4.9 284 87.5 6.1 31.1
10 90.0 6.1 26.8 90.8 6.2 27.8 814 4.7 257 88.8 5.9 29.0
11 894 5.7 26.2 89.9 59 273 82.3 4.5 25.5 88.9 5.6 278
12 923 55 25.6 92.8 5.7 265 83.7 4.3 244 924 54 284
13 91.3 54 23.7 92.0 55 24.6 84.0 4.2 23.0 90.9 53 259
14 91.1 5.1 233 915 53 243 823 4.0 224 90.7 5.1 254
15 922 49 225 925 5.1 234 829 3.9 212 91.2 4.9 240
20 93.7 4.3 194 94.0 4.4 203 86.5 34 18.1 93.3 4.3 209
25 933 39 177 93.8 3.9 185 86.0 3.0 16.9 93.9 3.8 189
30 93.9 3.5 157 94.6 3.6 164 86.9 2.8 15.2 93.0 3.5 167
35 93.0 3.3 15.1 933 33 157 86.1 2.6 13.8 92.3 3.3 158
40 94.1 3.1 14.1 945 3.1 147 87.3 24 13.1 94.3 3.1 148
45 941 29 137 943 2.9 142 86.7 2.3 124 939 2.9 142
50 94.0 2.7 127 944 2.8 132 849 2.1 11.6 93.9 2.7 13.2
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T1 Median T1 Mad T1 T3 Median T3 Mad T3
n CC WD CV | CC_ WD CV | CC WD CV | CC_ WDCV |CC WD CV | CC WD ¢V
5 88.3 12.7 60.4 | 89.1 13.5 619 | 80.5 9.5 555 | 88.9 125408 | 90.1 13.3 42.3 | 81.3 94 399
6 88.1 10.7 60.4 | 888 11.1 623 | 80.9 8.1 54.2 | 87.1 12.1373 | 87.7 12.6 385 | 80.1 9.2 36.7
7 89.7 9.8 61.9 90.7 102 634 | 819 74 559 | 913 11.836.1 | 924 124 375 | 84.8 9.0 353
8 90.3 8.7 59.3 90.9 9.0 61.1 822 6.6 51.8 | 91.1 11.633.5 | 91.6 12.0 347 | 85.1 89 326
9 90.5 7.9 57.2 91.2 82 583 | 827 6.0 49.1 | 923 11.231.3 | 929 11.6 32.6 | 85.9 8.6 30.2
10 91.8 7.5 54.1 925 7.8 555 | 83.2 5.7 46.1 | 91.5 11.328.8 | 92.1 11.7 30.6 | 85.1 8.6 278
11 90.7 6.9 52.6 91.5 7.1 S3.5 | 843 53 44.7 | 92.3 109282 | 929 11.3 29.3 | 86.0 8.4 274
12 939 6.6 53.3 942 6.7 542 | 857 5.0 429 | 93.0 11.027.2 | 934 113 28.2 | 86.9 84 25.7
13 925 6.3 47.6 928 6.5 484 | 86.1 4.8 388 | 93.2 10.9258 | 93.5 11.2 26.6 | 87.7 83 25.0
14 92.6 6.0 45.8 93.1 6.1 46.7 | 84.1 4.6 38.0 | 92.8 10.625.1 | 93.2 10.9 26.1 | 87.0 8.1 24.1
15 929 5.6 425 93.7 5.7 432 84.0 43 344 | 93.0 10.424.1 | 934 10.7 25.0 | 87.0 8.0 23.2
20 94.1 4.7 357 94.7 48 364 | 869 3.6 27.6 | 945 9.8 204 | 948 10.0 21.3 | 89.1 75 19.2
25 943 4.1 259 94.7 42 265 | 864 3.2 21.2 | 953 9.1 18.7 | 957 93 195 | 904 7.0 179
30 939 3.7 203 949 3.7 209 | 87.3 2.9 17.2 | 953 84 16,6 | 959 86 174 | 90.7 6.5 16.0
35 926 34 19.1 93.1 3.5 198 | 859 2.6 157 | 940 68 212 | 945 69 219 | 883 52 189
40 94.7 3.2 16.8 949 3.2 17.3 | 87.7 2.5 144 | 951 4.2 153 | 953 43 159 | 893 3.3 139
45 94.1 3.0 184 943 3.0 188 | 87.7 23 13.6 | 949 3.7 142 | 953 3.8 149 | 895 2.8 12.7
50 94.1 2.8 139 944 2.9 144 | 864 22 12.1 | 949 34135 | 953 34 140 | 886 2.6 12.1
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Table A10: Estimated Coverage Probabilities using Gamma(.25, 40) with Skewness = 4
including Median and Mad Bootstrap-¢ (CC= Confidence Coefficient, WD= Average
Width, CV= Coefficient of Variation)

Student-¢ Johnson-¢ Median-t Mad-t

CC_ WD CV CC WD CV CC_WD ¢V CC WD CV

73.7 45.6 72.1 | 74.6 452 728 | 755 504 73.6 | 68.7 358 67.3

73.9 39.0 70.0 | 749 38.6 70.6 | 76.4 42.0 72.9 | 68.9 30.1 65.1

76.4 35.7 662 | 77.3 354 668 | 783 39.1 673 | 70.6 27.1 675

77.0 322 668 | 77.5 32.1 67.0 | 788 35.0 383 | 709 242 60.3

81.1 292 57.5 | 81.8 29.1 57.9 | 829 31.9 582 | 72.5 21.7 50.3

80.3 272 555 | 81.2 27.0 559 | 822 29.5 56.3 | 734 20.0 47.5

82.1 244 51.2 | 829 243 51.5 | 839 26.6 518 | 73.7 17.8 44.0

80.3 23.2 49.7 | 81.7 229 503 | 829 25.1 50.7 | 72.5 16.7 434

81.8 222 50.6 | 82.5 22.1 509 | 834 24.1 504 | 73.1 15.6 40.7

825 21.8 495 | 834 21.6 50.0 | 844 23.6 49.6 | 755 151 41.1

n
5
6
7
8
9
10
11 | 80.2 25.8 52.9 | 81.0 25.7 533 | 82.6 28.0 534 | 738 18.7 46.2
12
13
14
15
20

86.2 18.6 43.5 | 86.5 185 438 | 87.5 20.1 433 | 77.1 125 33.6

25 | 849 163 39.9 | 86.1 16.2 40.1 | 875 17.6 403 | 743 10.9 30.3

30 | 87.0 149 37.6 | 87.5 148 378 | 885 16.1 37.3 745 9.7 26.8

35 | 86.1 13.5 34.8 | 86.7 135 348 | 882 14.7 34.0 73.9 8.8 23.9

40 | 89.3 127 33.1 | 89.7 12.7 331 | 90.8 138 32.6 769 82 232

45 | 877 11.8 314 | 885 11.8 314 | 89.7 12.8 30.5 759 7.6 224

S50 | 905 11.1 29.7 | 91.0 111 29.7 | 91.6 12.1 28.9 76.5 7.1 19.7

Bootstrap-f Median Mad BCA
Bootstrap-t Bootstrap-£

CC WD CV | CC WD CV | CC WD CV | CC Wb ¢V

69.1 31.5 67.3 | 709 349 688 | 61.9 23.6 60.6 | 69.7 31.0 71.6

70.7 285 66.7 | 72.2 31.0 689 | 624 21.3 599 | 729 29.8 73.0

73.3 269 60.1 | 755 29.7 63.9 | 64.8 193 53.5 | 752 289 70.0

74.8 254 639 | 76.5 27.7 653 | 648 17.7 475 | 76.1 26.8 65.8

R-dic T RN R - 17 R 5]

78.8 23.7 549 | 81.3 259 563 | 68.0 16.9 458 | 81.5 255 62.5

10 | 784 22.5 524 | 80.7 245 543 | 68.6 159 434 | 815 244 611

11 | 789 219 50.7 | 81.5 238 515 | 68.8 150 41.7 | 823 23.6 59.0

12 | 81.3 209 49.8 | 83.3 22.8 50.6 | 69.9 146 40.1 | 841 228 573

13 | 79.1 20.1 485 | 829 218 499 | 682 139 39.2 | 835 219 559

14 | 80.9 19.2 47.5 | 83.0 21.1 48.6 | 69.9 13.1 362 | 83.7 21.3 57.8

15 | 81.9 192 47.9 | 843 209 483 | 71.6 12.7 354 | 832 209 56.9

20 | 855 16.8 423 | 87.7 183 426 | 734 11.0 30.0 | 879 184 50.5

25 | 857 150 393 | 879 163 393 71.2 9.7 278 88.1 16.4 457

30 | 87.1 139 36.7 | 89.1 150 373 71.0 8.8 250 88.7 149 41.6

35 | 86.3 12.7 339 | 88.8 13.8 34.1 71.9 8.1 222 §9.2 13.7 394

40 | 89.6 121 322 | 913 13.1 32.1 73.7 7.6 21.1 90.8 12.8 375

45 | 883 113 31.0 | 90.1 122 303 736 7.1 211 90.0 11.9 36.1

50 | 90.7 10.6 29.2 | 924 11.6 284 74.7 6.7 19.4 91.2 11.3 319
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T1 Median T1 Mad T1 13 Median T3 Mad T3
n CC WD CV | CC WD CV CC WD CV | CC WD CV | CC WD CV | CC WD CV
5 80.5 53.1 83.8 | 81.9 59.2 85.1 | 74.1 38.0 77.1 | 77.6 43.478.6 | 79.7 49.3 80.3 | 69.2 31.0 67.4
6 842 50.1 85.6 | 85.5 54.7 87.8 | 752 343 729 | 83.0 42.179.6 | 84.5 46.7 82.3 | 71.6 284 64.2
7 85.7 49.0 80.6 | 86.9 54.3 814 | 78.2 325 70.7 | 85.6 42.6 75.5 | 87.5 47.7 76.6 | 74.6 28.6 61.8
8 85.7 51.3 824 | 87.4 51.3 824 | 77.1 304 63.0 | 86.1 40.7 69.8 | 88.3 46.0 76.9 | 76.3 27.0 55.3
9 90.7 438 70.7 | 92.3 48.3 71.4 | 81.9 289 61.0 | 90.7 40.4 654 | 92.3 45.1 65.4 | 81.1 26.4 53.3
10 | 89.9 41.3 70.0 | 91.3 452 70.6 | 80.5 27.6 60.5 | 90.1 39.5 63.5 | 92.5 439 63.8 | 80.1 259 514
11 | 90.3 40.7 66.9 | 92.2 44.6 66.8 | 80.1 26.1 544 | 91.7 39.0 61.1 | 939 43.7 61.6 | 81.5 25.1 46.7
12 | 915 39.2 66.5 | 93.3 429 67.0 | 82.1 24.9 545 | 93.2 38.8 59.0 | 94.9 43.2 59.2 | 83.5 25.0 46.5
13 | 914 37.1 66.4 | 92.8 40.7 66.8 | 81.3 23.6 54.4 | 92.7 37.7 58.1 | 949 41.9 59.1 | 81.7 24.0 45.1
14 | 914 355 65.1 | 92.8 38.8 64.9 | 822 223 523 | 93.7 37.5 57.5 | 954 41.4 57.4 | 85.0 23.8 44.3
15 | 92.1 352 659 | 93.8 38.6 65.8 | 81.7 22.1 52.0 | 94.6 37.5 56.8 | 96.4 41.7 56.6 | 84.7 23.8 42.9
20 | 93.2 309 63.1 | 949 33.6 62.5 | 81.7 18.6 48.4 | 95.7 36.5 49.6 | 96.7 40.2 48.8 | 86.3 22.5 36.4
25 | 938 268 61.2 | 94.9 29.1 60.1 | 81.6 159 459 | 97.1 33.8 46.4 | 98.5 37.2 454 | 86.9 20.6 34.9
30 | 935 245 604 | 94.9 26,6 59.8 | 814 143 462 | 96.6 31.9 43.3 | 98.3 35.2 42.9 | 86.6 19.2 31.8
35 | 932 21.3 59.6 | 95.1 23.0 58.7 | 80.7 12.7 441 | 97.5 28.3 40.6 | 98.3 31.0 40.0 | 88.5 174 29.9
40 | 94.0 19.7 594 | 95.7 21.3 582 | 80.8 11.5 435 | 96.0 174 40.2 | 97.8 19.0 38.9 | 82.1 10.6 26.4
45 | 934 17.6 59.1 | 949 19.1 57.6 | 80.9 10.5 42.9 | 94.3 14.6 349 | 96.3 15.8 34.2 | 80.6 8.9 23.6
50 93.5 16.0 57.5 | 955 174 56.3 | 80.9 9.5 41.1 | 94.5 13.2 31.1 | 96.3 144 31.3 | 80.6 8.1 21.0
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Table All: Estimated Coverage Probabilities using Log Normal (2.25, .314) with
Skewness = 1 including Median and Mad Bootstrap- (CC= Confidence Coefficient,

WD= Average Width, CV= Coefficient of Variation)

Student-¢ Johnson-¢ Median-z Mad-¢
n CC WD CV | CC WD CV | €CC WD CV | €CC WD ¢V
5 93.3 7.7 41.8 933 7.7 41.8 93.9 8.1 433 88.6 5.9 41.2
6 93.3 6.6 369 93.5 6.5 369 939 6.8 38.0 88.1 5.1 356
7 93.9 5.7 352 939 5.7 352 94.5 5.9 36.2 88.1 4.4 339
8 93.6 53 33.7 939 53 33.7 94.0 54 35.0 87.7 4.1 321
9 93.7 4.8 305 93.7 4.8 305 94.3 5.0 315 87.5 3.8 289
10 93.8 4.5 28.8 93.7 4.5 28.8 943 4.6 29.7 86.7 3.5 274
11 934 4.3 27.0 935 43 27.0 93.7 44 27.6 86.1 3.3 255
12 93.3 4.0 2638 93.5 4.0 268 93.7 41 27.7 859 3.1 253
13 929 3.8 244 933 3.8 245 93.7 3.9 253 854 3.0 232
14 93.0 3.7 239 93.1 3.7 239 934 3.8 248 85.1 2.9 225
15 92.7 3.5 233 92.8 3.5 233 93.0 3.6 24.1 86.8 2.7 21.9
20 935 3.0 20.2 93.5 3.0 20.2 93.7 3.0 209 86.7 2.3 188
25 944 2.6 17.7 94.5 2.6 17.7 94.6 2.7 183 87.0 2.0 16.5
30 93.7 24 17.0 93.7 24 17.0 939 24 176 85.7 1.8 153
35 94.7 2.2 156 94.7 2.2 15.6 949 2.2 16.2 87.6 1.7 143
40 94.1 2.0 14.7 942 2.0 14.7 943 2.1 152 88.1 1.6 134
45 95.0 1.9 13.7 95.1 1.9 137 953 2.0 143 88.0 1.5 129
50 951 1.8 13.1 95.1 1.8 13.1 953 1.8 13.6 879 14 118
Bootstrap-f Median Mad BCA
Bootstrap-t Bootstrap-1
n CC WD CV CC WD CV | CC WD CVv CC_WD CV
5 86.5 5.4 40.0 88.1 5.7 41.8 78.1 4.2 39.8 833 5.1 416
6 87.6 5.0 355 88.3 5.1 365 77.8 3.9 342 859 4.7 37.8
7 88.9 4.5 338 89.8 4.7 349 79.1 3.6 33.0 86.1 4.4 36.2
8 89.2 43 324 89.5 45 33.6 81.6 3.4 308 87.5 4.2 352
9 904 4.1 295 91.5 4.2 309 82.1 3.2 283 889 4.0 31.9
10 90.3 3.9 282 91.0 4.0 29.2 813 3.0 26.6 88.6 3.8 30.1
11 90.1 3.7 26.2 91.1 3.9 269 80.9 2.9 248 89.0 3.7 28.7
12 90.1 3.5 264 90.7 3.6 273 81.1 2.7 249 89.1 3.5 29.8
13 90.5 34 243 91.1 3.5 25.0 822 2.6 230 89.9 3.3 259
14 90.0 3.3 23.6 90.8 34 244 80.5 2.6 21.7 88.7 33 253
15 914 32 23.0 91.8 3.3 238 83.7 2.5 218 904 3.2 249
20 91.8 2.8 20.0 92.3 2.8 207 84.3 2.2 186 909 2.8 21.6
25 92.8 2.5 17.6 933 2.5 183 852 1.9 163 921 2.5 19.1
30 93.1 2.3 168 933 23 176 843 1.7 152 925 2.2 178
35 93.8 2.1 156 94.1 2.1 16.2 865 1.6 143 93.5 2.1 165
40 93.5 2.0 14.6 939 2.0 152 865 1.5 13.2 93.5 2.0 155
45 94.7 1.9 13.7 949 1.9 142 87.3 14 129 939 1.9 145
50 942 1.8 131 945 1.8 135 86.7 14 118 941 1.8 139
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T1 Median T1 MadT1 T3 Median T3 Mad T3
n CC WD CV | CC_ WD CV | CC WD CV | CC WD CV | CC WD CV | CC WD CV
5 88.7 8.1 63.5 89.5 86 653 | 81.1 6.1 59.8 | 90.3 8.1 436 | 91.3 8.6 453 | 819 6.1 42.7
6 883 7.0 62.6 89.0 73 644 | 799 5.3 56.1 | 895 7.9 390 | 90.1 8.2 403 | 815 5.9 36.6
7 89.3 6.0 62.6 90.1 63 639 | 803 4.6 55.0 | 91.0 7.6 372 | 915 7.9 382 | 845 5.7 354
8 89.7 5.7 61.0 90.5 59 63.5 | 829 43 526 | 915 7.5 352 | 919 7.8 364 | 858 5.7 334
9 91.1 5.1 58.0 920 5.3 60.0 | 839 3.8 493 | 913 74 31.9 | 91.9 7.7 32.8 | 841 5.6 30.8
10 91.3 48 559 919 49 57.5 | 833 3.7 474 | 924 7.3 304 | 93.0 7.5 314 | 86.7 55 29.0
11 91.1 46 53.8 91.5 4.7 547 | 81.6 3.5 45.0 | 91.1 7.2 282 | 91.7 74 29.0 | 853 5.5 268
12 91.0 4.2 53.6 91.7 43 547 | 82.7 3.2 439 | 935 7.0 282 | 93.7 72 29.1 | 88.7 53 26.8
13 91.2 3.9 49.0 91.7 4.0 49.6 | 833 3.0 41.3 | 92.7 6.8 258 | 932 7.0 26.5 | 875 52 253
14 899 3.8 46.9 905 3.9 484 | 813 29 37.1 | 92.1 6.8 253 | 923 7.0 26.0 | 86.9 52 24.0
15 91.6 3.6 46.2 92.0 3.7 46.7 | 84.6 2.8 378 | 938 6.7 250 | 944 6.9 25.7 | 885 5.1 243
20 92.2 3.0 35.1 924 3.1 356 | 843 2.3 28.0 | 935 63 214 | 938 6.4 22.1 | 883 48 199
25 934 2.6 31.0 939 2.7 31.5 | 86.1 2.0 23.9 | 949 59 185 | 949 6.0 19.1 | 893 45 17.2
30 93.7 2.3 24.0 941 24 245 | 853 1.8 179 | 959 53 17.7 | 96.1 54 184 | 90.7 4.1 16.2
35 945 2.2 19.2 94.8 22 197 | 867 1.7 16.1 | 954 4.4 228 | 955 44 234 | 903 3.3 204
40 94.0 2.0 22.0 944 2.1 225 | 875 1.6 174 | 960 2.7 16.0 | 963 2.7 165 | 912 2.1 142
45 95.0 1.9 17.6 953 1.9 18.1 87.5 1.5 144 | 953 2.4 144 | 959 2.4 150 | 89.7 1.8 134
50 946 1.8 17.7 948 1.8 182 | 863 14 138 | 963 2.2 138 | 965 2.2 143 | 89.8 1.7 12.2
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Table A12: Estimated Coverage Probabilities using Log Normal (1.96, .833) with
Skewness = 4 including Median and Mad Bootstrap- (CC= Confidence Coefficient,

WD= Average Width, CV= Coefficient of Variation)

Student-z Johnson-t Median-¢ Mad-s
n CC WD CV | CC WD CV | CC WD CV | CC_ WD Vv
5 859 21.6 703 | 863 21.5 704 | 87.1 232 732 | 78.7 17.0 65.5
6 853 187 70.2 | 855 18.6 702 | 859 198 72.6 | 79.1 144 63.7
7 87.7 169 67.1 | 88.1 16.9 672 | 887 18.0 69.2 | 81.5 12.9 59.5
8 86.9 150 594 | 87.1 149 594 | 87.5 158 61.0 | 80.7 11.2 513
9 86.7 144 575 | 873 144 576 | 875 153 59.1 | 799 10.8 49.7
10 | 87.0 132 554 | 87.2 132 555 | 874 13.9 56.7 80.3 9.8 46.6
11 | 88.1 122 520 | 88.5 12.2 52.0 | 889 129 53.7 81.1 9.1 438
12 | 86.6 12.1 495 | 87.1 12.0 49.6 | 875 12.7 51.0 80.1 8.8 39.5
13 | 879 11.7 519 | 884 11.7 52.1 | 88,7 124 52.7 81.5 8.5 40.5
14 | 884 10.6 452 | 88.7 10.6 45.2 | 89.1 11.2 46.2 814 7.7 36.8
15 | 88.7 10.6 47.7 | 89.7 105 47.9 | 89.9 11.1 484 80.5 7.6 36.1
20 90.0 9.0 43.8 90.5 8.9 439 90.6 9.4 442 81.0 6.3 29.8
25 90.9 7.9 399 914 7.9 40.0 91.6 83 40.3 80.5 5.5 26.6
30 90.6 7.2 36.0 91.2 7.2 36.1 91.9 7.5 365 813 4.9 233
35 915 6.7 36.0 91.7 6.7 36.0 922 7.0 36.2 80.3 4.5 22.6
40 92.1 6.3 35.6 92.3 6.3 35.6 92.8 6.6 35.7 80.7 4.2 208
45 92.3 59 325 92.7 5.9 32.6 93.1 6.1 325 81.0 4.0 19.1
50 919 5.6 309 919 55 30.7 92.6 5.8 308 80.2 3.7 17.2
Bootstrap-t Median Mad BCA
Bootstrap-¢ Bootstrap-
n CC WD cCVv CC WD CV | CC_ WD CV | CC_ WD CV
5 779 154 651 | 79.1 165 67.8 | 69.7 11.5 545 | 77.3 149 719
6 789 14.1 63.5 | 80.0 149 66.0 | 70.7 104 493 | 782 142 734
7 84.3 132 622 | 85.0 142 642 747 9.6 46.7 83.7 13.6 723
8 83.7 12.1 551 | 843 12.8 56.8 73.7 8.8 42.6 834 12.6 648
9 83.2 12.0 53.7 | 84.6 12.7 557 74.3 8.6 42.1 83.0 12.3 61.7
10 | 845 11.2 519 | 855 118 534 741 7.9 379 84.1 11.5 59.9
11 | 86.1 10.6 49.3 | 869 11.2 51.0 741 75 374 859 11.0 585
12 | 844 105 471 | 85.6 11.1 488 747 74 338 853 11.0 544
13 | 86.1 103 483 | 87.1 109 493 75.6 7.1 33.7 85.9 10.8 58.5
14 86.5 94 43.2 87.7 9.9 444 76.9 6.7 32.9 86.9 10.0 52.1
15 873 94 448 89.1 9.9 45.7 75.6 6.6 31.8 88.7 10.0 55.0
20 894 83 419 90.3 8.7 424 779 57 271 89.9 8.6 50.7
25 89.9 74 384 909 7.7 38.9 77.2 5.0 24.6 89.5 7.8 46.3
30 90.0 6.8 34.7 915 7.1 352 78.0 4.6 217 90.8 7.1 433
35 91.0 64 34.6 919 6.7 35.1 76.5 4.2 20.6 90.9 6.7 41.9
40 914 6.0 343 92.5 6.3 345 79.1 4.0 19.3 90.9 6.3 432
45 92.1 56 314 933 59 31.6 76.5 3.7 17.1 92.1 5.9 39.1
50 91.5 8.3 29.7 92.8 5.6 29.7 78.5 3.5 165 91.7 55 358
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T1 Median T1 Mad T1 T3 Median T3 Mad T3
n CC WD CV CC WD CV | CC WD CV | CC WD CV | CC WD CV | CC_ WD cVv
) 84.4 259 87.3 | 855 28.0 90.5 | 76.9 184 74.8 | 89.1 21.5 755 | 89.9 234 78.2 | 79.1 15.1 59.9
6 845 24.1 87.9 | 85.0 25.7 904 | 76.7 17.1 75.7 | 90.3 20.9 754 | 91.6 22.5 78.8 | 81.2 14.9 60.6
7 88.4 229 874 | 893 24.6 895 | 79.6 153 67.5 | 922 214 72.2 | 93.7 23.2 74.7 | 83.1 14.7 50.6
8 88.5 20.9 81.0 | 89.3 222 83.1 | 79.6 14.2 66.4 | 93.7 20.3 64.5 | 94.5 21.6 66.1 | 84.3 13.8 46.9
9 87.6 204 80.3 | 883 21.8 82.0 | 78.5 13.6 65.3 | 93.2 204 61.9 | 94.7 22.1 64.3 | 84.1 13.9 46.6
10 88.7 19.0 79.2 | 89.5 20.3 80.7 | 79.1 12.5 61.7 | 95.1 19.8 59.9 | 96.0 21.1 62.0 | 86.6 13.5 43.5
11 90.1 17.8 77.5 | 91.3 19.0 79.8 | 79.0 11.6 61.0 | 94.5 19.5 56.1 | 95.7 20.9 58.1 | 86.0 13.2 41.1
12 88.3 17.6 75.0 | 89.3 18.8 77.2 | 785 11.5 59.8 | 95.2 19.7 52.8 | 96.2 21.0 55.2 | 86.0 13.3 39.0
13 88.9 17.0 76.8 | 90.3 18.1 782 | 785 11.0 60.5 | 95.2 19.7 55.7 | 96.1 21.1 57.3 | 85.7 13.3 389
14 | 89.8 154 732 | 909 163 742 | 80.3 10.3 57.7 | 95.5 18.7 49.4 | 96.4 199 50.9 | 87.7 12.8 36.3
15 91.9 155 745 | 92.6 164 74.8 | 80.6 10.0 57.3 | 95.9 19.1 51.1 | 97.2 20.4 52.4 | 87.6 12.8 36.7
20 92.6 13.1 747 | 934 139 748 | 81.4 83 54.0 | 97.3 18.2 47.0 | 97.7 19.3 47.5 | 89.2 12.0 30.7
25 | 913 114 723 | 925 12.0 72.6 | 80.5 7.1 51.5 | 95.7 17.0 42.7 | 96.9 18.0 43.5 | 86.7 11.2 27.3
30 | 92.3 10.0 70.8 | 933 105 70.7 | 81.1 6.3 49.2 | 96.7 159 39.3 | 97.3 16.8 39.7 | 88.9 10.5 25.3
33 929 9.2 715 941 9.6 71.3 78.4 5.6 46.2 | 96.2 143 41.2 | 97.1 15.1 414 | 86.1 9.2 245
40 92.8 8.3 71.6 94.0 8.8 71.4 81.2 52 453 | 96.1 8.5 43.2 | 96.9 89 43.0 | 86.1 55 223
45 93.7 7.7 684 948 8.1 67.9 788 4.7 43.0 | 95.7 7.3 359 | 965 7.7 359 | 824 4.7 19.0
50 92.7 7.1 65.7 93.7 7.4 65.7 80.0 4.5 423 | 951 6.6 334 | 959 6.9 334 | 835 43 18.0
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