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ABSTRACT OF THE DISSERTATION

A NOVEL SIGNAL PROCESSING METHOD FOR INTRAOPERATIVE

NEUROPHYSIOLOGICAL MONITORING IN SPINAL SURGERIES

by

Krishnatej Vedala

Florida International University, 2013

Miami, Florida

Professor Malek Adjouadi, Major Professor

Intraoperative neurophysiologic monitoring (IONM) is an integral part of spinal

surgeries and involves the recording of somatosensory evoked potentials (SSEP).

However, clinical application of IONM still requires anywhere between 200 to 2000

trials to obtain an SSEP signal, which is excessive and introduces a significant

delay to prevent potential neurological risks during surgery. The main objective

of this dissertation is to develop a means to obtain the SSEP signal using a much

reduced number of trials (20 trials or less) while still optimizing the effectiveness

of the monitoring system. The preliminary research steps were to determine those

characteristics that distinguish the SSEP with the ongoing brain activity. We first

established that the brain activity is indeed quasi-stationary whereas an SSEP is

expected to be identical every time a trial is recorded.

A novel algorithm is subsequently developed using Chebyshev time windowing for

preconditioning of SSEP trials to retain the morphological characteristics of so-

matosensory evoked potentials (SSEP). This preconditioning was followed by the

application of a principal component analysis (PCA)-based algorithm utilizing quasi-

stationarity of EEG on 12 preconditioned trials. A unique Walsh transform opera-

tion was then used to identify the position of the SSEP event. An alarm is raised
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when there is a 10% time in latency deviation and/or 50% peak-to-peak amplitude

deviation, as per the clinical requirements. The algorithm shows consistency in the

results in monitoring SSEP in up to 6-hour surgical procedures even under this

significantly reduced number of trials.

In this study, the analysis was performed on the data recorded in 29 patients who

underwent surgery during which the posterior tibial nerve was stimulated and SSEP

response was recorded from scalp EEG. This method is shown empirically to be more

clinically viable than present day approaches. In all 29 cases, the algorithm took on

an average 4sec to extract an SSEP signal, as compared to conventional methods,

which take up to several minutes.

The monitoring process using the algorithm was successful and proved conclusive

under the clinical constraints throughout the different surgical procedures with an

accuracy of 91.5%. Higher accuracy and faster execution time, observed in the

present study, in determining the SSEP signals provided for a much improved and

effective neurophysiological monitoring process.
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CHAPTER 1

INTRODUCTION

1.1 Intraoperative Monitoring

Intraoperative monitoring (IOM) is an important protocol that clinicians adhere to

during surgeries. The patient undergoing a surgery is continuously monitored for

a variety of physiological processes so as to make sure that the surgery does not

lead to unanticipated and potential long term changes. The IOM protocols were

developed and form standard protocols in procedures when the spine, brain and

peripheral nerves are at risk. Examples of IOM include the following:

(a) Intraoperative fetal monitoring during nonobstetric surgery in pregnancy (Kil-

patrick et al., 2010)

(b) Coronary sinus lactate assay for metabolic monitoring of heart (Crittenden,

2001)

(c) Sensory evoked potentials for functional integrity of sensory pathways. (Grundy,

1983)

Iatrogenic spinal cord injury is the most feared complication of scoliosis surgery.

The use of somatosensory-evoked potentials (SSEPs) as a monitoring tool during

neurosurgical procedures has been reported widely in literature dating as far back

as the late 1940s (Dawson, 1947).SSEPs are nowadays routinely used for monitoring

the function of the spinal cord in procedures when the spine, brain and peripheral

nerves are at risk. They have been utilized in major studies that have reported

procedures affecting the spine such as deformity correction, spinal fracture repair
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and tumor removal (Jones et al., 1983; Nash et al., 1977; Nuwer and Dawson, 1984);

procedures affecting the brain such as aneurysm repair and carotid endarterectomy

(Friedman et al., 1991; Hargadine and Snyder, 1982; Lam et al., 1991); and proce-

dures involving the peripheral nerves (Mahla et al., 1984; Nercessian et al., 1989;

Porter et al., 1989). They are also used for the identification of the sensory portion

of the sensorimotor cortex (Celesia, 1979). SSEPs are also widely used for intra-

operative neurophysiological monitoring (IONM) in surgeries for scoliosis (Pastorelli

et al., 2011; Schwartz et al., 2007), pedicle-screw placement procedures (Jou et al.,

2003) and spinal cord related surgical procedures (Dinner et al., 1986; McGarry

et al., 1984; Nuwer et al., 1995; Deletis and Sala, 2008; Deletis, 2007).

1.2 Motivation

Somatosensory evoked potentials (SSEP) monitoring is a valuable tool for medical

diagnostics and surgical purposes (Dinner et al., 1986; Strahm et al., 2003; Khan

et al., 2006; Epstein et al., 1993; Toleikis, 2005). These electroencephalography

(EEG)-based signals are obtained through external stimulus applied to a sensory

organ such as the tibial nerve, and are identified by a positive peak followed by a

negative peak with a specific time range and amplitude.

The SSEP are characterized by a fixed time difference between the application of

the stimulus and the occurrence of these two peaks (i.e., time latency) and the

peak-to-peak amplitude of the signal. The peaks are identified by an alphabet (P

or N) indicating positive or negative peak followed by a number indicating the peak

latency in milliseconds. For a healthy average human, the tibial nerve SSEP peaks

are P37 and N45 i.e., a positive peak at 37ms and a negative peak at 47ms. In the

recorded EEG signals, the SSEP is the required signal and all other superimposed
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signals are considered as noise. The signal to noise ratio (SNR) of SSEP is very low

because of other signals superimposed on the EEG, and this has been the major

barrier for their study. It was Dr. Dawson who first introduced the potential

application of SSEP (Dawson, 1947) and also realized the difficulty in extracting

them from the EEG, and hence his approach of averaging the signals in time has

proven very effective and remains the predominant practice. This method, however,

improves the SNR by a factor of
√
N and hence requires a large number of trials

to be averaged to obtain the desired SSEP, typically ranging from few hundreds up

to 3000 trials. The stimulus is typically provided at a rate of 3Hz (Society, 2006)

and hence the time required before obtaining the SSEP could be quite large. Thus,

a robust method of recording and monitoring SSEP with a minimum number of

trials, although challenging, provides valuable information for the clinicians during

surgery.

1.3 Hypotheses

The following are the main hypotheses that are assumed for intra-operative moni-

toring within the research context of this dissertation:

(a) The recorded EEG signals are wide sense ergodic processes with zero-mean white

Gaussian noise.

(b) The eigen system components, of the recorded EEG signals, obtained using the

algorithm are mutually independent.

(c) The SSEP obtained from the first recording, called the baseline signal, is the

ideal SSEP and is clinically assumed to remain constant for that patient through-

out the surgical procedure.
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(d) Time latency deviation by no more than 10% from the baseline, and peak-to-

peak amplitude deviations of no more than 50% from the baseline are considered

standard safeguards.

1.4 Research Questions

Research questions that are posed on the basis of the aforementioned hypotheses

include:

(a) What characterizes an evoked potential from a regular action potential?

(b) Why do conventional signal processing algorithms fail to extract SSEP from an

EEG recording?

(c) In conventional PCA analysis, the components corresponding to the higher

eigenvalues are the noise introducing components. Would this conventional

wisdom work for SSEP signals as well? Does this signify the extremely low

signal-to-noise ratio (SNR) of the SSEP?

(d) On what factors is the optimum number of signals for PCA analysis based upon?

(e) If the SSEP being recorded is the result of a pulse stimulus, can the nerve con-

duction and electrical pathway be modeled as the step response of an unknown

linear or non-linear electrical system?

1.5 Significance of the study

The research is significant for two specific reasons:

(a) Higher prospects for detecting SSEP signals with high accuracy and consis-

tency throughout the entire surgical procedure and with the ability of using a
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much-reduced optimal number of trials will provide the surgeons timely valuable

information to guide their course of action during the surgical procedures while

ensuring a more effective monitoring process.

(b) Provide as a consequence enhancements to intraoperative neurophysiological

monitoring since the SSEP signals can now be acquired faster for closer scrutiny

of neurological function during spinal surgery and thus reduce the likelihood of

post-operative physiological complications.

1.6 Literature Survey

Although effective, the averaging technique has a major drawback in that it requires

a significant amount of trials to be collected in order to generate a realistic SSEP,

which is not practical in terms of the monitoring time required (Hussain, 2008).

As a result of this unyielding problem, various efforts have been made to reduce

the number of trials. Efforts to reduce the number of trials have used techniques

such as parametric decomposition (Bai et al., 2001), Bayesian analysis (Truccolo

et al., 2003) and digital filters (Friedman et al., 1991). Another study reported the

use of amplitude-modulated stimulus while performing steady-state analysis on the

recorded signals (Noss et al., 1996). Also, the latency as the time difference between

successive trials was used for noise removal (Kong and Oiu, 2001).

More recent advances using functional source separation of SSEP signals have been

utilized to provide information about underlying EEG characteristics that can be

used for SSEP detection (Porcaro et al., 2009). Phase-based techniques have also

been used to successfully reduce the number of trials to 200 (Simpson et al., 2000).

A more recent approach using neural networks was used to classify auditory-evoked
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potentials and to classify anesthetic states but relied on 1000 trials (Zhang et al.,

2001).

Some studies have also shown detection of SSEP from as low as a single trial but

such techniques are greatly affected by the recording noise (Hu et al., 2011a; Nishida

et al., 1993; Turetsky et al., 1989). Other studies have shown a comparison of various

blind source separation techniques for SSEP detection (Liu et al., 2011). These often

rely on correlation measures to evaluate the extracted SSEP from the baseline or

true SSEP and do contend with the amount of noise present in the EEG recordings.

Blind source separation does not guarantee extraction of the SSEP by one of its

components. The understanding of the fact that SSEP is one of the sources re-

sulting to the EEG and the remaining finite number of sources can be attributed to

noise. It then becomes tempting to develop and apply blind source separation (BSS)

algorithms to extract the useful source, the SSEP. Here, stress must be placed on the

fact that all the sources of the EEG change in time and amplitude. It then follows

that none of PCA or ICA components can on their own give complete information

of the SSEP. BSS has been proved quite effective in extracting auditory evoked po-

tentials using higher order correlations. This was facilitated by the proximity of

stimulus source to the brain.

However, the sources of SSEP are the distal ends of tibial and ulnar nerves and the

recorded signals also have the disturbance arising from the ongoing surgical proce-

dure. Previous studies on SSEP using PCA using a multitude of trials always found

that the SSEP waveform characteristics are always distributed among more than

one component. Each eigenvector contributes to a certain percentage of variance

in the data. Hence, different PCA and ICA methods extract different information

6



from the SSEP but not a complete SSEP unless a large number of trials are used

for analysis and thus affecting the goal of the study.

Standard algorithms often consider time-amplitude variations between individual

trials and common features between the individual signals. The later fact led to the

use of the principal component analysis (PCA) for estimating components associated

with noise (Glaser and Ruchkin, 1976; Moore, 1981; Regan, 1990; Suter, 1970). The

PCA is based on eigen-decomposition of the raw SSEP signal matrix. A modified

version of PCA-based signal decomposition technique named Algorithm for Multiple

Signal Extraction (AMUSE) (Crespo-Garcia et al., 2008; Tong et al., 1990) showed

great potential at reducing the number of trials to the ten noise-free trials of the

first twenty trials only.

1.7 Database and Recordings

All data for all the patients that were considered as part of the study in this disser-

tation came de-identified from recorded surgeries performed at Oregon Health and

science University (OHSU) hospital for over a period of one year from September

2010 to November 2011. The data was collected initially from 16 patients with just

one set of recordings and thereafter 12 more patients with continuous recordings

throughout the surgeries were obtained. The clinical monitoring was performed us-

ing CASCADE IONM as shown in fig. 1.1. The tSSEP were chosen because of their

wide study and reliability as they lie farthest from the brain and provide the longest

path for the SSEP (Fukuda et al., 2007; Kany and Treede, 1997; Sako et al., 1998;

Terada et al., 2009; van de Wassenberg et al., 2008).

Stimuli of intensity 45mA were applied to the posterior tibial nerve with a pulse

7
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repetition rate of 3.1 per second and the evoked potentials were recorded from the

scalp following the international 10/20 system. Two bipolar recordings viz., the C3–

C4 and CZ–FZ were recorded and digitized at 6400Hz sampling rate for a duration

of 100ms ensuing a total of 640 samples and band-limited between 30Hz and 500Hz.

The surgical procedures lasted for 1.5 to 6 hours during which time the patients were

monitored continuously. All the surgeries were successful without the raise of any

alarms in the tSSEP and the primary goal was to observe if the proposed algorithm

was able to correctly validate the results. The surgical cases presented have been

successful and no alarm was raised during the procedures to prove the consistency

of the algorithm.

Consistency in positive and negative peaks and the peak-to-peak amplitude are the

main characteristics of the SSEP sought in the monitoring process for any patient

undergoing surgery. In a tSSEP signal, the typical time latency for a positive peak is

37ms and that of a negative peak is 45ms (referred to as P37 and N45, respectively).

(Pastorelli et al., 2011; Nuwer, 2008). During a surgical procedure, these values

obtained from the first recording are termed as the baseline values and are clinically

expected to remain consistent throughout the procedure. Any research endeavor

involving SSEP would have to extract and then effectively and accurately monitor

such main characteristics during the entire procedure, and if for any unforeseen

event, such monitoring must also include timely warning for any cause for alarm.
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CHAPTER 2

ALGORITHM VERSION 1 – EIGEN SPACE FILTERING

2.1 Background

The approach that was first undertaken in this study reduces this average to an

optimal number of ten trials using an eigen-decomposition technique coupled with

a unique Walsh operator to pinpoint the position of maximum amplitude, which

served as an indicator of the presence of the SSEP peaks. A measure of caution

was taken, in that a thorough mathematical assessment of the eigen components

was performed at the onset to remove any trial that was fraught with noise in order

not to burden the averaging process with the intention not to exceed 10 trials as

a maximum. In the clinical cases involved in this study, with a stimulus rate of

3.1Hz, using 200 to 500 trials, the time required to record the trials varied anywhere

between 70s to 3.2min.

Standard algorithms often consider time-amplitude variations between individual

trials and common features between the individual signals. The latter fact prompted

the use of principal component analysis (PCA) for estimating components associated

with noise and the SSEP (Suter, 1970; Glaser and Ruchkin, 1976; Moore, 1981;

Regan, 1990). The PCA is an analysis that is based on eigen-decomposition of a

signal matrix. A modified version of PCA based signal decomposition technique

named Algorithm for Multiple Signal Extraction (AMUSE) (Crespo-Garcia et al.,

2008; Tong et al., 1990) was implemented to reduce the number of trials to 10.

In retrospect, the AMUSE algorithm is equivalent to cascading two PCA systems

(Tong et al., 1991), with the following basic assumptions:

10



1. Data is a set of zero-mean wide sense ergodic process, the components of which

are mutually independent.

2. Noise in the data is assumed zero-mean white Gaussian noise.

To satisfy the first condition, however, the arrangement of the recorded trials was

verified to be Toeplitz matrix and thus implying ergodicity (Wirfalt and Jansson,

2010).

Walsh transform was implemented such as to automate the latency detection after

obtaining the SSEP signal. The broad scope of applicability of the Walsh transform

yielded, as examples, excellent results in (a) extracting stereo features to recover

depth information in 2-D images (Adjouadi and Candocia, 1994; Adjouadi et al.,

1996; Candocia and Adjouadi, 1997) and (b) in detecting interictal spikes in EEG

data as means to detect seizures in pediatric epilepsy (Adjouadi et al., 2004, 2005;

Tito et al., 2010). In this SSEP application, a second order Walsh operator was

found to be extremely effective in localizing the SSEP under only 10 trials even

when the morphology of this signal is not yet quite similar as that of the so-called

true morphology obtained with a much larger number of trials (200 to 500).

2.2 Structure of the algorithm

The structure of the proposed algorithm is illustrated in fig. 2.1. This figure contains

the main mathematical derivations that were used with a brief description of what

each step performs.

1. The original data matrix, which certainly includes noisy signals, is generated

using recorded SSEP signals during successive trials from the same bipolar

11



Given data of N trials after which the required signal
was observed

Arrange the nth trial as the nth row of matrix X(n)

Apply AMUSE algorithm

Reconstruct the individual signals Xr(n) = HT ·Yr(n)

Obtain a single time series (xr) by averaging the rows of Xr(n).

Filter the signal xr using a 8th order elliptical
IIR low-pass filter with cut-off frequency of 250Hz, 0.1dB pass-band

ripple and 50dB stop-band ripple

Automate the peak detection exploiting the fact that it corresponds to zero
crossing in the first differential and a maxima or minima in the second differential.

AMUSE algorithm

Obtain covariance matrix Rx of the
input matrix X(n)

Obtain the singular values using singular value
decomposition (SVD) Rx = V ·Φ ·U

Gaussian noise is removed by subtracting the noice variance (σ2)

Xb = X− σ2 where σ2 = mean
(
Φ−1/2 ·V ·X

)

Obtain covariance of Xb and compute its eigenvalues E
and eigenvectors Λ

Transformation matrix H = ΛT ·Φ−1/2 ·V

Figure 2.1: Flowchart for the algorithm version 1 and the details of AMUSE algo-
rithm are indicated by the arrow.
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recording channel spanning the rows

X =



x1(1) x2(1) · · · xm(1)

x1(2) x2(1) · · · xm(1)
... ... . . . ...

x1(n) x2(n) · · · xm(n)


=



x(1)T

x(2)T

...

x(n)T


(2.1)

where X(n) =
[
x1(n) x2(n) · · · xm(n) · · · xM(n)

]T

is the nth trial

data, x(n) is the vector of nth trial and xm(n) is the mth sample from nth

trial data.

2. The AMUSE algorithm (Tong et al., 1991; Crespo-Garcia et al., 2008) similar

to the principal component analysis is applied on the matrix X following the

steps below:

(a) Compute the (N× N) covariance matrix:

Rx = X ·XT (2.2)

(b) Determine the singular values Φ of Rx using singular value decomposition

(SVD) technique giving three matrices; U is a unitary matrix, V is a

diagonal matrix for transformation and Φ is the required matrix:

Rx = V ·Φ ·U (2.3)

(c) Remove the Gaussian noise components by subtracting the noise variance

13



estimated as the mean of the singular matrix with the equation eq. (2.4)

σ2 = mean
(
Φ− 1

2 ·V ·X
)

(2.4)

such that

Xb = X− σ2 (2.5)

(d) Determine the covariance of Xb and further decompose it to find its eigen-

values and the corresponding eigenvectors Λ to be used in step (e). This

step ensures that all the singular values are distinct.

(e) Obtain the transformation matrix

H = ΛT ·Φ− 1
2 ·V (2.6)

(f) Determine the independent components as

Y(n) = H ·X (2.7)

3. Individual components were then studied and those that had the difference

between first two consecutive frequency peaks less than -30dB/Hz were re-

moved. To remove a component, the corresponding row of Y(n) was replaced

with zeros and a new matrix Yr(n) was consequently constructed.

4. New individual signals as rows of X were then retrieved from the matrix Y(n)

obtained in step 2-(e) above using the equation:

Xr(n) = HT ·Yr(n) (2.8)
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5. Arithmetic mean was computed across each column to obtain a single time

varying signal and was passed through a 250Hz low pass filter (LPF), for

experimental reasons that are detailed in the implementation section.

6. Detection of the peak that coincides with the occurrence of the SSEP was

automated using the Walsh transformation method (Weide et al., 1978; Smith,

1981; Adjouadi et al., 2004, 2005) to indicate the evoked potential response.

Thus, implementing the algorithm on its own assuming the number of sources equal

to the number of trials and a suitable noise variance σ will remove the white Gaus-

sian noise from the signals. Additional improvement can be obtained if the known

noise components in the matrix are removed. Since the eigenvalues are arranged

in descending order of their magnitude, the estimated components are arranged

according to increasing statistical variance; often referred to as signal complexity

implying addition of more frequency components. The second condition is automat-

ically satisfied since the brain activity is a random process.

2.3 Implementation

As an illustrative example, fig. 2.2 shows comparative results of the algorithm using

10 trials for a subjects 16 and 20, shown here as illustrative examples, in contrast

with the results obtained using the conventional method with 200 trials. MAT-

LAB® programs were created by the authors that take the raw signal vector and

the possible number of components as input and returns the estimated components,

the transformation matrix, and reconstructed signals as the output. Once the com-

ponents are estimated, filtering is used to remove unwarranted components.

15



(a) Subject 16: A close approximation and a very similar morphology

Figure 2.2: Illustration showing a comparison between the results of the algorithm
using 10 trials (solid line) and the clinical data using 200 trials (dotted line). Time
instances shown to the left of the markers are the locations where the evoked po-
tential was detected using the Walsh transformation method on C3–C4 signal. The
time values adjecent the markers are the time instances of the SSEP selected by
clinical experts.
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(b) Subject 20: A very close approximation with very ambiguous morphology

Figure 2.2: (cont.)
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Note the small discrepancies that exist between the markers for the negative and

positive peaks as detected through 10 trials only in contrast to those of the signal

obtained using 200 trials. These results are considered significant although the

morphologies of the two signals are still quite different.

This particular study involved initially 16 subjects with the objective to estimate

the location of the SSEP event using only 10 trials in comparison to the locations

provided by clinical experts using 200 to 500 trials; and four other subjects were later

included in the study with recordings provided at different stages of their respective

surgical procedures. These later datasets were assessed to ascertain consistency and

reproducibility of the results. For the recording process, two bipolar channels C3–C4

and CZ–FZ were used to record the desired signals. For these patients, the SSEP

signals were recorded by applying stimuli of intensity 45mA and pulse duration of

200µs at posterior tibial nerve of the right leg with a 3.1Hz repetition rate. The

positive terminal of stimulus is connected to the distal end and the negative terminal

to the proximal end of the tibial nerve. The amplifier gain was set to 10 and a 25µV

trial rejection threshold is used. The data was recorded at 6400Hz sampling rate

for duration of 100ms and with the 60Hz external interference component removed,

yielding 640 samples per signal. The raw trial signals are band-limited from 10Hz to

1000Hz and the clinical average between 30Hz and 500Hz. For illustration purposes,

the 10 resulting independent components in one of the studies are shown in fig. 2.3

with similar results obtained for the other recording channel.

From fig. 2.3, it is evident that the higher eigenvectors contain the larger amount

of background EEG components. These characteristic low frequency components

were observed in data obtained from all the test subjects and varied from 6Hz to

25Hz, while the high frequency components were as high as 418Hz. The frequency

18



Figure 2.3: Y1(n) - The ten components of the ten trials recorded, X1(n), from the
CZ–FZ channel and decomposed using AMUSE algorithm. The X-axis represents
the sampling time intervals.
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	   (a) PSD of Y1(1), obtained from the largest eigenvalue

Figure 2.4: PSD of two components from fig. 2.3: The symbol f indicates the
frequency and ‘PSD’ indicates the PSD at the corresponding frequency. PSD was
estimated using periodogram estimation method (Stoica and Moses, 1997).
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	   (b) PSD of Y1(10), obtained from the lowest eigenvalue and has multiple sharp peaks

Figure 2.4: (cont.)
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and amplitude variations in a component represent the separation between signals

from successive trials. Thus, the frequency represents frequent variations between

trials and the amplitude represents the amount of variation between the individual

trials. Hence, the power spectral density (PSD) (Stoica and Moses, 1997) analysis

of these signals will give a better understanding of both the amount of variation and

the frequency of variation in order to effectively remove background EEG activity,

which is regarded as noise in SSEP signals.

One important observation that can be made was that the lower eigenvalue compo-

nents had a very sharp power peaks at a single frequency and the higher eigenvalue

components had sharp spikes at multiple frequencies as shown in fig. 2.4.

Figure 2.4a has a sharp peak at 18.75Hz and the difference between the first two

peaks is 27.08dB/Hz, indicating that the 18.75Hz component contributes 500 times

more than the 418.8Hz component. In fig. 2.4b, the difference between the first two

peaks is 7.49dB/Hz, indicating that the 12.5Hz component contributes only 5.6 times

more than the 418.8Hz component. The cause can be attributed to the statistical

variance exhibited by the higher magnitude eigenvalues. The power spectrum was

computed using the fast Fourier transform (FFT) method (Frigo and Johnson, 1998).

It can be assumed that since these singular frequency components will contribute

solely to their corresponding frequencies they can be eliminated. For reconstruction

purposes, the components that have less than two peaks higher than -30dB/Hz were

removed. The -30dB/Hz threshold was arbitrarily chosen based on the total power

contribution of the component. To show the significance of the observation, raw data

from the first 10 trials are averaged in time compared with the average of 300 trials

from the same subject during the same operation; the low-frequency components

22



were estimated and removed and a final signal was obtained as shown in fig. 2.6.

2.3.1 AMUSE algorithm – Noise components filtering

These characteristic low frequency components were observed in data obtained from

all the test subjects and varied from 6Hz to 25Hz, while the high frequency com-

ponents were as high as 418Hz. The frequency and amplitude variations in a com-

ponent represent the separation between signals from successive trials. Thus, the

frequency represents frequent variations between trials and the amplitude represents

the amount of variation between the individual trials. Hence, the power spectral

density (PSD) analysis of these signals will give a better understanding of both the

amount of variation and the frequency of variation in order to effectively remove

background EEG activity, which is regarded as noise in SSEP signals.

An important observation that can be made was that the lower eigenvalue com-

ponents had very sharp power peaks at single frequency and the higher eigenvalue

components had sharp spikes at multiple frequencies. The cause can be attributed

to the statistical variance exhibited by the higher magnitude eigenvalues. An ex-

ample of high and low frequency components is presented in fig. 2.5. Notice that

the reconstructed signal resembles the desired SSEP waveform in terms of peak la-

tencies more closely upon the removal of the high-power low frequency components.

It can be inferred that since these singular frequency components will contribute

solely to their corresponding frequencies they can be eliminated. For reconstruction

purposes, the components that have less than two peaks higher than -30dB/Hz were

removed. The -30dB/Hz threshold was arbitrarily chosen based on the total power

contribution of the component. To show the significance of the observation, raw

data from the first 10 trials are averaged in time compared with the average of 200
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Figure 2.5: Reconstruction of SSEP from high frequency and low frequency compo-
nents and compared with the known clinical average. (a) SSEP reconstruction after
eliminating high-frequency components, (b) SSEP reconstruction after eliminating
low-frequency components and (c) the known clinical SSEP waveform. The X-axis
represents the time samples and Y-axis represents the amplitude.

24



trials from the same subject during the same operation; the low-frequency compo-

nents were estimated and removed and a final signal was obtained as was shown in

fig. 2.6.

It should be indicated that the signal obtained after filtering is still not smooth

enough to obtain a valid inference. From the frequency spectra obtained, frequencies

higher than 250Hz were randomly distributed and hence need to be filtered out

from the signal. The average signal obtained was filtered using an eighth order

Butterworth LPF with a cut-off frequency of 250Hz. The signal was then tested for

the maxima and minima using the first order and second order differentials. The

peaks in the Walsh-transformed signal are then used to automate the identification

of the evoked response. A difference operator can be used but they have a serious

drawback of being highly susceptible to noise, and thus a smoothing operator need

to be included to improve the differentiator’s signal to noise ratio (SNR). The Walsh

differentiation method (Adjouadi et al., 2004, 2005; Weide et al., 1978) was utilized

to overcome the problem, as described in the following section.

2.3.2 Walsh transform – Automated peak detection

The second order Walsh operator of length four (W r
N ≡ W 2

4 ), equivalent to a four-

point second- order differentiation operator, was convolved with the average signal

to obtain a Walsh-transformed signal whose peak location is found to determine

the peak locations of the SSEP (at least for 70% of the cases where noise was not

preponderant). The magnitude of each of the points as a function of time of this

Walsh-transformed signal was defined by performing the following convolution:

W = 1
4
(
w2

4 ∗Xfinal
)

(2.9)
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where, w2
4 =

[
1 −1 −1 1

]
is the Walsh kernel, which is functionally similar to

the second-order derivative and the center point difference
[

1 −2 1
]
, and where

the symbol ‘*’ represents the convolution operation. The peaks of W are obtained

to localize the two peaks of the SSEP response corresponding to P37 and N45 for

the tibial nerve. The Walsh maximum always corresponds to either P37 or N45 that

is verified from the sign of the amplitude of the signal at the detected time instance.

Once the maximum peak is obtained automatically, the next maximum point with

opposite polarity defines the second peak.

Figure 2.7 shows the process as it applies for subject 2 and as can be seen the

method effectively filters the noise and highlights the evoked response with just 10

trials. The figure compares the time occurrences of Walsh transform peaks detected

on the given average signal in fig. 2.7(a) with that from the signal obtained from 10

trials using the proposed algorithm in fig. 2.7(b). The algorithm was successfully

implemented on 20 subjects ensuring the repeatability of the algorithm.

A similar Walsh transformation when squared can be easily compared with the

second order derivative. Figure 2.8 shows such an implementation wherein the

Walsh transform is able to detect the SSEP peaks even though the morphology of

the signal is incomprehensible.

2.4 Implementation Results

The details on the trials and SSEP locations of the 20 subjects included in the

study are summarized in tables 2.1a to 2.1d (Vedala et al., 2012b,a). For each of

the first 16 subjects, table 2.1a provides the SSEP response locations for the two

bipolar recording channels obtained clinically and are contrasted to those locations

26



Ta
bl
e
2.
1:

R
es
ul
ts

of
an

al
ys
is

fro
m

th
e
im

pl
em

en
ta
tio

n
of

al
go
rit

hm
of

ve
rs
io
n
1

(a
)
R
es
ul
t
an

al
ys
is

of
th
e
al
go

rit
hm

im
pl
em

en
ta
tio

n
in

de
te
ct
in
g
th
e
SS

EP
lo
ca
tio

ns
fo
r
16

su
bj
ec
ts
.

Su
bj
.

N
o.
#

N
o. of tr
ia
ls

C
3–
C

4
pe

ak
la
te
nc
ie
s

(m
s)

C
Z
–F

Z
pe

ak
la
te
nc
ie
s

(m
s)

D
iff
er
en
ce

be
tw

ee
n

cl
in
ic
al

an
d
al
go
rit

hm
la
te
nc
ie
s
(m

s)
C
lin

ic
al

A
lg
or
ith

m
C
lin

ic
al

A
lg
or
ith

m
C

3–
C

4
C

Z
–F

Z
P3

7
N
45

P3
7

N
45

P3
7

N
45

P3
7

N
45

P3
7

N
45

P3
7

N
45

1
19
6

35
.0

45
.0

31
.4

38
.4

43
.0

58
.0

46
.9

58
.6

3.
6

6.
6

3.
9

0.
6

2
10
0

38
.0

50
.0

45
.8

57
.2

30
.0

40
.0

38
.8

46
.2

7.
8

7.
2

8.
8

6.
2

3
34

45
.0

57
.0

45
.0

55
.8

47
.0

56
.0

39
.2

46
.2

0.
0

1.
2

7.
8

9.
8

4
10
2

45
.0

57
.0

45
.0

56
.2

35
.0

47
.0

36
.6

46
.8

0.
0

0.
8

1.
6

0.
2

5
20
0

42
.0

53
.0

38
.4

49
.2

44
.2

52
.0

44
.2

51
.1

3.
6

3.
8

0.
0

0.
9

6
22
7

43
.4

51
.7

38
.8

50
.3

44
.2

52
.0

41
.1

52
.7

4.
6

1.
4

3.
1

0.
7

7
23
0

40
.4

47
.6

36
.7

49
.7

40
.6

48
.7

48
.0

61
.4

3.
7

2.
1

7.
4

12
.7

8
23
7

51
.4

60
.3

45
.2

52
.0

53
.1

60
.0

43
.4

50
.2

6.
2

8.
3

9.
7

9.
8

9
22
1

42
.1

50
.3

46
.1

53
.0

43
.2

51
.5

49
.1

58
.0

4.
0

2.
7

5.
9

6.
5

10
22
9

43
.7

50
.4

48
.8

54
.8

46
.4

51
.8

41
.6

51
.4

5.
1

4.
4

4.
8

0.
4

11
21
4

45
.0

55
.3

50
.9

58
.4

46
.4

56
.0

52
.2

67
.3

5.
9

3.
1

5.
8

11
.3

12
23
6

36
.6

40
.9

36
.4

48
.0

40
.4

47
.9

46
.4

58
.0

0.
2

7.
1

6.
0

10
.1

13
23
4

38
.7

49
.0

40
.6

47
.5

48
.1

56
.0

46
.1

53
.3

1.
9

1.
5

2.
0

2.
7

14
22
8

41
.7

48
.2

50
.2

57
.3

42
.3

53
.4

44
.2

51
.3

8.
5

9.
1

1.
9

2.
1

15
22
5

40
.9

47
.9

41
.9

48
.8

41
.2

50
.0

44
.1

51
.1

1.
0

0.
9

2.
9

1.
1

16
22
5

35
.0

40
.0

37
.3

44
.4

35
.0

56
.8

51
.7

58
.8

2.
3

4.
4

16
.7

2.
0

Av
er
ag
e:

3.
7

4.
0

5.
5

4.
8

27



(b
)
A
lg
or
ith

m
co
ns
ist

en
cy

an
al
ys
is

on
th
re
e
su
bj
ec
ts

(n
um

be
rs

17
,
18

an
d

19
)
re
co
rd
ed

at
di
ffe

re
nt

tim
e
in
te
rv
al
s
du

rin
g
th
e

re
sp
ec
tiv

e
su
rg
er
ie
s.

Fo
r
th
e
re
su
lts

to
be

co
ns
ist

en
t,

th
e
pe

ak
la
te
nc

ie
s
sh
ou

ld
be

w
ith

in
10

%
of

th
e
fir
st

pe
ak

(b
as
el
in
e
va
lu
e)

th
ro
ug

ho
ut

th
e
su
rg
er
y
in

at
le
as
t
on

e
el
ec
tr
od

e
as

hi
gh

lig
ht
ed

.

Su
bj
.

#

T
im

e
of

re
co
rd
-

in
g

C
3–
C

4
pe

ak
la
te
nc

ie
s

(m
s)

C
Z
–F

Z
pe

ak
la
te
nc

ie
s

(m
s)

%
In
te
r-
se
t
va
ria

tio
n
fro

m
th
e
fir
st

re
co
rd
in
g
se
t
pe

r
su
bj
ec
t

D
iff
.
be

tw
ee
n
cl
in
.
an

d
al
go

.
la
te
nc

ie
s
(m

s)
C

3–
C

4
C

Z
–F

Z

C
lin

ic
al

A
lg
or
ith

m
C
lin

ic
al

A
lg
or
ith

m
C
lin

ic
al

A
lg
or
ith

m
C
lin

ic
al

A
lg
or
ith

m
C
lin

ic
al

A
lg
or
ith

m
P3

7
N
45

P3
7

N
45

P3
7

N
45

P3
7

N
45

P3
7

N
45

P3
7

N
45

P3
7

N
45

P3
7

N
45

P3
7

N
45

P3
7

N
45

Su
bj
.
17

10
:2
4
A
M

40
.6

50
.3

43
.3

47
.5

40
.0

49
.5

38
.1

45
.2

-
-

-
-

-
-

-
-

2.
7

2.
8

1.
9

4.
3

11
:0
1
A
M

41
.2

60
.0

40
.5

47
.5

41
.0

60
.0

40
.5

48
.3

1.
5%

19
.3
%

6.
5%

0.
0%

2.
5%

21
.2
%

6.
3%

6.
9%

0.
7

12
.5

0.
5

11
.7

11
:3
0
A
M

40
.1

56
.4

46
.7

53
.3

40
.7

49
.2

39
.2

55
.8

1.
2%

12
.1
%

7.
9%

12
.2
%

1.
8%

0.
6%

2.
9%

23
.5
%

6.
6

3.
1

1.
5

6.
6

11
:5
6
A
M

37
.5

60
.0

40
.0

45
.5

40
.6

48
.9

38
.8

46
.2

7.
6%

19
.3
%

7.
6%

4.
2%

1.
5%

1.
2%

1.
8%

2.
2%

2.
5

14
.5

1.
8

2.
7

12
:2
2
PM

40
.7

47
.1

39
.1

45
.6

40
.3

49
.3

38
.8

45
.2

0.
2%

6.
4%

9.
7%

4.
0%

0.
7%

0.
4%

1.
8%

0.
0%

1.
6

1.
5

1.
5

4.
1

Su
bj
.
18

8:
45

A
M

51
.4

58
.4

49
.8

59
.2

50
.3

58
.1

45
.5

53
.3

-
-

-
-

-
-

-
-

1.
6

0.
8

4.
8

4.
8

9:
49

A
M

51
.5

61
.0

55
.3

63
.0

50
.9

51
.2

48
.4

56
.1

0.
2%

4.
5%

11
.0
%

6.
4%

1.
2%

11
.9
%

6.
4%

5.
3%

3.
8

2
2.
5

4.
9

10
:1
3
A
M

51
.7

60
.0

47
.2

58
.1

50
.6

59
.0

52
.0

58
.9

0.
6%

2.
7%

5.
2%

1.
9%

0.
6%

1.
5%

14
.3
%

10
.5
%

4.
5

1.
9

1.
4

0.
1

10
:2
4
A
M

52
.5

61
.0

55
.0

62
.5

50
.3

59
.0

45
.0

52
.5

2.
1%

4.
5%

10
.4
%

5.
6%

0.
0%

1.
5%

1.
1%

1.
5%

2.
5

1.
5

5.
3

6.
5

10
:3
2
A
M

51
.7

60
.3

51
.3

56
.7

50
.3

58
.4

54
.5

61
.2

0.
6%

3.
3%

3.
0%

4.
2%

0.
0%

0.
5%

19
.8
%

14
.8
%

0.
4

3.
6

4.
2

2.
8

Su
bj
.
19

4:
00

PM
40

.6
48

.7
49

.8
57

.8
41

.8
48

.4
39

.4
46

.6
-

-
-

-
-

-
-

-
9.
2

9.
1

2.
4

1.
8

5:
00

PM
41

.5
50

.1
45

.0
52

.0
42

.8
46

.5
40

.8
47

.5
2.
2%

2.
9%

9.
6%

10
.0
%

2.
4%

3.
9%

3.
6%

1.
9%

3.
5

1.
9

2
1

5:
57

PM
41

.5
49

.8
45

.9
53

.4
41

.7
50

.6
38

.8
45

.9
0.
0%

0.
6%

1.
8%

2.
4%

2.
6%

8.
5%

5.
1%

3.
4%

4.
4

3.
6

2.
9

4.
7

Av
er
ag

e:
2.
7

4.
4

2.
5

4.
9

28



(c
)
A
lg
or
ith

m
co
ns
ist

en
cy

an
al
ys
is

fo
r
su
bj
ec
t
20

at
di
ffe

re
nt

in
st
an

ce
s
du

rin
g
a
six

-h
ou

r
su
rg
ic
al

pr
oc
ed

ur
e.

N
ot
e
th
at

on
ly

th
e

C
Z
–F

Z
re
co
rd
in
gs

w
er
e
cl
in
ic
al
ly

pr
ov
id
ed

fo
r
an

al
ys
is.

Su
bj
.
#

T
im

e
of

R
ec
or
di
ng

C
Z
–F

Z
pe

ak
la
te
nc
ie
s

(m
s)

%
In
te
r-
se
t

va
ria

tio
n

fro
m

th
e
fir
st

re
co
rd
-

in
g
se
t
pe

r
su
bj
ec
t

C
lin

ic
al

-
A
lg
or
ith

m
la
te
nc
ie
s

(m
s)

C
lin

ic
al

A
lg
or
ith

m
C
lin

ic
al

A
lg
or
ith

m
P3

7
N
45

P3
7

N
45

P3
7

N
45

P3
7

N
45

P3
7

N
45

Su
bj
.
20

9:
43

A
M

49
.8

58
.9

45
.9

54
.2

-
-

-
-

3.
9

4.
7

10
:0
5
A
M

50
.3

58
.1

47
.7

55
.6

1.
0%

1.
4%

3.
9%

2.
6%

2.
6

2.
5

10
:3
0
A
M

50
.1

59
.0

50
.3

57
.0

0.
6%

0.
2%

9.
6%

5.
2%

0.
2

2.
0

10
:5
5
A
M

50
.1

58
.1

46
.7

59
.2

0.
6%

1.
4%

1.
7%

9.
2%

3.
4

1.
1

11
:2
8
A
M

48
.4

57
.3

45
.8

58
.1

2.
8%

2.
7%

0.
2%

7.
2%

2.
6

0.
8

11
:5
0
A
M

47
.9

56
.8

44
.8

52
.8

3.
8%

3.
6%

2.
4%

2.
6%

3.
1

4.
0

12
:2
0
PM

47
.1

56
.7

41
.9

48
.0

5.
4%

3.
7%

8.
7%

11
.4
%

5.
2

8.
7

12
:4
5
PM

47
.0

56
.0

45
.9

58
.8

5.
6%

4.
9%

0.
0%

8.
5%

1.
1

2.
8

1:
05

PM
47
.3

55
.6

41
.4

48
.4

5.
0%

5.
6%

9.
8%

10
.7
%

5.
9

7.
2

1:
35

PM
45
.6

55
.1

44
.7

51
.6

8.
4%

6.
5%

2.
6%

4.
8%

0.
9

3.
5

1:
55

PM
46
.7

55
.6

46
.2

59
.8

6.
2%

5.
6%

0.
7%

10
.3
%

0.
5

4.
2

2:
20

PM
45
.7

55
.2

47
.3

54
.2

8.
2%

6.
3%

3.
1%

0.
0%

1.
6

1.
0

2:
45

PM
47
.1

55
.7

49
.4

57
.3

5.
4%

5.
4%

7.
6%

5.
7%

2.
3

1.
6

3:
04

PM
46
.2

55
.4

45
.0

51
.9

7.
2%

5.
9%

2.
0%

4.
2%

1.
2

3.
5

3:
28

PM
46
.0

54
.8

41
.6

60
.8

7.
6%

7.
0%

9.
4%

12
.2
%

4.
4

6.
0

3:
45

PM
45
.9

55
.0

46
.6

54
.2

7.
8%

6.
6%

1.
5%

0.
0%

0.
7

0.
8

Av
er
ag
e:

2.
5

3.
4

29



(d) Amplitude consistency for subjects 17 thru 20 corresponding to the peak latencies
shown in tables 2.1b and 2.1c. For Subjects 17, 19 and 20, the amplitudes are from CZ–FZ
channel and for subject 18 from the C3–C4 channel.

Subj. # Time of
recording P-P Ampl. (µV) P-P Ampl. Error (%)

Subj. 17

10:24 AM 0.66 -
11:01 AM 0.57 13%
11:30 AM 0.65 2%
11:56 AM 0.93 41%
12:22 PM 0.61 9%

Subj. 18

8:45 AM 0.53 -
9:49 AM 0.28 47%
10:13 AM 0.46 12%
10:24 AM 0.50 5%
10:32 AM 0.63 19%

Subj. 19
4:00 PM 0.51 -
5:00 PM 0.73 43%
5:57 PM 0.52 2%

Subj. 20

9:43 AM 0.91 -
10:05 AM 0.86 5%
10:30 AM 0.70 23%
10:55 AM 0.62 32%
11:28 AM 0.48 47%
11:50 AM 0.65 28%
12:20 PM 0.85 6%
12:45 PM 0.82 10%
1:05 PM 1.00 10%
1:35 PM 0.74 18%
1:55 PM 0.51 44%
2:20 PM 0.66 27%
2:45 PM 0.70 23%
3:04 PM 0.87 4%
3:28 PM 0.92 2%
3:45 PM 0.74 18%
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determined by the proposed algorithm. It includes the error (difference) in millisec-

onds (ms) of the estimated SSEP location with respect to the corresponding actual

location as provided by the clinicians. For 14 of these 16 subjects, the location de-

termined by the proposed algorithm relied solely on the first ten trials or recorded

signals. For the remaining two subjects, it was noted that two of the first ten trials

were corrupted and were replaced by the successively recorded signals to constitute

the required 10 trials, for consistency purposes.

With the initial findings in using these 16 subjects, four more subjects were added

to the study to assess consistency in detecting the baseline peak latencies. To prove

the plausibility of an SSEP monitoring system, the system should show consistency

at different times in a single surgical procedure. Four such cases were then obtained

and analyzed for at least one consistent peak throughout the procedure. The high-

lighted entries show the consistency of the peaks i.e., within ±10% of the first peak

latency (baseline value) as detected by the algorithm using ten trials. Tables 2.1b

to 2.1d show recordings at different times through these added four surgeries and

a comparison of peaks is provided between the estimated peak latencies using the

algorithm and those provided clinically.

It can be seen from tables 2.1a to 2.1d and figs. 2.7 and 2.9 that the algorithm output

from ten trials using the proposed algorithm closely mimics (within a 10% time

latency deviation and within 50% peak-to-peak amplitude deviation) the average

signal obtained clinically using a multitude of trials and the response could be clearly

visualized. This algorithm is simple enough to be implemented in the recording

device itself.

Present day recording systems, such as CASCADE® Intra-operative Monitoring rely
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on amplitude threshold or area under the curve schemes for the SSEP peak detection.

A well-defined criterion needs to be applied to appropriately remove the noisy trial

recordings and a much better response can be obtained while still contending with

a limited number of trials. Another observation is that the individual trials show a

typical frequency pattern wherein the average power density in the frequency range

of 0Hz to 50Hz is at least 10dB/Hz greater than that in the frequency range of 100Hz

to 200Hz. This information can be utilized to implement automated noisy signal

elimination and enhance the performance of the system. The algorithm implemented

for all the subjects achieved very promising SSEP detection results with an accurate

detection in at least one bipolar recording channel.

With all these results, a retrospective on the merits of the proposed algorithm helps

us to

• identify and get rid of the corrupted SSEP signal components,

• determine the time (latency) variations in different SSEP trials and

• justify our assumption of independent SSEP trial signals.

The drawback of the algorithm was that the resulting SSEP waveform might not be

true to its morphology even though the Walsh transform is able to detect the peaks.

This issue was addressed in version 2 of the algorithm.
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Figure 2.6: Significance of removing the low-frequency components: (a) Average
of raw signals from 10 trials, (b) noise components estimated from the 10 trials
in fig. 2.3, (c) average of raw signals from 200 trials and (d) signal obtained after
filtering signal in (a) showing the possible location of the SSEP response. The X-axis
represents the time in seconds.
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Figure 2.7: Application of Walsh transform to identify the position of the SSEP: (a)
Left column displays the signal obtained using conventional averaging. The plot on
the top left shows the given average signal obtained from 200 trials and the possible
location of evoked potential response using the Walsh operation shown below it. (b)
Right column displays the signal obtained using the proposed algorithm and the
detected location of evoked potential response obtained using the Walsh operation
shown below it.
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Figure 2.9: Consistency in detecting P37 and N45 peak latencies from the CZ–FZ
recording of subject 20 with the peak latencies (algorithm vs. clinical) as given in
table 2.1d.
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CHAPTER 3

ALGORITHM VERSION 2 – TEMPORAL FILTERING

3.1 Background

Version 1 of the algorithm was proven to be successful in identifying the SSEP peaks

using mathematical tools while not limiting to signal morphology. However, if the

SSEP was indeed extracted, the SSEP waveform should be clearly identified by the

peaks and the signal morphology. Keeping this in mind, it was understood that the

morphology of the signal, was present in the temporal domain.

3.2 Gaussian Template

The first temporal filtering approach developed by our group developed was based

on Gaussian template (Goryawala et al., 2012, 2011). The algorithm steps are

summarized as follows:

(a) Noise removal: Any trial with a standard deviation greater than the mean of

standard deviations of the set for base-line is considered a noisy trial and is

rejected.

(b) Three step filtering: 60Hz noise, 300Hz LPF and 25-point moving average filter

for signal smoothing.

(c) Averaging: The signals are now averaged similar to clinical approach in time to

obtain the SSEP and position and amplitude are obtained.

(d) Gaussian template: A patient specific template was generated from the base-line

signal and convolved with the average signal obtained from step C.
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This algorithm used the conventional averaging method to obtain the baseline signal

for the specific subject. The algorithm steps were then applied on every 20 consec-

utive trials to extract the SSEP as shown in fig. 3.1. This baseline signal was then

used in the subsequent steps to obtain the trial rejection criterion and to generate

the Gaussian template using the equation:

g(x) = a · exp
[

(x− b)2

2c2

]
(3.1)

where a is scaling factor for normalization, b is the mid-point between the two peaks

and c is chosen such that the full width at half maximum (FWHM) of the template

is twice the time difference between the two peaks. The implementation results

from the algorithm are not presented in lieu of the merit of the following Chebyshev

filtering method but can be obtained from our research group (Goryawala et al.,

2012, 2011).

3.3 Chebyshev Filtering

Upon establishing the fact that the morphology of SSEP was associated with tem-

poral information, our group then improvised and developed a Chebyshev based

filter. The Gaussian template approach required a priori-information of the peak

latencies for a patient that was obtained by conventional averaging for the first 200

trials. Moreover, like conventional averaging, a linear digital filter with linear phase

response should be utilized. Addressing these issues, our team developed a finite

impulse response (FIR) filter was developed with the understanding that typically,

the tibial SSEP waveform is centered at 41ms (mean of 37ms and 45ms).

In fact if a filter modifies the appearance of the SSEP signal in time domain the po-
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sition of positive and negative peaks and their amplitude may change dramatically.

Linear phase filters are known for their performance in preserving the signal shape in

time domain. In fact, most of the commercial SSEP monitoring devices implement

some kind of moving average, which is linear phase by definition. Here, Fast Fourier

Transform (FFT) based filtering was used because of the sliced nature of the data

for SSEP trial. FFT application requires some form of windowing in time domain to

limit the power leakage between frequency components. On the other hand, normal

SSEP signal is centered in the first half of a sweep, which would be typically around

41ms in a 100ms sweep. In order to minimize SNR loss due to windowing the signal

was zero padded in the beginning (or end depending on normal SSEP of the subject)

to move the SSEP to the middle of the window function where the tapering effect

is minimum. A Chebyshev window was applied to the time domain zero padded

signal that minimized the Chebyshev norm of the side lobes while increasing the

main lobe width on each FFT component that are going to be calculated. FFT was

then applied to the signal transferring it to the frequency domain. A rectangular

window in frequency domain annihilated the undesired components, which were set

to be below 50Hz and over 120Hz. Setting the corresponding component to zero

also rejected the 60Hz noise due to power equipment. Inverse Fast Fourier trans-

form (IFFT) was then applied on the remaining components resulting in a signal

with unwanted components attenuated and the general morphology of the SSEP

remaining intact. The zero padded time domain samples were dropped maintaining

the overall length of the signal in time domain.

Thus, this method achieves all the steps of Gaussian template type filtering in

only three steps. An implementation example of Chebyshev filtering is showing in

fig. 3.2a. It can be observed that the Chebyshev filtering has already extracted
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the morphology of the SSEP signal from one trial. However, the morphology may

not always be true to the characteristics due to the unpredictable nature of the

background brain activity as shown in fig. 3.2b.

To analyze the effectiveness of the algorithm, we check the SNR for the algorithm

with that of the clinical approach. The formula for calculating the SNR is as follows:

SNR = 20× log10

(
SSEP signal amplitude

noise amplitude

)
(3.2)

The signal is obtained by taking the ensemble average of all the available trials and

the noise signal is obtained by alternate addition and subtraction of all the available

trials. This method allows us to obtain the SSEP signal and the noise without

the SSEP signal at both the input and output of the algorithm (MacDonald et al.,

2005). Figure 3.3 shows a typical SNR comparison wherein the proposed Chebyshev

filtering provides with an SNR of 6.58dB using just 12 trials as compared with clinical

averaging with takes as many as 114 trials to achieve the same SNR.
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Figure 3.1: Outline of the SSEP recording timeline as compared with the clinical
monitoring. By the time one clinical SSEP is obtained, the algorithm version 2
obtained 10 SSEP signals.
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Figure 3.2: Comparison of signals before and after applying Chebyshev filtering with
the actual average signal.
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CHAPTER 4

ALGORITHM VERSION 3 – COMBINATION OF EIGEN & TEMPORAL

FILTERING

Version 1 of the algorithm involved direct application of the eigen based filtering on

the recorded data and followed by frequency based filtering. In version 2, a frequency

based Gaussian template was used to achieve the same goal. The combination of the

two opens up a wider angle of view to understand better the physiology of SSEP. A

flowchart which summarizes the key steps taken is shown in fig. 4.1.

4.1 Merits of Pre-filtering

Linear phase filters are known for their performance in preserving the signal shape

in the time domain. In fact, most of the commercial SSEP monitoring devices

implement some kind of moving average, which is linear phase by definition. Here,

FFT based filtering was used as explained in the previous chapter.

A Chebyshev window is applied in this case to the time domain zero padded signal

that minimizes the Chebyshev norm of the side lobes while increasing the main lobe

width on each FFT component that are going to be calculated.

4.2 Implementation

4.2.1 Data Acquisition

The data acquisition process in this implementation involved creating a matrix of 12

successive unrejected trials for each bipolar recording channel. The same rejection
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START

Initialize N trials=1, N reject=0, X=empty

Obtain the most recent sweep
= x

Rejection criterion:

max|x|
{
> 15 OR

= 0

Perform chebychev windowing in time domain.
Remove 60Hz and its harmonics.

Append the signal x to the matrix X
Increment N trials by one.

Is N trials = 12?

Perform Eigen-space filtering on
matrix X

SSEP approximation is the time-average of the
reconstructed signals.

Perform Walsh-operator convolution to detect
the P37 and N45 peaks.

CONTINUE TILL END OF SURGERY

No
(N reject++)

Yes No

Yes

Figure 4.1: Flowchart for the complete algorithm version 3.
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Figure 4.2: A set of twelve successive unrejected recordings for the patient 7 in
table 4.1.
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criterion was used to follow the requirements in the clinical settings i.e., if the

amplitude is 0µV or greater than 25µV, reject the signal from further analysis fig. 4.2.

4.2.2 Pre-filtering or Pre-conditioning

Each of the 12 signals was then preconditioned to remove the 60Hz noise and band

limit the signal from 50Hz to 120Hz. To achieve this with minimum spectral leak-

age, the signal was first zero-padded in time domain and a Chebyshev window was

applied. The signal was then converted to frequency domain using fast Fourier

transform (FFT) (Madhok et al., 2010; Hu et al., 2011b), where the rectangular

window was applied. The inverse FFT will result in a signal devoid of unwanted

frequency components and the zero padding can now be removed to get back a signal

of 100ms.

4.2.3 Eigen Space

A form of principal component analysis used for blind source separation, called

AMUSE was used to analyze the eigen-components of the data set. Experimental

evaluations showed that it was always the first three components that contribute

to the noise and background EEG in the recordings. Eliminating these components

was expected to result in the SSEP from that recording. Figure 4.3 shows the signals

before pre-filtering and fig. 4.4 shows the signals after performing the pre-filtering

operation.
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Figure 4.3: The components of a set of 12 sweeps obtained using the AMUSE
algorithm when the signals were not pre-conditioned using the Chebyshev window
based filtering. The values of ‘e’ are the corresponding eigenvalues for the signal
component and have a standard deviation of 0.224.
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Figure 4.4: The components of a set of 12 sweeps obtained using the AMUSE
algorithm when the signals were pre-conditioned using the Chebyshev window based
filtering. The values of ‘e’ for each component are the corresponding eigenvalues and
have a standard deviation of 0.0034.
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4.2.4 Reconstruction

These filtered components are used to reconstruct the signals Xr fig. 4.5 that was

the SSEP signal from each of the recordings. These 12 reconstructed signals are

then averaged in time and the time-locked SSEP signal was obtained.

4.2.5 Information Extraction

A Walsh kernel representing the first derivative can then be used to automate the

peak detection (Adjouadi et al., 2004) and was used on the extracted SSEP signal

to obtain the P37 and N45 peak latencies and the peak-to-peak amplitude fig. 4.6.

4.3 Results

The algorithm in this version was robust enough that it would run continuously

receiving the EEG recordings, checking for corrupt signals and processing a set

of 12 successive good trials to provide with a morphologically and mathematically

accurate SSEP waveform. The timeline for the algorithm is represented in fig. 4.7.

4.3.1 Implementation

This new algorithm provides an improvement in preserving the morphological char-

acteristics of the SSEP waveforms from earlier versions 1 and 2. The previous algo-

rithm addressed the issue of automated peak detection and presented an algorithm

that was designed for the specific intension of being able to verify the waveform by

manual inspection. In this new algorithm the objective was to extract automati-

cally the SSEP with a minimum number of sweeps or trials and yet obtain the same
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Figure 4.5: A comparison of the components and the extracted SSEP from fig. 4.3
(dotted lines) and fig. 4.4 (solid lines).
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Figure 4.6: Comparison of SSEP extracted by the algorithm using only 12 trials
with that obtained using the traditional method of averaging of 113 trials.

morphology as that obtained with the maximum number of trials traditionally used.

Significant comfort is reached when time latencies and morphology conform to the

true signal.

To weigh the merits of the proposed algorithm, and for illustrative purposes, imple-

mentation steps performed on the data for patient number 8 in table 4.1 throughout

the 2-hour surgical procedure with all the 479 extracted SSEP waveforms is pre-

sented in fig. 4.8. Figure 4.8 displays the extracted waveforms through another

similar surgery of patient 7. The baseline signal is the very first extracted SSEP

using the same procedure on the first 12 sweeps and is at the very top of the fig-
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ure. The detected P37 and N45 latencies have been marked with vertical lines for

reference. All the 12 tested surgical outcomes were clinically successful without

any alarms raised during the surgeries and no neurological damage to the patients

were found. To analyze the effectiveness of the algorithm, we check the SNR for

the algorithm with that of the clinical approach. The formula used for calculating

the SNR was presented warlier in eq. (3.2). The signal is obtained by taking the

ensemble average of all the available trials and the noise signal is obtained by alter-

nate addition and subtraction of all the available trials. This method allows us to

obtain the SSEP signal and the noise without the SSEP signal at both the input

and output of the algorithm (MacDonald et al., 2005). Figure 4.9 shows the SNR

improvement achieved by application of the Chebyshev time-frequency windowing

method. Table 4.2 summarizes the results from the implementation of the algorithm

on all 12 patients.

4.3.2 False Alarms

The sensitivity and accuracy of the algorithm can be analyzed based on the number

of detections by the algorithm and the actual alarms raised. In the surgeries per-

formed, however, although there were no alarms raised but the proposed algorithm
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Figure 4.7: Outline of the SSEP recording timeline as compared with the clinical
monitoring. By the time one clinical SSEP is obtained, the algorithm version 3
obtaining 12 SSEP signals.
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(a) Sequence of 479 SSEPs of 100ms extracted in sequence during the two hour-long
surgery of patient# 7 in table 4.1 from the C3–C4 channel. The baseline signal (earliest
SSEP) is on the very top and the last SSEP extracted is at the bottom. Two vertical
lines mark the P37 (first one on the left at 41ms) and N45 (second vertical line at 48.5ms)
baseline values for reference. Five of the signals in the region marked by a box are displayed
in the adjacent plot for illustration. The numbers marked on them are the set numbers
from which the SSEP were extracted.
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(b) Sequence of 358 SSEPs of 100ms extracted in sequence during the two hour-long
surgery of patient# 8 in table 4.1 from the C3–C4 channel. The baseline signal (earliest
SSEP) is on the very top and the last SSEP extracted is at the bottom. Two vertical lines
mark the P37 (first one on the left at 39.3ms) and N45 (second vertical line at 46.3ms)
baseline values for reference.

Figure 4.8: Sequence of extracted SSEPs of 100ms throughout the surgery.
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Table 4.2: Summary of the results from the implementation of the proposed algo-
rithm showing the average variability in the time latency and amplitude and the
total number of false alarms raised for each patient.

Patient# Average variability (%) Number of
false alarmsTime latency Amplitude

1 5.1 8 4
2 3.2 29 3
3 1.3 22 4
4 5.8 18 5
5 2.6 13 4
6 1.9 12 2
7 2.3 20 2
8 7.1 26 5
9 3.6 19 4
10 4.1 25 3
11 2.9 18 3
12 2.4 15 2

Average: 3.3 19 1.6 /hr

did raise alarms that can be considered as false alarms. The false alarms detected

were due to peak-to-peak amplitude variation of more than 50%, fig. 4.10. It was

shown in table 4.2 that there were, on an average, 1.6 false alarms per hour. If

the false alarms are quantized as the percentage of false alarms occurring per sub-

ject for every set of 12 trials used to extract the SSEP, we obtain an average of

0.09% of false alarms for this specific presented study. It must be noted that the

extracted SSEP signals are obtained every twelve trials and hence the short-term

SSEP changes that go unnoticed by the conventional averaging method are easily

acquired using the algorithm. Hence, for a true positive, the changes must persist

for 12 successive SSEP extracted using the algorithm. No such case was observed

in the study confirming that no alarms were raised during the procedures.

As an example, the implementation results for patient 10 from table 4.1 are pre-

sented in table 4.3. Another example of consistency through a surgical procedure is
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displayed in fig. 4.11.
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Table 4.3: Amplitude and time latency consistency for patient 10 from table 4.1
obtained using the final version of algorithm. The first recording is considered
the baseline value and hence no variation value. The values in red indicate the
occurrence of false alarms.

Patient
# Time Electrode

channel
Latency
variation

Amplitude
variation

10

11:13 AM

CZ–FZ

- -
11:20 AM 4.09% 6%
11:21 AM 4.91% 36%
11:22 AM 4.36% 50%
11:23 AM 4.09% 0%
12:21 PM 4.91% 30%
12:33 PM 2.18% 31%
12:35 PM 4.09% 46%
12:49 PM 3.54% 29%
12:52 PM 4.63% 6%
12:55 PM 11.4% 5%
12:56 PM 4.91% 1%
12:57 PM 1.09% 12%

12:59:15 PM 3.82% 21%
12:59:39 PM 4.36% 46%
1:00 PM 7.90% 37%
1:01 PM 1.91% 40%
1:11 PM 7.36% 50%
1:13 PM 2.45% 11%
1:14 PM 1.36% 32%
1:16 PM 3.00% 23%
1:18 PM 1.91% 22%
1:19 PM 4.91% 25%
1:20 PM 3.27% 29%
1:21 PM 6.54% 11%

1:22:09 PM 4.09% 23%
1:22:58 PM 3.00% 2%
1:24 PM 8.17% 26%
1:26 PM 2.18% 41%
1:31 PM 6.54% 26%

1:56:15 PM 5.45% 21%
1:56:40 PM 0.82% 35%
1:58 PM 3.00% 38%
1:59 PM 0.82% 2%
2:00 PM 7.08% 51%
2:02 PM 1.91% 5%
2:03 PM 3.54% 47%
2:05 PM 1.91% 23%
2:06 PM 6.00% 32%
2:10 PM 3.54% 37%
2:11 PM 2.18% 22%
2:20 PM 6.54% 3%
2:21 PM 2.45% 44%
2:22 PM 1.91% 23%
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CHAPTER 5

CONCLUSIONS AND FUTURE WORK

The new algorithms developed and presented in the dissertation attempted to ad-

dress the hypotheses proposed and questions raised in this study. The primary

objective was to understand the characteristics of an SSEP and classify it from

background brain activity, a task that is critical in monitoring spinal surgeries.

5.1 Conclusions from algorithm versions

5.1.1 Version 1

The eigen-decomposition process helped reduce significantly the number of trials, a

clinical outcome that is highly desirable, and allowed for a thorough assessment that

delineated signal trend from noise. The use of the Walsh operator proved highly

effective in detecting the evoked potential peak latencies using an optimal number

of trials (in this study, limited to 10). The algorithm no longer depends on the

signal morphology and automates the process from selection of a minimum number

of trials based on their frequency response, applying the algorithm on them and

using the unique Walsh transformation method to automatically indicate the SSEP

response and the peak latencies. The results from the automated detection scheme

and interpretation of the characteristic peak using the Walsh operation coincide

with expertsâĂŹ opinions.

For all of the cases the noted average misalignment between the clinical peak la-

tencies and those obtained using the proposed algorithm, including both bipolar

channels, was 3.38ms and 4.3ms for P37 and N45, respectively. It should be stated

that when such misalignments happen during a surgical procedure, even when a
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maximum number of trials is used, clinicians select one of the two channels that is

viewed as more representative of the SSEP morphology.

The Walsh operator proved highly effective in identifying the SSEP occurrence even

when the morphology of the signal is quite different from that obtained at a much

higher number of trials. In the automated process, a thorough analysis yielded a

better mathematical assessment of the noise signal involved in evoked potentials.

Since there are no intensive mathematical operations involved in the algorithm, it

can be feasibly realized in hardware form and/or integrated in the present systems

to establish a very valuable tool in IONM.

5.1.2 Version 2

Consistency in the results is also satisfied by the current algorithm for SSEP de-

tection, which demonstrated an average percentage deviation of 4.47 ± 3.33% and

3.73 ± 3.92% in the detection of the time latencies of the P37 and N45 peaks, re-

spectively, using the C3–C4 channel; and 4.60 ± 4.18% and 3.30 ± 2.46% when the

CZ–FZ channel is used. Also, the algorithm was able to get consistent results in the

detection of the peak-to-peak amplitude of the SSEP signals. The algorithm demon-

strated an average percentage deviation of 19.81±13.84% and 23.97±24.23% in the

calculation of the SSEP peak-to-peak amplitude for the C3–C4 and CZ–FZ channels,

respectively. These values are below the clinically approved levels for deviation of

10% for the time latencies and 50% for the peak-to-peak amplitude. What is even

more important is the fact that the results were found to be consistent throughout

the surgical procedure for all the patients considered.

During surgery, the decisions are based on either one of the channels: C3–C4 and
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Table 5.1: Summary of results showing the average percentage error and percentage
deviation in SSEP detection using either C3–C4 channel or CZ–FZ channels. The
logical OR function of the two channels is denoted by symbol (V).

Electrode % Error % Deviation from baseline
P37 N45 P37 N45 p-p Amp

C3–C4 3.70± 3.04 4.03± 3.28 4.47± 3.33 3.73± 3.92 19.81± 13.84
CZ–FZ 3.51± 3.68 4.07± 3.35 4.60± 4.18 3.30± 2.46 23.97± 24.23

(C3–C4) V
(CZ–FZ) 1.91± 1.38 2.11± 1.82 2.46± 1.84 1.88± 1.26 11.14± 10.44

CZ–FZ. The clinicians select one of the two channels that is viewed as more represen-

tative of the SSEP morphology. Taking this into consideration, table 5.1 presents

the results of a logical ‘OR’ function that represents the results obtained by us-

ing the results from the electrode that provided the better results. Table 5.1 thus

provides an estimate of the best-case scenario where the electrode that provided a

better detection of the SSEP is picked for the analysis. Please note that patient

4 was not included in the analysis for this OR function analysis since the C3–C4

data were not available. The results in table 5.1 demonstrate that the algorithm is

capable of detecting the P37 and N45 peak latencies with a very high accuracy of

about 98% in situations when the best electrode channel is chosen. As such, the

average percentage deviations from the baseline are also reduced by approximately

a factor of 2.

Various other techniques have addressed the problem of SSEP detection with the aim

of reducing the number of trails. It was shown that 50 input trials can provide similar

performance as compared to the ones obtained using 1000 trials (Lam et al., 2005).

Single trial determination of SSEP using a combination of EEG-based probabilistic

independent component analysis and wavelet filtering had been presented (Hu et al.,

2011b). Another study had also shown the determination of SSEPs using 80 trials

which provided an average accuracy of 0.75% ± 1.12 and 0.86% ± 0.37 of the P37
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and N45 peaks (Hu et al., 2009). Liu et al. presented an independent component

analysis (ICA) method for the detection of SSEP monitoring using 300 simulated

trials (Liu et al., 2007).

The developed algorithm provides a simple yet precise solution toward the detection

of the SSEP waveform from a significantly reduced number of trials. Instructive

steps were consolidated from empirical evaluations and observations to ensure that

noisy signals were removed using key pre-processing steps. These included (1) a

statistical threshold on the amplitude of the signals which removed a priori any

trial whose change is one standard deviation higher than the mean of the standard

deviations of all 30 channels; and on the remaining trials, (2) the use of a fouth-order

Butterworth notch filter with a stop band from 55 Hz to 65 Hz that removed the

ubiquitous 60 Hz noise; (3) the use of a fifth-order Butterworth low-pass filter with a

cut-off frequency of 300 Hz that served as a notch filter to remove any unwarranted

high-frequency components, which in the context of the desired SSEP signal are

considered as noise; and (4) the use of a moving average filter with a 25-point

window that served as a smoothing filter.

With all these initial preprocessing steps properly executed, a significant contri-

bution of this algorithm is in introducing patient-specific Gaussian templates that

envelop the SSEPs, delineating them clearly from other portions of the signal and

any remnant artifacts embedded within a given trial.

5.1.3 Version 3

The algorithm is able to exploit multiple characteristics of the SSEP simultaneously

viz., the morphology of the signal in time domain, the frequency characteristics and
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the eigen space components that contribute to the signal. The AMUSE algorithm

is able to separate the SSEP with the background brain activity but is not able to

preserve the signal morphology in the time domain.

The novelty of the approach was the use of Chebyshev windowing for precondi-

tioning the signal before linear filtering for 60Hz notch and low pass filter. The

windowing method considerably improved the SNR of the raw signals (fig. 4.9) but

still required 50 or more number of trials to obtain the SNR close to practical values

(Goryawala et al., 2012; Hu et al., 2003). Thus enhancing the prospects for the

AMUSE algorithm to better classify the signal components. The preconditioning

improved the SNR by about 4dB in the first twelve trials. The important contribu-

tion was the improvement in SNR by preconditioning in a much reduced number of

trials and coupled with the AMUSE algorithm to better extract the SSEP preserving

the morphology of the signal.

When linear filtering was performed without this pre-conditioning, the signal com-

ponents obtained in the AMUSE algorithm did not show a trend in the signal-noise

power characteristics and the standard deviation of the eigenvalues was high, typ-

ically of the order of 0.12. Though the extracted SSEP was clearly identifiable

(fig. 4.3), the signal showed spreading in time and was reconstructed from the com-

ponents with the higher eigenvalues. With the windowing, however, as was illus-

trated in fig. 4.4, the eigenvalues were more organized with noise power concentrated

in the components with the higher eigenvalues. This is because the Chebyshev win-

dow limits the spectral power leakage and concentrates them in the frequency band

of interest thus improving the contrast of the signal. Figures 4.3 and 4.4 depicted

the same set of 12 sweeps that form the 5th SSEP of the fig. 4.8, the former without

the Chebyshev windowing and the latter with Chebyshev windowing. These two
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results were superimposed and displayed in fig. 4.6 for comparative purposes.

The AMUSE algorithm performed in the same manner in both cases and was able

to separate the signal components attributing to the background EEG. However,

with no signal preconditioning, the signal components showed (1) wide variation

with respect to their corresponding eigenvalues and (2) wide amplitude variations;

whereas with conditioning, the components showed (1) close and evenly distributed

eigenvalues and (2) the signal power of the components was relatively uniform.

It was also interesting to observe that the signal components with and without the

preconditioning showed regions of very high correlation. The signal preconditioning

thus helped to improve the contrast between the signal components that the AMUSE

algorithm extracts. These results provide the impetus to proceed with an exhaustive

number of implementations for further confirmation.

The algorithm was tested on 12 patients and the results were presented in table 4.2.

The algorithm was successful in extracting the SSEP signals throughout all surgeries.

These results were obtained using only 12 trials that passed the exclusion criterion

and checks for the consistencies and any causes for false alarms. The 12 surgical

cases did not have any alarms raised during the clinical procedures. The algorithm,

however, did raise alarms and these were termed as ‘false alarms’. This fact assures

us that the algorithm is capable of detecting and raising alarms. As such, the

accuracy of the algorithm was defined as

%Accuracy =
(

1− no.of false alarms
no.of SSEP signals

)
× 100 (5.1)

The sensitivity and accuracy of the algorithm can be analyzed based on the number
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of detections by the algorithm and the actual alarms raised. In the surgeries that

were performed, no alarms were raised throughout; however the algorithm did raise

alarms that were considered as false alarms. It was shown in table 4.2 that there

are, on an average, 1.6 false alarms per hour. If the false alarms are quantized as

the percentage of false alarms occurring per subject for every set of 12 trials used

to extract the SSEP, we obtain an average of 0.09% of false alarms.

It is very important to note that since the extracted SSEP signals are obtained every

twelve trials and hence the short-term SSEP changes that would have otherwise gone

unnoticed by the conventional averaging method are easily detected when using the

proposed algorithm. Hence, for a true positive, the changes must persist for 12

successive SSEP signals extracted using the algorithm. No such case was observed

in the study confirming that no alarms were raised during the procedures.

On an average, the algorithm raised 1.6 false alarms per hour and presented an

accuracy of 91.5%. An example of a typical SSEP extracted using the proposed

algorithm for a given subject at five different instances of time during the surgery

was shown in fig. 4.10. Note the merits of using Chebyshev as means to preserve

the morphology of the SSEP signal.

5.2 Discussion

In version 1, it was observed that even though the automation scheme was shown to

be viable, the IIR filtering applied at the very end might not give an SSEP true to

its morphological characteristics to be observed by experienced eye (Vedala et al.,

2012b). We observed, in the final version 3, that such filtering is more beneficial

when applied prior to eigen-space filtering. Conventional systems also adopt a sim-
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ilar approach of filtering using moving average type filters after signal averaging.

These are linear phase filters. Hence, we choose Chebyshev time windowing prior

to eigen-space filtering. This has the merit of limiting power leakage of the fre-

quency components of SSEP to adjacent frequencies. A rectangular window in the

frequency domain eliminated undesired frequency components and preserved those

frequencies that contribute most to the SSEP signal. It is also effective in removing

the 60Hz noise introduced by the electrical equipment in the vicinity.

It is a long known fact that EEG sources are non-stationary (Delorme et al., 2012),

however, during the 100ms time windows, as is common in IONM, the EEG sources

are considered quasi-stationary (Kaplan et al., 2005; Zygierewicz et al., 2006), and

hence the AMUSE algorithm was able to identify only the known stationary SSEP

component. On the other hand, the use of Chebyshev time window a priori made

certain that any other stationary and quasi-stationary components are eliminated.

The current algorithms assume that the SSEP does not change during the time

when the 200 or more trials are recorded and rely on the frequency characteristics

of the signal rather than the SSEP morphology in time domain. Other proposed

approaches also tend to focus on only one aspect of the SSEP characteristics, mainly

in the frequency domain. The present approach in retrospect focuses on preserving

the time domain features of SSEP and eliminates the inter-trial variance and extracts

the SSEP while considering the ongoing brain activity.

To ascertain the validity of the algorithm, we present the results of the implementa-

tion of the algorithm on 12 surgical procedures that lasted anywhere between 1.5 and

6hrs. These surgeries were successful with no resulting neurophysiological effects.

The algorithm also ascertained that the peak latencies and peak-to-peak amplitudes
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are within the required limits to prove consistency. The algorithm, however, raised

1.6 false alarms per hour. This can be considered as a good sign because this proves

that the algorithm is capable of detecting a true alarm, although not experienced

in these surgeries.

5.3 Future Study and Recommendations

5.3.1 Exhaustive study

The data available for the study contained no true positive cases and hence, a critical

study involving sensitivity of the algorithm could not be presented. Future study

should involve the following:

(a) Implementation of algorithm on patients where a true clinical alarm was indeed

raised in order to assess the algorithm’s accuracy and sensitivity in detecting

true positives.

(b) Implementation of algorithm on SSEP waveforms from other extremities (e.g.

ulnar nerve).

(c) Implementation of algorithm on expanded subject cases involving appropriate

statistics that include gender, height, type of surgical procedure and the type

of anaesthesia used.

5.3.2 Practical implementation

The simplistic nature of the final algorithm (version 3) makes it possible for its

potential implementation in both hardware and software forms. The present IONM

software systems can readily incorporate the algorithm and provide the benefits
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readily. The hardware implementation provides many advantages. Primarily, im-

plementation in hardware form would minimize both the setup process and the

processing requirements in the operating theater, but at the same time providing

with the same benefits of a software based system.
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