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2.2.4.7. Conclusions 

 In her article, Weinberg (1999) argues that the Minimalist’s Program’s economy 

principles and Spell-Out are present during language processing. In addition, Weinberg 

argues in favor of excluding the induction step of the Linear Correspondence Axiom 

(LCA). Rather than the induction step, she supports the theory of multiple Spell-Out, 

providing several examples as evidence. Last, Weinberg reasons that frequency and 

economy principles work together during language processing; she provides examples to 

support this conclusion as well. 

 

2.3. The Minimal Structure Principle 

In this section, Željko Bošković’s (1997) “Selection and the Categorical Status of 

Infinitival Complements” is summarized. In this work, Bošković argues in favor of a 

Case-theoretic approach to the distribution of PRO and argues that government and c-

selection can be removed from the grammar. Further, he argues that control infinitives 

hold an IP status, not a CP status, due to the Minimal Structure Principle (MSP), which 

favors syntactic representations with fewer projections. The MSP is discussed in section 

2.3.1.3. The purpose of summarizing this work is to provide background on the MSP, as 

the role of the MSP in language processing is examined in this study. Note that all 

examples, figures, tables, and ideas provided in the summary below were taken directly 

from the author’s work. 
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2.3.1. Bošković’s “Selection and the Categorical Status of Infinitival Complements” 

2.3.1.1. Introduction 

 Željko Bošković (1997) argues for the reduction of infinitival complementation 

and the distribution of PRO. Specifically, he argues that government and c-selection are 

no longer necessary to explain this phenomena and can, thus, be eliminated from the 

grammar. Consider the following examples: 

(1) a.  *Johni is illegal [CP ti to park here] 

b.  It is illegal [CP PRO to park here] 

c.  Johni appears [IP to like Mary] 

d.  *It appears to Bill [IP PRO to like Mary]. 

Under the standard approach, the grammaticality/ungrammaticality of (1a-d) is explained 

with c-selection. The ungrammatical sentences, (1a) and (1d), show c-selection of CP and 

IP complements, respectively. Under c-selection, (1a) “is ruled out because it involves 

NP movement across a CP boundary. [(1d)], on the other hand, is excluded because PRO 

is governed by appear” (Bošković, 1997, p. 8). However, in his article, Bošković 

explains the phenomena in (1a-d) without c-selection and government. Rather, he 

explains (1a-d) with a Case-theoretic account of the distribution of PRO and infinitival 

complementation. 

 

2.3.1.2. Infinitival Complementation and C-Selection 

 To do this, Bošković (1997) looks at the following examples and explains how the 

standard c-selection approach would account for their grammaticality/ungrammaticality: 
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 (2) a.  John believedi [AgroP himi [IP to be crazy]] 

b.  *John believed [IP PRO to be crazy] 

c.  John tried [CP PRO to win] 

d.  *John triedi [AgroP himj ti [CP [IP tj to win]]] 

In regards to c-selection, the verbs try and believe take CP and IP complements, 

respectively. Thus, when him moves to the SpecAgroP position to check case in (2a) and 

(2d), there is ungrammaticality in (2d). As in (1a), an NP him cannot move across a CP 

boundary, so the sentence fails. As Bošković writes, the CP acts as a block, which is 

beneficial for (2c). However, this is not beneficial for (2b), which is ungrammatical 

because there is no CP to block the government of PRO.  

Bošković (1997) argues that there are three problems with using the standard 

approach to explain (2): First, the standard approach assumes that PRO does not have 

Case. Second, it assumes that nonfinite I does not govern PRO. Third, it assumes that 

believe c-selects IP and try c-selects CP. To avoid these three problems, (2a-d) can be 

analyzed without the standard c-selection/binding-theoretic approach if Chomsky and 

Lasnik’s (1993) proposal is adopted (Bošković, 1997).  

Under Chomsky and Lasnik’s (1993) proposal, PRO has null Case, and its Case is 

“checked via Spec-head agreement with nonfinite I” (Bošković, 1997, p. 11). Bošković 

(1997) explains the following example with their proposal: 

(3)  a.   John tried PROi to be arrested ti 

 b. *John tried PROi to seem to ti that the problem is unsolvable 

According to the Last Resort Condition, an NP cannot undergo movement from one 

Case-checking position to another. As a result, (3b) is ungrammatical because there is 
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movement from a position that checks Case to another. Contrastingly, (3a) is grammatical 

because the Last Resort Condition is not violated. 

 Bošković (1997) adds to Chomsky and Lasnik’s (1993) proposal by adopting 

Martin’s (1992) modification of their proposal: “not every nonfinite I has the ability to 

check null Case . . . only [+tense] nonfinite I can check null Case” (Bošković, 1997, p. 

11). Further, assuming Stowell’s (1982) proposal, Martin (1992) explains that control 

infinitives have Tense ([+tense]), and ECM infinitives do not ([-tense]) (Bošković, 1997). 

Bošković (1997) illustrates this with the following example: 

(4) a. John tried to bring the beer. 

 b.  *John believed Peter to bring the beer. 

Above, (4a) contains a control infinitival; therefore, PRO’s null Case is checked by the 

[+tense] nonfinite I, and “the Tense of the control infinitival can serve as a binder for the 

temporal argument of bring” (Bošković, 1997, p. 12). As a result, the sentence is 

grammatical. Contrastingly, the ECM infinitival in (4b) does not have the tense necessary 

to bind the temporal argument; thus, PRO’s null Case is not checked, and the sentence is 

ungrammatical. Therefore, according to Martin (1992), the checking of PRO’s null Case 

is affected by the Tense of nonfinite I; Bošković (1997) adopts this approach. 

 Next, Bošković (1997) explains that s-selection may be the reason that the 

complements of believe and try differ in Tense. Believe takes Proposition arguments, 

whereas try takes irrealis, or non-propositional, arguments. An irrealis complement is not 

necessarily true or false when spoken. For example, it is possible to say “John believed 

Peter to have played football, which was false” (Bošković, 1997, p. 13). Therefore, at the 

time of speech, it is known that Peter did not play football. However, it is not possible to 
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say “*John tried to play football, which was false” because the falseness of the 

complement of try would not be known at that time (Bošković, 1997, p. 13). Because try 

s-selects irrealis arguments, the complement of try has an unrealized tense; therefore, the 

infinitival complement of try cannot be finite or [-tense]. Believe, on the other hand, 

cannot s-select an irrealis complement due to its s-selectional requirements. “In summary, 

under the Case-theoretic approach to the distribution of PRO, like other NP arguments, 

PRO is always Case-marked. Its Case is checked via Spec-head agreement with [+tense, -

finite] I. As a result of the s-selectional properties of the relevant predicates, this element 

is present in the infinitival complement of try-class verbs but not believe-class verbs” 

(Bošković, 1997, p. 14). 

 

Case Checking with ECM Verbs 

 Next, Bošković (1997) returns to (2a-b), repeated below in (5a-b), and analyzes 

the grammaticality/ungrammaticality presented using the Case-theoretic approach to the 

distribution of PRO. 

(5) a.  John believedi [AgroP himi [IP to be crazy]] 

b. *John believed [IP PRO to be crazy] 

Under this approach, (5b) is ungrammatical because PRO is unable to check its null Case. 

Therefore, the grammaticality of the embedded clause is not dependent on whether it is a 

CP or IP, as the standard c-selection/binding-theoretic approach would suggest. “Under 

the Case-theoretic approach to the distribution of PRO there is no need to appeal to c-

selection to account for [(5a-b)]” (Bošković, 1997, p. 15).  
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Try-Class Verbs and Case Checking 

 The type of complement that control verbs take is dependent on which account is 

adopted (Bošković, 1997). Under the standard approach, control verbs take CP 

complements. However, “since the Case-theoretic account permits PRO to be governed, 

there is nothing wrong with the complement of try being an IP” (Bošković, 1997, p. 15). 

Thus, under this account, the complement of PRO can be an IP or CP. Consider the 

following example: 

(6) a.  *Johni was tried [ti to leave] 

 b.  *John tried [him to leave] 

 c.  *Whoi did John try [ti to leave] 

As shown in (2c), it is possible for try to have PRO as its complement’s subject, proving 

this position to be a Case-checking position. In the (6a), John appears in this subject 

position. Consequently, (6a) is ungrammatical because it violates the Last Resort 

Condition; as previously stated, this condition prevents NP-movement from one Case-

checking position to another. Similarly, (6b-c) are ungrammatical because him and who 

“must move to the SpecAgroP position for Case checking” (Bošković, 1997, p. 16). 

Therefore, Bošković (1997) argues that “control verbs can take either a CP or an IP 

complement, [and] ECM and passive raising with control verbs are ruled out by the Last 

Resort Condition” (p. 16). 
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Case Checking with Want-Class Verbs 

 Next, Bošković (1997) discusses want-class verbs. Want-class verbs differ from 

try-class and believe-class verbs because the infinitival complements of want can be 

either PRO or a lexical subject; this is shown below: 

(7)  a.  I want him to leave. 

 b.  I want PRO to leave. 

Above, (7a) may seem questionable under the Case-theoretic approach because him is in 

a position that PRO can occur in, a Case-checking position; thus, (7a) should violate the 

Last Resort Condition. However, Lasnik and Saito (1991) show that “him in [(7a)] does 

not move into the matrix clause” (Bošković, 1997, p. 17). This is illustrated below: 

(8) a.  ?Joan wants himi to be successful even more fervently than Bob’si mother  

does 

 b. ?*Joan believes himi to be a genius even more fervently than Bob’si  

mother does 

In (8b), the embedded subject “raises to SpecAgroP in LF for Case checking, . . . c-

commands the matrix adverbial at LF, thus causing a Condition C violation” (Bošković, 

1997, p. 17). Contrastingly, (8a) is grammatical because the embedded subject does not 

move into the matrix clause.  

Bošković (1997) argues that the Case of the embedded subjects in (7a) and (8a) 

are checked by a null complementizer within the infinitival complement. The 

complementizer is “phonologically null” and similar to for in the example below 

(Bošković, 1997, p. 18): 

(9) I want (very much) for him to leave.  
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According to Bošković, want may be able to take for and its similar null complementizer 

as its complement because of l-selection. Pesetsky’s (1992) l-selection approach is the 

following: “L-selection is limited in scope and involves arbitrary selection for lexical 

items and features associated with them that cannot be reduced to either s-selection or c-

selection. L-selection does not refer to syntactic categories, but instead refers to 

individual lexical items ad specific features such as [+/-finite]” (1997, p. 19).  

With this approach, for example, individual lexical items are able to select which 

prepositions are compatible with them. The example Bošković uses is love and desire: 

“Love allows either for or of, whereas desire requires for” (1997, p. 19). In the same way, 

it is proposed that for and the null complementizer are l-selected by want. In conclusion, 

the Case-theoretic approach is able to account for why lexical subjects and PRO are both 

possible subjects of want-class verb complements. 

 

The Categorial Status of Control Infinitives 

 In the previous sections, Bošković (1997) has shown that c-selection of CPs by 

control verbs is arbitrary. Next, he illustrates that there are some grammatical 

constructions in which control verbs must take an IP complement, not a CP, which would 

not be allowed by the c-selection approach. 

 

Empty Complementizers and the ECP 

 According to Stowell (1981), “the distribution of empty complementizers can be 

accounted for if they are subject to the [Empty Category Principle (ECP)]” (Bošković, 

1997, p. 21). Consider the following examples: 
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 (10)  a. It is believed [CP C [IP he is crazy]] 

 b. *[CP C [IP He would buy a car]] was believed at that time 

 c. *It was believed at that time [CP C [IP you would fail her]] 

Examples (10b-c) are ungrammatical because the empty complementizers are not 

properly governed. While this ungrammaticality occurs with finite clauses, it does not 

occur with infinitival clauses, as is shown in (11). 

(11) a.  I tried at that time [CP C [IP PRO to fail her]] 

 b. [CP C [IP PRO to buy a car]] was desirable at that time 

Under the Case-theoretic approach, the grammaticality of (11a-b) can be explained if the 

infinitives are IPs and not CPs (Bošković, 1997). Thus, Bošković accounts for the 

unexpected grammaticality by assuming that there are no CP projections in the sentences 

above. If this is the case, the ECP is satisfied. 

 Next, consider the following examples: 

(12) a. What the terrorists tried was [α PRO to hijack an airplane] 

 b. They demanded and we tried [α PRO to visit the hospital] 

 c. *What the terrorists believe is [α they will hijack an airplane] 

 d. *They suspected and we believed [α Peter would visit the hospital] 

Above, (12c-d) are ungrammatical because “the null head of α is not properly governed,” 

and the ECP is not satisfied (Bošković, 1997, p. 21). Under the Case-theoretic approach, 

the grammaticality of (12a-b) can be explained if it is assumed that the infinitival 

complements are IPs. Under the c-selection approach, (12a-b) would be considered 

ungrammatical because the CP complement would violate the ECP. Therefore, it can be  
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concluded that control verbs must take IP complements in certain instances, which is 

further evidence against the standard binding-theoretic account of the distribution of 

PRO. 

 

Scrambling out of Control Infinitives 

 Another way in which Bošković (1997) supports the Case-theoretic account of the 

distribution of PRO is by looking at the scrambling out of control infinitives. “In contrast 

to scrambling out of finite CPs, scrambling out of control infinitives exemplifies A-

movement” (Bošković, 1997, p. 23). Consider the Serbo-Croatian examples in (13); the 

scrambled quantifier is nekoga, meaning ‘someone.’ 

(13) a. Nekogai njegovj/?*i otac veruje da oni mrze ti 

  someone his father believes that they hate 

  ‘Someone, his father believes that they hate’ 

 b. Nekogai njegovi otac planira PRO kazniti ti 

  someone his  father is-planning to punish 

  ‘Someone, his father is planning to punish’ 

Quantifiers are able to locally bind pronouns from A-positions, not A-bar-positions. 

Above, (13a) shows that the quantifier “cannot be coindexed with the pronoun it c-

commands,” meaning that someone is in an A-bar-position (Bošković, 1997, p. 23). 

Because the quantifier crosses a CP boundary, the quantifier in (13a) cannot locally bind 

his. However, the quantifier in (13b) is able to locally bind his. Thus, in (13b) someone 

moves into an A-position, meaning that there is no A-movement out of a CP. This claim, 

Bošković (1997) argues, supports the Case-theoretic approach.  



 

 88

 

2.3.1.3. Economy and the Categorial Status of Clauses 

 Next, Bošković (1997) discusses Law’s (1991) principle of economy of 

representation. With this principle, he aims to show that control infinitives must be an IP 

and cannot be a CP.  

 

Null-Operator Relatives and Economy of Representation 

 In the following examples, both null-operator relatives introduced by that (shown 

in (14a)) and zero null-operator relatives (shown in (14b)) are presented:  

(14) a.  the man [Opi that John likes ti] 

 b.  the man [Opi John likes ti] 

Under the standard approach, both relative clauses in (14) hold a CP status. According to 

Law (1991), however, the zero null-operator relative in (14b) is necessarily an IP, not a 

CP, due to the principle of economy of representation (Bošković, 1997). Bošković’s 

(1997) version of this principle is presented in (15): 

(15) “The Minimal Structure Principle (MSP) 

Provided that lexical requirements of relevant elements are satisfied, if two 

representations have the same lexical structure and serve the same function, then 

the representation that has fewer projections is to be chosen as the syntactic 

representation serving that function” (Bošković, 1997, p. 25). 

According to the MSP, the number of projections present in a representation is dependent 

on the fulfillment of lexical requirements. If there are two possible representations, the 
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one with the fewest projections will be favored by the MSP. As a result, the relative 

clause in (14b) must be an IP, not a CP, as shown in (15): 

(15) a.  the man [IP Opi [IP John likes ti]] 

 b. the man [CP Opi [C’ [IP John likes ti]]] 

 According to Bošković (1997), the proposal that relative clauses must be IPs 

explains why short zero-subject relatives with Op are not possible; this is shown in (16a). 

If the relative clause in (16a) must be an IP due to the MSP, then the Op takes the IP-

adjoined position, causing ungrammaticality, as there cannot be movement from [Spec, 

IP] to the IP-adjoined position. This ungrammaticality is similar to that of short subject 

topicalization, shown in (16b). 

(16) a. *the man [IP Opi [IP ti likes Mary]] 

 b. *I think that [IP Johni’ [IP ti likes Mary]] 

 Further, “as noted by Saito and Murasugi (1993), if who could move from SpecIP 

to the IP-adjoined position, the Comp-trace (C-trace) effect would be voided in [(17)], 

since the original trace t would be licensed by t’” (Bošković, 1997, p. 27). 

(17) *Whoi do you think [CP t”i [C’ that [IP t’i [IP ti likes Mary]]]]  

As a result, Saito and Marasugi (1993) proposed the following: 

(18)  Condition on the length of chain links: 

 a.  “A chain link must be at least the length of 1. 

 b. A chain link from A to B is of length n iff there are n ‘nodes’ (X, X’, or 

XP, but not segments of these) that dominate A and exclude B” (Bošković, 

1997, p. 27).  
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Thus, according to the conditions described above, a chain link must have at least the 

length of 1, which further explains the ungrammaticality of (16a-b) and (17).  

 Next, Saito (1985) notes that adjunction structures, like zero relatives, do not 

permit resumptive pronouns (Bošković, 1997). Consider the following: 

(19)  a.  *the book [IP Op [IP I was wondering whether I would get it in the mail]] 

 b. the book [CP Op [C’ that I was wondering whether I would get in the mail]] 

As is shown in (19a), the IP-adjoined position is filled by Op, preventing a resumptive 

pronoun from also occurring in that position. Contrastingly, in (19b), “Op is located in 

SpecCP rather than in an adjoined position, [and] the gap can be filled by a resumptive 

pronoun” (Bošković, 1997, p. 28). Therefore, the ungrammaticality of (19a) and the 

grammaticality of (19b) can be explained by the IP status of zero null-operator relatives; 

this supports the existence of the MSP. 

 

Finite Declarative Complements and Economy of Representation 

 If zero null-operator relatives are IPs due to the MSP, then it is expected that 

finite declarative complements are also IPs (Bošković, 1997). An example of this is the 

“embedded clause in I believe John likes Mary” (Bošković, 1997, p. 29). If there is 

movement out of the finite declarative complement, there are no C-trace effects. If the 

embedded clause is an IP, this is easily explainable. However, if the embedded clause is a 

CP, it is unclear as to why there are no C-trace effects. An example of this can be seen 

below: 
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(20) a.  Who do you believe likes Mary 

 b. *Who do you believe that likes Mary 

Bošković (1997) argues that the example above is further evidence for the MSP. 

 

Topicalization 

 The IP analysis can also explain why topicalized embedded clauses must begin 

with that (Bošković, 1997). Consider the following examples: 

(21) a. [IP Mary, [IP John likes]] 

 b. Peter doesn’t believe that [IP Mary, [IP John likes]] 

 c.  *Peter doesn’t believe [IP Mary, [IP John likes]] 

“Given that the embedded clause in [(21c)] is an IP and that topicalization involves 

adjunction to IP, [(21c)] is ruled out because it involves adjunction to an argument, which 

. . . is not allowed” (Bošković, 1997, p. 30). Thus, the embedded clause is unable to 

receive its θ-role because it is blocked by the adjoined elements. As a result, the sentence 

is ungrammatical because there is a θ-Criterion violation.  

 Further, Rochemont (1989) argues, “topicalization involves clausal adjunction 

(i.e., adjunction to either CP or IP),” not simply IP adjunction (Bošković, 1997, p. 31). In 

the following examples, (22b) and (22d) show adjunction to a CP argument, which is not 

allowed, causing ungrammaticality. Contrastingly, in (22a) and (22c), the IP and CP “are 

not arguments, [and] no adjunction to arguments takes place in these constructions” 

(Bošković, 1997, p. 31). As a result, (22a-c) are (marginally) grammatical.  

(22) a. ??[CP To John, [CP which book should Peter give]] 

 b. *I wonder [CP to John, [CP which book Peter should give]] 
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 c. ??I wonder [CP to whom [IP this book, [IP Peter should give]]] 

 d. *John believes [CP this book, [CP that Peter should give to Mary]] 

 

Wanna-Contraction 

 Bošković (1997) uses the following PF contraction examples, from Bošković 

(1994), to show that zero declaratives are IPs: 

(23) a. *Whoi do you wanna ti buy a car? 

 b. cf. I wanna PRO buy a car. 

Previously, (23a) was seen as ungrammatical because there is a wh-trace preventing the 

contraction of want and to. However, this is not always the case. In the following 

examples, from Schachter (1984), PF contraction is permitted, despite the presence of 

wh-traces (Bošković, 1997): 

(24) a. Whati do you think’s ti happening there tomorrow 

 b. cf. Whati do you think ti is happening there tomorrow 

 c. Whati do you think’s ti been happening there today 

 d. cf. Whati do you think ti has been happening there today 

The grammaticality of these sentences can be explained if it is assumed that “wh-traces 

are invisible at PF” (Bošković, 1997, p. 35). If this is true, then the ungrammaticality of 

(23a) must be caused by something other than a wh-trace: a null C. Thus, this null C is 

blocking contraction, as is shown below: 

(25) Whoi do you want [CP C [IP ti to buy a car]] 
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In (24a) and (24c) there is no null C, causing contraction to be possible. Bošković argues 

that this further supports the MSP and the notion that zero finite declarative complements 

are IPs. 

 

Infinitival Complementation and Economy of Representation 

 In (26), the infinitival complement could be either a CP or an IP. However, due to 

the MSP, the infinitival complement is an IP because it has fewer projections than if it 

were a CP, while meeting the same lexical requirements (Bošković, 1997). 

(26) John tried [IP PRO to kiss Mary] 

According to Bošković (1997), other authors have proposed comparable principles of 

economy of representation. A few of these principles are presented in (27): 

(27)  a.  “Minimal Projection (Grimshaw, 1994) 

  A functional projection must be functionally interpreted. 

 b. Structural Economy Principle (Safir, 1993) 

At any point in a derivation, a structural description for a natural language 

string employs as few nodes as grammatical principles and lexical 

selection require. 

 c. (Speas, 1994) 

Project XP only if XP has content. A node X has content if and only if X 

dominates a distinct phonological matrix or a distinct semantic matrix. 

 d. Minimal Projection Principle (Radford, 1994) 

S-structures are the minimal well-formed projections of the lexical items 

they contain. 
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 e. (Chomsky, 1995) 

α enters the numeration only if it has an effect on output” (Bošković, 

1997, p. 38) 

While these principles vary, they are all principles of economy of representation, and 

they all assume that infinitival complements of control verbs are IPs. Therefore, they all 

support the theory presented in Bošković’s article.  

 

2.3.1.4. Conclusion 

 In conclusion, Bošković (1997) argues that government and c-selection can be 

eliminated from the grammar. Instead, he favors the Case-theoretic approach to the 

distribution of PRO. Further, he argues that the Minimal Structure Principle (MSP), a 

principle of economy of representation, requires control infinitives to hold an IP status, 

not a CP status.  

 

3. Research Design and Methodology 

 One of the prominent questions in modern psycholinguistics is the relationship 

between the grammar and the parser. Within the approach of Generative Grammar, this 

issue has been investigated in terms of the role that Principles of Universal Grammar may 

play in language processing. The aim of this research experiment is to investigate this 

topic. Specifically, this experiment aims to test whether the Minimal Structure Principle 

(MSP) plays a role in the processing of Preposition-Stranding (P-Stranding) versus Pied-

Piped Constructions. P-Stranding and Pied-Piped Constructions are used to investigate 

the role of the MSP in language processing because the two construction types have the 
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same lexical structure and serve the same function; however, they have a different 

number of projections present in their syntactic representations.  

The P-Stranding version of a sentence has fewer projections than its Pied-Piped 

counterpart. Consider the following sentence: The student will present the paper at a 

conference. If a person wants to know which conference, they could ask this question 

using a sentence with either a P-Stranding or Pied-Piped Construction, as shown in (1): 

(1)  a.  P-Stranding 

[DP Which conferencei] will the student present the paper [PP at ti]? 

 b. Pied-Piping 

  [PP At which conferencei] will the student present the paper ti? 

Before movement, both of the structures in (1) have the same structure and, thus, the 

same number of projections; as is shown below: 

(2) Figure 3.a: Pre-Movement Structure 
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Assuming the COPY and DELETE approach to Movement, for the P-Stranding 

derivation, the DP which conference is copied and raised to [Spec, CP], leaving behind 

the copy. At this point in the derivation, we have the structure in (3): 

(3)  Figure 3.b: Structure for Which conference will the student will present the paper 

at which conference? 

  

The movement process created a total of 23 projections. 

As for the comparable derivation with Pied-Piping, the PP at which conference is copied; 

thus, the structure is as in (4). This movement process has created a total of 25 

projections. 

(4)  Figure 3.c: Structure for At which conference will the student will present at 

which conference? 
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Therefore, according to the MSP, the derivation with P-Stranding is preferred 

over the derivation with Pied-Piping because it has fewer projections. If the MSP is 

active during language processing, then sentences with P-Stranding Constructions should 

be less costly processing-wise. To test this, a self-paced reading task was conducted. The 

details of the experiment are discussed in the following sections.  

 

3.1. Participants 

 In this experiment, thirty monolingual English speakers were tested. For the 

purposes of this study, monolinguals were defined as native speakers of English, who 

spoke no language other than English. Only monolingual English speakers were used for 

this study because, as mentioned in the previous chapter, P-Stranding Constructions are 

cross-linguistically rare; thus, if a participant spoke another language in which P-

Stranding Constructions are not possible, these constructions may be difficult to process 

for this reason. To determine if a participant was a monolingual English speaker, a 

language history questionnaire was used; to view this questionnaire, see Appendix A. If a 



 

 98

participant studied a second language during secondary school, this was not cause for 

disqualification from the study, provided that the participant was not able to use that 

second language with more than very limited fluency; this means that participants may 

know words or phrases in a second language but cannot hold full conversations.   

 All participants included in this study were between the ages of 18 and 65 with 

a mean age of 36; the range is 45. The participants were split up into two groups because 

two versions of the target sentences were created. (This is explained further in section 

3.2.1.1.) The mean age of the participants who were tested with version one of the target 

sentences (Experiment 1) was 32.4; the range was 45. The mean age of the participants 

who were tested with version two of the target sentences (Experiment 2) was 39.6; the 

range was 37. The participants were of both male and female gender; 17 males and 13 

females were tested. Experiment 1 tested 9 males and 6 females; Experiment 2 tested 8 

males and 7 females. All of the participants were required to have at least a high school 

diploma or equivalent (such as a GED). 

 

3.2. Materials 

 The type of experiment conducted was a Self-Paced Reading Task (SPRT). 

For this type of task, participants read sentences at their own pace and their reading times 

(RTs) are recorded. The rationale behind this type of task is that RTs are reflective of 

processing difficulties (Marinis, 2010, p. 145). Thus, this study compares participants’ 

RTs of sentences with P-Stranding Constructions (P-Stranding Sentences) to their RTs of 

sentences with Pied-Piped Constructions (Pied-Piped Sentences). Based on the 

assumption that longer RTs show greater processing difficulties, significant differences in 
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the RTs of the two constructions indicate whether one construction type has greater 

processing costs than the other. To ensure that participants were unfamiliar with the 

purpose of the study, the experiment consisted of both target and filler sentences, as well 

as a secondary task in which participants were required to answer comprehension 

questions about the sentences they were reading. The SPRT and Comprehension 

Question Task (CQT) are explained in the following sections. 

 

3.2.1. SPRT Instrument 

 The Self-Paced Reading Task (SPRT) consisted of a total of 100 sentences. 

There were 52 filler sentences and 48 target sentences. The target sentences were divided 

evenly between P-Stranding Sentences and Pied-Piped Sentences. The target and filler 

sentences will be explained in the following two subsections. 

 Note that precautionary measures were taken in order to ensure that reading times 

(RTs) were reflective of processing difficulties regarding the construction types and not 

extraneous factors. For example, all of the sentences included sentence-final optional 

modifiers in order to mitigate Wrap-Up Effects. According to Hirotani (2006), when a 

reader reaches the final word of a clause or sentence, they pause to finish interpreting the 

sentence. Therefore, by using sentence-final optional modifiers, the two constructions 

being investigated in this study were not positioned at the end of the sentence, which may 

have multiplied the processing costs of those constructions.  

In addition, to ensure that processing costs were not affected by priming effects, 

no verbs or nouns (other than those used in the sentence-final optional modifiers) were 

repeated. No pronouns were used, in order to prevent participants from having to recall 
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information used in previous sentences or earlier in that same sentence, adding to 

processing costs. Lastly, no prepositional phrases (PPs) were used in any of the sentences 

outside of the constructions being investigated; this was done to ensure that participants 

would not notice an overuse of prepositions, which may have called attention to the 

purpose of the experiment.  

 

3.2.1.1. Target Sentences  

 Two types of target sentences were used in this study: P-Stranding Sentences 

and Pied-Piped Sentences. Of the 48 total target sentences, 24 were P-Stranding 

Sentences and 24 were Pied-Piped Sentences. To counterbalance the type of preposition 

complement used, the 24 sentences were split evenly between three different complement 

types: what followed by a noun, which followed by a noun, and whose followed by a 

noun. Examples of P-Stranding and Pied-Piped Sentences with each preposition-

complement type are shown below: 

(5) a. P-Stranding: 

 (i) What remark did Jack apologize for yesterday?  

 (ii) Which computers did the sixth graders learn to type on last year? 

 (iii) Whose friend did Mary go to the theatre with last night? 

 b. Pied-Piping:  

  (i) At what restaurant does the businessman eat every week? 

  (ii) Behind which platform did the conductor stand every day?  

  (iii) To whose birthday did Gina bring a cake last week? 
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 In order to control for variation due to lexical, semantic, and syntactic factors 

and general content differences between sentences, two versions of the target sentences 

were created; thus, there were two different experiments (Experiment 1 and Experiment 

2) used with participants. Half of the participants (15 participants) were tested with 

Experiment 1 and the other half (the remaining 15 participants) were tested with 

Experiment 2. Sentences that appeared with one construction in Experiment 1 would 

occur with the other construction in Experiment 2. Thus, the P-Stranding Sentences in 

Experiment 1 appeared as the Pied-Piped Sentences in Experiment 2; the Pied-Piped 

Sentences in Experiment 1 appeared as the P-Stranding Sentences in Experiment 2. The 

sentences shown in examples (5a) and (5b) belong to Experiment 1; the Experiment 2 

version of those sentences are shown below: 

(6) a. P-Stranding: 

  What restaurant does the businessman eat at every week? 

  Which platform did the conductor stand behind every day? 

  Whose birthday did Gina bring a cake to last week? 

 b. Pied-Piping: 

  For what remark did Jack apologize yesterday?  

  On which computers did the sixth graders learn to type last year? 

  With whose friend did Mary go to the theatre last night? 

 

3.2.1.2. Filler Sentences  

 The experiment contained 52 filler sentences, which were used to distract 

participants from the purpose of the experiment. The filler sentences did not contain 



 

 102

either of the target constructions and did not appear in question form. Participants’ 

reading time (RTs) for the filler sentences were not recorded or used in the results. The 

same 52 filler sentences were used in Experiment 1 and 2. Examples of the filler 

sentences from the experiment are shown below: 

(7) a. Fillers: 

Carolina climbed a mountain two years ago. 

Autumn seemed picturesque last year. 

Bananas develop dark spots when overripe.  

 

3.2.2. Comprehension Question Task Instrument 

 After half of the total sentences (50 of the 100 sentences), participants were 

asked a yes or no question about the sentence that immediately preceded the 

comprehension question. The reason for including a Comprehension Question Task 

(CQT) was to ensure that participants were reading and comprehending the content of the 

sentences being shown. The comprehension questions were spread evenly throughout the 

experiment, and there was an equal number of yes and no questions. Of the 52 filler 

sentences, 26 sentences were followed by a comprehension question; of those 26, 13 

required a ‘yes’ answer and 13 required a ‘no’ answer. Of the 48 target sentences, 24 

were followed by a comprehension question, split evenly between the P-Stranding and 

Pied-Piped Sentences (12 comprehension questions per sentence type).  

 In addition, the 12 comprehension questions were divided amongst the 

complement types, so that each of the three complement types were followed by four 
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comprehension questions; two of the four required ‘yes’ answers and two required ‘no’ 

answers. Participants were able to distinguish a comprehension question from a reading 

sentence because the comprehension questions were shown in all capital letters. 

Examples of sentences and their comprehension questions (in capital letters) are shown 

below: 

(8) a. Filler 

The couple held hands all night. 

DID THE COUPLE HOLD HANDS ALL NIGHT? (Yes) 

 b. P-Stranding: 

What walls did Aaron hang the posters on this afternoon? 

DID AARON HANG A MIRROR ON THE WALL? (No) 

 c. Pied-Piping: 

Over whose land did the neighbors fight all the time? 

DID THE NEIGHBORS FIGHT OVER LAND? (Yes) 

 For a complete list of target sentences, filler sentences, and comprehension 

questions, see Appendix B.  

 

3.3. Procedure 

 Participants were seated at a table, in front of a laptop computer, in a quiet and 

distraction-free environment. The Self-Paced Reading Task (SPRT) and Comprehension 

Question Task (CQT) were presented to participants on the laptop with the SuperLab 4.5 

software. Before beginning the experiment, participants were presented with instructions 
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and a pre-trial experiment. During the pre-trial, participants completed a short practice 

experiment, consisting of 10 sentences to read and 5 comprehension questions; during 

this time, participants were watched to ensure that they understood the experimental set 

up and were encouraged to ask questions. Their reading times and responses for the pre-

trial were not recorded. Once a participant felt comfortable with the experiment set up, 

they were allowed to begin the experiment. 

 Before the experiment began, the instructions, presented in (9), appeared on 

the laptop screen once more; these were the same instructions that the participant 

received before the pre-trial experiment (with minor alterations to explain the pre-trial). 

(9)  Instructions on screen 

 

When the participant pressed the space bar, a single sentence appeared on screen. When 

they finished reading the sentence, they pressed the space bar to be presented with 

another sentence or with a comprehension question. The experiment continued in this 

manner until the participant reached the end of the experiment. The sentences appeared in 

a random order for every participant. Throughout the experiment, SuperLab 4.5 recorded 

participants’ reading times (RTs) for every sentence, which was time from the 

presentation of that sentence of screen to the time the participant pressed the space bar. 
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The software also recorded participants’ CQT responses. The RTs and CQT responses 

were automatically saved as a text file, which was later analyzed.  

 

3.4. Explanation of the procedure 

 The Self-Paced Reading Task (SPRT) is an on-line processing task, meaning 

that this type of task measures participants’ unconscious and automatic response to 

language stimuli. As previously mentioned, the SPRT records participants reading times 

(RTs) with the purpose of understanding processing costs, and longer RTs are assumed to 

be reflective of greater processing costs. Because the aim of this study is to investigate 

whether P-Stranding or Pied-Piped Constructions have greater processing costs for 

monolingual English speakers, the SPRT was an appropriate task to use in the study.  

 A SPRT can be set up in several different ways. For example, sentences can be 

presented to participants as a whole sentence, phrase-by-phrase, or word-by-word. 

Further, when sentences are broken up into words or phrases, the sentences can be 

presented to participants in three different ways: cumulative presentation, linear non-

cumulative presentation, and centre non-cumulative presentation. In the case of the SPRT 

conducted in this study, sentences were presented as a whole to participants. 

 While the goal of any on-line processing experiment is to record participants’ 

most natural reaction to stimuli, there are limitations to any research design. Thus, for 

each of the presentation types mentioned, there are drawbacks. For example, when using 

the cumulative presentation, which presents a sentence word-by-word or phrase-by-

phrase, participants are first shown the sentence covered by dashes, so that dashes appear 

in the place of the letters that will appear. As they read the sentence and press a button to 
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make new words/phrases appear, the dashes for the presented words/phrases disappear. 

The presented word/phrase stays on screen until the entire sentence is completed. While 

this type of presentation allows the researcher to measure the RTs for particular 

words/phrases, the reading is unnatural because it is broken up into parts. Further, the 

participant is aware of how near they are to the end of the sentence. “Knowledge of the 

length of a sentence and how close a word is to the end of the sentence can cause the 

development of expectations and predictions about incoming words” (Marinis, 2010, p. 

147). However, this presentation type provides a more natural reading than other 

presentation types because it allows participants to review earlier portions of the 

sentence, as is possible when reading in their daily life.  

 Similarly, the linear non-cumulative presentation has limitations. Like the 

cumulative presentation, participants are first shown dashes in place of the sentence’s 

words. When the participant presses a button to be shown a word/phrase, words/phrases 

appear in the place of those dashes; however, as a participant continues to press the 

button, the dashes cover the previously presented words/phrases as the newly presented 

words/phrases appear on screen. Thus, in addition to participants being aware of how 

close a word/phrase is to the end of the sentence, they are unable to review earlier 

portions of the sentence if necessary. While this is seen as a drawback to some 

researchers, others view the noncumulative presentation as “a more accurate picture of 

how participants process sentences on-line compared to the cumulative presentation” 

because participants are unable to go back to early portions of the sentence in spoken 

language (Marinis, 2010, p. 147).  
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 The third presentation type in which sentences are broken up into words or 

phrases is also non-cumulative: the centre non-cumulative reading presentation. With this 

presentation type, participants are shown a sentence in a word-by-word or phrase-by-

phrase fashion without any dashes; also, they are unable to view previous portions of the 

sentence. As stated before, some researchers claim that this type of presentation provides 

a more accurate depiction of on-line processing. Further, with this presentation type, 

there is not the drawback of the dashes creating end-of-the-sentence expectations for 

participants. However, as mentioned previously, not allowing participants to read earlier 

portions in the sentence is seen as an unnatural to some researchers (Marinis, 2010). 

Further, breaking a sentence up into segment creates an unnatural reading flow. 

Therefore, each presentation type has limitations. 

 While some of these limitations may be argued to affect the whole-sentence 

presentation type used in this experiment, there are also many advantages to conducting 

the experiment this way. As with the cumulative presentation and linear non-cumulative 

presentation, participants are aware of where the end of the sentence is, which is said to 

create expectations. However, because the sentence is not broken up into words or 

phrases, the end-of-sentence expectation is equal to that which a person experiences 

during natural reading. Further, participants are able to review earlier portions of the 

sentence if necessary, and their reading is not constantly interrupted by breaks in the 

sentence. Thus, presenting sentences as a whole to participants provides them with a 

more naturalistic reading experience.  

 Further, presenting sentences as a whole to participants is beneficial for the 

purposes of this experiment because of the types of constructions being investigated. As 
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previously mentioned, sentence-final optional modifiers were added to the end of every 

sentence in order to mitigate Wrap-Up Effects; this is because the PP or DP preposition 

complement leaves a trace of itself in its original position, at the end of the sentence. If 

the experiment’s sentences were broken up into words or phrases, all of the sentence-final 

optional modifiers would be required to be two or more words because the portion 

following the location of the trace would be the critical segment to measure.  

 The reason for this is that movement creates a syntactic dependency between 

the moved item (the “filler”) and the trace, according to the Trace Activation Hypothesis, 

presented in (10) below: 

(10) Trace Reactivation Hypothesis 

“When we encounter a filler, we store it in short-term memory and we try to 

integrate it as soon as possible into the sentence. When the parser identifies a 

gap, i.e. a potential position for integration, it retrieves the filler from short-

term memory and sets up a filler-gap dependency by reconstructing the 

grammatical and semantic features of the filler at the position of the gap” 

(Marinis, 2010, p. 148).  

Thus, in the case of this study’s experiment, participants reading a sentence would store 

the moved phrase (in this case, the PP or the DP-complement of the PP) in their short-

term memory. Then, when the participants reach the portion of the sentence where the 

trace is expected to be (in this case, the sentence-final modifier), the grammatical and 

semantic features of the moved phrase are reconstructed. Unless there were at least two 

words following the trace, presented to participants one at a time, it would be unclear 

whether the final portion of the sentence being measured reflected processing costs 
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related to trace reactivation or simply Wrap-Up Effects. While it is possible to use 

modifiers with more than one word, longer modifiers can create structurally awkward 

sentences in some cases, adding to processing costs. Therefore, presenting sentences as a 

whole to participants provided them with the most natural reading possible in regards to 

this study.   

 To control for differences in sentence length, two methods were used in this 

study. First, as explained earlier, two versions of the target sentences were used with 

participants: Experiment 1 and Experiment 2. Any difference in length between 

Experiment 1’s P-Stranding Sentences and Pied-Piped Sentences would be reversed in 

Experiment 2. Therefore, length differences between sentences would not make an 

impact on reading times (RTs) in this regard. In addition, differences in sentence length 

were accounted for during the analysis by dividing each sentence by the number of 

characters in that sentence. Accordingly, RTs per character, as well as RTs per whole 

sentence, are compared in the results section.  

 

3.5. Methods of Analysis 

 As this study investigates the processing costs of P-Stranding versus Pied-

Piped Constructions, the reading times (RTs) for sentences containing these constructions 

were compared. For each participant, the mean RTs for P-Stranding Sentences and for 

Pied-Piped Sentences were calculated. Next, the mean RTs of all participants for both P-

Stranding and Pied-Piped Sentences were calculated. The statistical test chosen to 

determine whether there was a significant difference in the processing costs of the two 

sentence types was a paired-samples t-test. A paired samples t-test is designed to 
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determine whether two groups are statistically different from each other; most often, and 

in the case of this study, a t-test is used to compare means. Parameters for significance 

were fixed at .05; thus, any number greater than .05 was considered insignificant, while a 

lower number was considered significant.  

 In addition to comparing means between P-Stranding and Pied-Piped 

Sentences, additional variables were analyzed. First, a paired samples t-test compared the 

means of the two sentences types for both Experiment 1 and Experiment 2 separately. 

The purpose of doing this was to see whether there were significant values for one of the 

Experiments, both of the Experiments, or none of the Experiments. If there were 

significant values for both or none of the Experiments, this would clearly show that there 

was a preference for one of the construction types or that both of the construction types 

had equal processing costs, respectively.  

 Second, a paired-samples t-test was completed for all three wh-complement 

types: what followed by a noun, which followed by a noun, whose followed by a noun. 

The purpose of this was to see if there was a preference for either construction type when 

the complement was different and to control for outside factors that may have affected 

the results. Further, this t-test per wh-complement was completed for both Experiment 1 

and Experiment 2 separately. As previously stated, this was done to ensure that the 

Experiment type did not affect the results. 

 Prior to calculating means, however, measures were taken to ensure that 

participants RTs represented solely the time it took them to read and process a sentence, 

excluding times affected by environmental distractions or other factors. To do this, RTs 

that were three standard deviations from the mean of that particular sentence were 
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removed. Also, if a participant answered a comprehension question incorrectly, the RTs 

for those sentences were removed. A participant was required to have an RT for at least 

75% of the experimental sentences; otherwise, their RTs were removed from the data 

entirely. 

 

CHAPTER 4. Results 

4.1. Comprehension Question Task 

 As previously mentioned, participants completed a Comprehension Question Task 

(CQT) to ensure that sentences were being read and processed. The highest score 

received for this task was 100%, meaning that participants who received this score 

answered 50 out of 50 questions correctly. The lowest score received was 86%; the 

participant who received this score answered 43 out of 50 questions correctly. 

Accordingly, the score range was 14%. Further, the mean score was a 96.33%, and the 

mode score was 100%.  

 If results for the CQT are analyzed separately for Experiment 1 and Experiment 2, 

the scores are similar to the overall results. For Experiment 1, the mean score was 

96.26%, the mode score was 100%, and the score range was 14%. For Experiment 2, the 

mean score was 96.4%, the mode score was 100%, and the score range was 12%. 

Therefore, the CQT results for Experiment 1 and 2 varied only slightly, both from each 

other and from the overall results. In Figure 4.1a below, the number of participants who 

received scores between 100% and 86% for Experiment 1 and Experiment 2 are shown.   
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(1) Figure 4.1 Comprehension Question Task scores 

 

 

4.2. Self-Paced Reading Task 

 As explained in Section 3.5, the results for the Self-Paced Reading Task (SPRT) 

were analyzed in several ways. First, the reading times (RTs) for P-Stranding Sentences 

and Pied-Piped Sentences were compared; this is explained in Section 4.2.1. Next, the 

RTs per Sentence Type were separated into three groups, depending on which wh-

complement underwent movement (what followed by a noun, which followed by a noun, 

and whose followed by a noun), and analyzed by group. The results for this can be found 

in Section 4.2.2.  

 Further, the RTs were compared in two ways: RTs for whole sentences were 

compared, and RTs for sentences divided by the number of characters in those sentences 

were compared.  
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4.2.1. Reading Times per Sentence Type 

 This section provides a comparison of Reading Times (RTs) for sentences with P-

Stranding and Pied-Piped Constructions. The purpose of this section is to examine 

whether monolingual English speakers find either construction more costly processing-

wise. Because RTs are reflective of processing difficulty, significantly longer RTs for 

either Sentence Type would show that monolingual English speakers find either P-

Stranding or Pied-Piping Constructions more difficult to process. However, if the RTs are 

not significantly different, this shows that monolingual English speakers do not process 

sentences with P-Stranding and Pied-Piped Constructions in a significantly different way.  

 

4.2.1.1. Reading Times per Sentence Type: Whole Sentence 

 The mean reading times (RT) for sentences with P-Stranding Constructions (P-

Stranding Sentences) and sentences with Pied-Piped Constructions (Pied-Piped 

Sentences) were calculated and compared. Results from all thirty participants were 

included, as no participant was missing greater than 25% of his or her data (due to 

incorrect answers for the Comprehension Question Task or outliers). The mean RT for all 

P-Stranding Sentences (including both Experiment 1 and 2) was 4024.06 ms. The mean 

RT for all Pied-Piped Sentences (including both Experiment 1 and 2) was 4079.39 ms. A 

paired samples t-test did not reveal a significant difference between RTs for P-Stranding 

and RTs for Pied-Piped Sentences.  

 A similar pattern emerges when Experiment 1 and Experiment 2 are analyzed 

separately. Again, results from all thirty participants were included (15 participants per 

Experiment 1 and Experiment 2). For Experiment 1, the mean RT for P-Stranding 
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Sentences was 3962.31 ms, and the mean RT for Pied-Piped Sentences was 4221.18 ms. 

For Experiment 2, the mean RT for P-Stranding Sentences was 4085.80 ms, and the mean 

RT for Pied-Piped Sentences was 3937.60 ms. For both Experiment 1 and 2, a paired 

samples t-test did not reveal a significant difference in RTs for P-Stranding and Pied-

Piped Sentences.  

 According to these results, monolingual English speakers are not processing P-

Stranding Sentences and Pied-Piped Sentences significantly differently; this holds if 

mean RTs for both sentence types for all sentences (including both Experiment 1 and 2) 

are compared, as well as if mean RTs for Experiment 1 and Experiment 2 are compared 

separately. These results are presented in Figure 4.2.1.1.a. 

(2)  Figure 4.2.1.1 Reading Times per Sentence Type: Whole Sentence 

 

 



 

 115

4.2.1.2. Reading Times per Sentence Type: Sentence per Character 

 As previously mentioned, to control for differences in sentence length, reading 

times (RTs) for each sentence were divided by the number of characters in the sentence. 

When comparing the RTs per character, results from all thirty participants were included. 

The mean RT per character for all P-Stranding Sentences (including both Experiment 1 

and 2) was 76.17 ms. The mean RT per character for all Pied-Piped Sentences (including 

both Experiment 1 and 2) was 77.01 ms. Again, a paired samples t-test did not reveal a 

significant difference between RTs per character for P-Stranding and Pied-Piped 

Sentences.  

 Similarly, when both Experiment 1 and Experiment 2 were analyzed separately, a 

paired samples t-test did not reveal a significant difference in RTs per character for P-

Stranding and Pied-Piped Sentences. For Experiment 1, the mean RT per character for P-

Stranding Sentences was 74.55 ms, and the mean RT per character for Pied-Piped 

Sentences was 79.95 ms. For Experiment 2, the mean RT per character for P-Stranding 

Sentences was 77.78 ms, while the mean RT per character for Pied-Piped Sentences was 

74.08 ms. Results from all thirty participants were included (15 participants per 

Experiment 1 and 2). 

 Again, these results show that monolingual English speakers are not processing P-

Stranding Sentences and Pied-Piped Sentences in a significantly different manner, and 

the results are not affected by sentence length. This pattern can be seen if mean RTs per 

character for both sentence types for all sentences are compared and if mean RTs per 

character for Experiment 1 and Experiment 2 are compared separately. These results are 

presented in Figure 4.2.1.2. 
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(3) Figure 4.2.1.2 Reading Times per Sentence Type: Sentence per Character 

 

 

4.2.2. Reading Times per Sentence Type and Complement Type 

 This section provides a comparison of Reading Times (RTs) for sentences with P-

Stranding and Pied-Piped Constructions, as was discussed in the previous section; 

however, this section compares these RTs by wh-complement type. The purpose of this is 

to determine whether the type of preposition complement undergoing movement (with or 

without the preposition) affected the processing costs. Three different wh-complements 

were used in the experimental sentences: what followed by a noun, which followed by a 

noun, and whose followed by a noun. As in the previous section, significantly greater 

mean RTs for either P-Stranding or Pied-Piped Sentences would indicate a processing 

contrast; RTs that are not significantly different, on the other hand, indicate that 

monolingual English speakers do not process these sentence types differently.  
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4.2.2.1. Reading Times per Sentence Type and Complement Type: Whole Sentence 

 For each wh-complement type, the mean reading time (RT) for P-Stranding 

Sentences and Pied-Piped Sentences were calculated and compared. For wh-complement 

what followed by a noun (what+noun), results from all thirty participants were included; 

no participant had more than 25% of his or her data removed due to outliers or incorrect 

Comprehension Question Task responses. For wh-complement what+noun, the mean RT 

for P-Stranding Sentences was 3908.19 ms, and the mean RT for Pied-Piped Sentences 

was 3966.21 ms. A paired samples t-test did not reveal a significant difference between 

RTs for P-Stranding and RTs for Pied-Piped Sentences for wh-complement what+noun.  

 When Experiment 1 and 2 were analyzed separately, wh-complement what+noun 

showed similar results. All thirty participants’ results were included (15 per Experiment 1 

and 2). For Experiment 1, the mean RT for P-Stranding Sentences was 3946.28 ms, while 

the mean RT for Pied-Piped Sentences was 3955.18 ms. For Experiment 2, the mean RT 

for P-Stranding Sentences was 3870.10 ms, and the mean RT for Pied-Piped Sentences 

was 3977.25 ms. For both Experiment 1 and 2, a paired samples t-test did not reveal a 

significant difference in RTs for each sentence type. Therefore, when RTs for whole 

sentences are compared, monolingual English speakers do not process P-Stranding and 

Pied-Piped Sentences with wh-complement what+noun in different ways. These results 

are presented below: 
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(4) Figure 4.2.2.1.a Reading Times per Sentence Type with wh-Complement 

what+noun: Whole Sentence 

 

 For wh-complement which followed by a noun (which+noun), results were 

comparable to that of wh-complement what+noun. The mean RT for all P-Stranding 

Sentences was 4117.45 ms, and the mean RT for all Pied-Piped Sentences was 4094.30 

ms. The data for all thirty participants was included. Again, a paired samples t-test did 

not reveal a significant difference in RTs for P-Stranding and Pied-Piped Sentences when 

the preposition complement was which+noun.  

 The results for Experiment 1 and 2 were analyzed separately for wh-complement 

which+noun as well. All thirty participants’ data was included. For Experiment 1, the 

mean RT for P-Stranding Sentences was 4029.49 ms; the mean RT for Pied-Piped 

Sentences was 4394.76 ms. For Experiment 2, the mean RT for P-Stranding Sentences 

was 4159.11 ms, and the mean RT for Pied-Piped Sentences was 3840.13 ms. For both 
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Experiment 1 and 2, a paired samples t-test did not reveal a significant difference in RTs 

for P-Stranding and Pied-Piped Sentences with the preposition complement which+noun. 

These results are presented below: 

(5) Figure 4.2.2.1.b Reading Times per Sentence Type with wh-Complement 

which+noun: Whole Sentence 

 

 Last, mean RTs for both sentence types with wh-complement whose followed by 

a noun (whose+noun) were calculated and compared. For this comparison, only 29 

participants’ data were the minimum of 75% complete; thus, only 29 participants’ RTs 

were included in the RT mean calculations. The mean RT for P-Stranding Sentences with 

wh-complement whose+noun was 3998.81 ms; the mean RT for Pied-Piped Sentences 

with wh-complement whose+noun was 4007.92 ms. Again, a paired samples t-test did not 

reveal a significant difference in the aforementioned mean RTs. 
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 Further, for wh-complement whose+noun, results from Experiment 1 and 2 were 

compared separately. For Experiment 1, only 14 participants (as opposed to 15) had less 

than 25% of their data missing; thus, 14 participants’ results were used in calculating the 

means. The mean RT for P-Stranding Sentences with wh-complement whose+noun in 

Experiment 1 was 3725.55 ms, while the mean RT for Pied-Piped Sentences was 4017.50 

ms. For Experiment 2, the mean RT for P-Stranding Sentences with wh-complement 

whose+noun was 4253.85 ms; the mean RT for Pied-Piped Sentences was 3998.98 ms. A 

paired samples t-test was used to analyze the results from Experiment 1 and 2; as is 

consistent with all previous results, there was no significant difference in RTs for P-

Stranding and Pied-Piped Sentences with wh-complement whose+noun. These results are 

presented below: 

(6) Figure 4.2.2.1.c Reading Times per Sentence Type with wh-Complement 

whose+noun: Whole Sentence 
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 Therefore, when RTs for whole sentences are compared, monolingual English 

speakers do not find either P-Stranding Sentences or Pied-Piped Sentences significantly 

more difficult to process. Further, the type of wh-complement that undergoes movement 

when a P-Stranding or Pied-Piped Construction is formed does not affect processing 

costs. This conclusion holds when means for both Experiments are compared and when 

means for Experiment 1 and 2 are compared separately. 

 

4.2.2.2. Reading Times per Sentence Type and Complement Type: Sentences per 

Character 

 In addition to comparing mean reading times (RTs) of whole sentences, the mean 

RTs of sentences per character were compared for each wh-complement type. (Sentences 

per character, as previously mentioned, refers to the division of a participant’s RT for a 

sentence by the number of characters present in that sentence; this is done to control for 

length.)  

 For wh-complement what followed by a noun (what+noun), the mean RT for P-

Stranding Sentences per character was 76.96 ms; the mean RT for Pied-Piped Sentences 

per character was 76.83 ms. Results from all 30 participants were included in the mean 

calculations. A paired samples t-test did not reveal significant differences in the mean 

RTs of these two sentence types per character with wh-complement what+noun. 

 Similarly, when comparing results from Experiment 1 and 2 separately, a paired 

samples t-test did not reveal significant RT differences. For Experiment 1 and 2, results 

for all 15 participants were included. For Experiment 1, the mean RT for P-Stranding 

Sentences per character with wh-complement what+noun was 77.82 ms, while the mean 
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RT for Pied-Piped Sentences was 76.53 ms. For Experiment 2, the mean RT for P-

Stranding Sentences per character with wh-complement what+noun was 76.10 ms, and 

the mean RT for Pied-Piped Sentences was 77.12 ms. These results are shown in Figure 

4.2.2.2.a. 

(7) Figure 4.2.2.2.a Reading Times per Sentence Type with wh-Complement 

what+noun: Sentences per Character 

 

 Next, RTs for sentences per character with wh-complement which followed by a 

noun (which+noun) were calculated and compared. When results from all experiments 

are compared, the mean RT for P-Stranding Sentences per character with wh-complement 

which+noun was 73.53 ms; the mean RT for Pied-Piped Sentences was 74.92 ms. Results 

from all thirty participants were included in these mean calculations. Comparing these 
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results, a paired samples t-test did not reveal a significant difference in RTs for P-

Stranding and Pied-Piped Sentences per character with wh-complement which+noun.  

 Contrastingly, when results for Experiment 1 and 2 were analyzed separately, 

different results occur. For both Experiment 1 and 2, all thirty participants’ (15 per 

Experiment 1 and 2) results were included in calculating the means. For Experiment 1, 

the mean RT for P-Stranding Sentences per character with wh-complement which+noun 

was 70.29 ms; the mean RT for Pied-Piped Sentences was 81.54 ms. For Experiment 1, a 

paired-samples t-test did not reveal significant differences in RTs; however, for 

Experiment 2, a paired samples t-test revealed a significant difference between mean RTs 

for P-Stranding and Pied-Piped Sentences per character with wh-complement 

which+noun (M = -8.48, SD = 14.98), t(14) = -2.19, p = .046. The mean RT for P-

Stranding Sentences per character with wh-complement which+noun was 76.77 ms; the 

mean RT for Pied-Piped Sentences was 68.29 ms. It should be noted that, while these 

results are statistically significant, they occurred only in one version of the experiment, 

Experiment 2, and not both Experiment 1 and 2. These results are presented in Figure 

4.2.2.2.b. 

(8) Figure 4.2.2.2.b Reading Times per Sentence Type with wh-Complement 

which+noun: Sentences per Character 
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 Last, RTs for P-Stranding and Pied-Piped Sentences per character with wh-

complement whose followed by a noun (whose+noun) were calculated and compared. All 

thirty participants’ results were used to calculate the mean RTs. For P-Stranding 

Sentences per character with whose+noun, the mean RT was 77.72 ms; the mean RT for 

Pied-Piped Sentences was 79.02 ms. A paired samples t-test did not reveal significant 

differences in the RT means for the two sentence types. 

 When Experiment 1 and Experiment 2 were analyzed separately, similar results 

occurred. Again, all thirty participants’ (15 for Experiment 1 and 15 for Experiment 2) 

results were included in the mean RT calculations. For Experiment 1, the mean RT for P-

Stranding Sentences per character with wh-complement whose+noun was 75.15 ms; the 

mean RT for Pied-Piped Sentences was 81.05 ms. For Experiment 2, the mean RT for P-

Stranding Sentences with wh-complement whose+noun was 80.28 ms; the mean RT for 

Pied-Piped Sentences was 76.99 ms. A paired samples t-test did not reveal a significant 
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difference in RTs for P-Stranding and Pied-Piped Sentences per character with wh-

complement whose+noun. These results are presented below: 

(9) Figure 4.2.2.2.c Reading Times per Sentence Type with wh-Complement 

whose+noun: Sentences per Character 

 

 Therefore, we can conclude that the type of wh-complement that undergoes 

movement when a P-Stranding or Pied-Piped Construction is formed does not affect 

processing costs. In one case, the RTs differed significantly between the two sentence 

types; however, because this occurred for one experiment and not both, it cannot be 

concluded that this difference was related to the construction type present in the sentence.  

 

4.3. Summary of Results 

 As previously explained, the purpose of this study was to determine whether 

monolingual English speakers process P-Stranding Sentences and Pied-Piped Sentences 
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differently. Assuming reading times (RTs) are reflective of processing difficulty, longer 

RTs are expected to show greater processing costs. The results indicate that monolingual 

English speakers do not have significantly longer RTs for either sentence type, meaning 

that the two sentence types are not processed differently. This was true when mean RTs 

of both P-Stranding and Pied-Piped Sentences were compared per whole sentence and per 

character. Further, in every instance except one, there was no significant difference 

among the RTs of sentences containing distinct wh-expressions.  

The sole exception was in Experiment 2, when the mean RT for Pied-Piped 

Sentences per character with wh-complement which+noun was significantly shorter than 

the mean RT for P-Stranding Sentences. However, as this only occurred in Experiment 2 

and not Experiment 1, it cannot be concluded that a difference in construction type results 

in a difference in RTs. 

In the following chapter, these findings are discussed further and are examined in 

the context of the theories presented in chapter two.  

 

CHAPTER 5. Conclusion and Discussion 

5.1. Conclusion 

 As presented in the previous chapter, monolingual English speakers did not have 

greater processing difficulty for either P-Stranding or Pied-Piped Constructions. In 

Chapter 3, it was hypothesized that P-Stranding Constructions would be easier to process 

than Pied-Piped Constructions if the Minimal Structure Principle (MSP), an economy 

principle, were active during language processing. According to Weinberg (1999), 

economy principles that are present during language learning are active during language 
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processing. However, the results from this experiment do not support the hypothesis. 

Specifically, the claim that the MSP would be active during sentence processing was not 

supported. In section 5.2, possible explanations for the results are discussed. In addition, 

directions for future projects that would address these explanations are given. 

 

5.2. Discussion 

5.2.1. Transitive and Not-Transitive Sentences 

 In section 2.2.1, a study by Gries (2002) was summarized. In this study, Gries 

claims that the length and barrierhood of the bridging structure influence a speaker’s 

choice of construction. Further, he claims that this preference was related to the high 

processing costs of these sentences. Gries supports these claims with corpus data, 

presented in (1) below: 

(1) Table 5.2.1: Distribution of constructions relative to VERB 

 Transitive Intransitive Prep. Phrasal-prep. Copula Totals 
PPC 73 24 4 0 21 122 
SC 38 65 14 6 56 179 

Total 111 89 18 6 77 301 
 

The chart above shows that Pied-Piped Constructions (PPC) occurred more frequently 

than P-Stranding Constructions (SC) in transitive sentences; contrastingly, the SC 

occurred more frequently in not-transitive sentences. 

If Gries’s (2002) claim is true and a frequency-based approach to processing is 

adopted, the results of this study may be related to whether transitive or not-transitive 

verbs were used in the target sentences. In Experiment 1, the P-Stranding Sentences used 

11 transitive verbs and 13 not-transitive verbs; the Pied-Piped Sentences used 13 
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transitive verbs and 11 not-transitive verbs. Accordingly, in Experiment 2, the P-

Stranding Sentences used 13 transitive verbs and 11 not-transitive verbs; the Pied-Piped 

Sentences used 11 transitive verbs and 13 not-transitive verbs. Therefore, there was a 

near-even distribution of transitive and not-transitive verb type in the target sentences, 

which may account for the processing times of the two constructions not differing 

significantly. In the future, another experiment could be conducted where verb type is 

accounted for and compared; this would indicate whether Gries’s (2002) claim could be 

made for the on-line processing of sentences. 

 

5.2.2. Written Frequency 

 Further, Gries (2002) provided corpus data that showed the frequency of P-

Stranding (SC) and Pied-Piped Constructions (PPC) in written and spoken corpora. The 

results are presented in (2): 

(2) Table 5.2.2: Analyzed data from the BNC (raw frequencies + column percentages) 

 Written Spoken Row totals 
PPC 122 (49.39%) 0 (0%) 122 (40.53%) 
SC 125 (50.61%) 54 (100%) 179 (59.47%) 

Column totals 247 (100%) 54 (100%) 301 (100%) 
 

In the chart above, P-Stranding Constructions occurred in 100% of the spoken corpora; 

also, overall, the P-Stranding Construction occurs more frequently than the Pied-Piped 

Construction (40.53% PPC; 59.47% SC). However, in the written corpora, the P-

Stranding and Pied-Piped Construction occur almost equally (PPC 49.39%; SC 50.61%). 

Thus, depending on the mode of input (reading or listening), the P-Stranding and Pied-

Piped Construction may not differ significantly in frequency of occurrence. 
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Under a frequency-based approach that takes into consideration mode of input, 

the insignificantly different processing costs for the two constructions may be accounted 

for. The experiment conducted in this study was a self-paced reading task. Therefore, if 

the two constructions occur with the same frequency in written language, it may be 

expected that the processing costs would not differ when reading sentences with these 

constructions. To test whether the results are linked to frequency, an experiment could be 

conducted in the future in which a different experimental task is used. For example, a 

self-paced listening task may yield new results due to the difference of input mode. 

 

5.2.3. Minimal Attachment 

In sections 2.2.2 and 2.2.3, the Minimal Attachment Principle, presented in (3), is 

discussed.  

(3) Minimal Attachment Principle 

"Attach incoming material into the phrase-marker being constructed using the 

fewest nodes consistent with the well-formedness rules of the language under 

analysis" (Bader & Schmid, 2009, p. 1467).  

The claim made with this principle is that the parser processes a sentence one node at a 

time, initially constructing a representation that has the fewest nodes possible. This 

representation is built as information is received, as is stated in (4). If the parser 

constructs the incorrect representation, there is reanalysis, which adds processing costs to 

the sentence. 
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(4) Left-to-Right Constraint 

Each item is incorporated into a constituent structure representation of a sentence 

(essentially) as the item is encountered” (Bader & Schmid, 2009, p. 1467). 

  The Minimal Attachment Principle could have consequences for the processing of 

P-Stranding and Pied-Piped Constructions in some cases. Consider the sentences in (5): 

(5) a. P-Stranding 

  What couch did Samantha take a nap on? 

 b. Pied-Piping  

  On what couch did Samantha take a nap? 

Above, (5a) may be syntactically ambiguous. Initially, the parser may interpret what 

couch to be the direct object of the verb take. Then, when the preposition on is 

encountered, a reanalysis would need to take place, adding processing costs to (5a). 

Contrastingly, (5b) would not require this reanalysis. Rather, it is likely that the parser 

would construct the prepositional phrase (PP) on what couch initially, leaving no 

ambiguity as to what the direct object is (a nap). Therefore, for (5), (5a) may have greater 

processing costs than (5b).  

 If the structural ambiguity of certain P-Stranding Sentences causes these 

sentences to have higher processing costs, then Pied-Piped Sentences should be expected 

to have lower processing costs; however, as the results show, this is not the case. The 

reason for this may be accounted for in two ways. First, a frequency-based approach may 

be used. If P-Stranding Constructions occur more frequently than Pied-Piped 

Constructions (not taking into account mode of input), then frequency of occurrence and 
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structural ambiguity may influence processing costs simultaneously. Second, an updated 

version of this study’s initial hypothesis may be used: if structural ambiguity adds 

processing costs to P-Stranding Sentences but P-Stranding Sentences are favored by the 

Minimal Structure Principle, these two factors may influence processing costs 

simultaneously. To test this, an eye-tracking experiment should be conducted, as this 

would help to pinpoint where in the target sentences participants have the most 

processing difficulty. 

 

5.2.4. Conclusion 

 The purpose of this study was two-fold: to compare the processing of P-Stranding 

and Pied-Piped Constructions and to investigate the role of Generative Grammar 

Principles in language processing. In regards to the Minimal Structure Principle (MSP), it 

cannot be concluded that the MSP is active in language processing; if the MSP is active, 

other factors – specifically, structural ambiguity or frequency – may be influencing the 

parser as well. As discussed in the previous sections, changing the experimental method 

or controlling for verb type may assist in locating a more definite source of processing 

costs.  
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Appendices 

Appendix A: Language Background Questionnaire 

Personal Information 
1. NAME: (Last, First) 2. DOB:___ /____ / ________ 

3.  EMAIL: 4. PHONE #: 

5. PLACE OF BIRTH  6. If place of birth is not U.S., how long have you 
been living in the U.S.? 

7. OCCUPATION: (student, etc) 8. LEVEL OF EDUCATION (Highest Level 
Attained) 
High School            Some College 
B.A.               Graduate Degree 

9. SCHOOLS ATTENDED 
DATES NAME OF INSTITUTION DEGREE RECEIVED

YES/NO 
   
   
10. Have you lived somewhere other than your country of birth? If so, where and for how 
long 

Language Background 

11. List languages that 
you speak: 

How fluent are you in this 
language? 

How many times per day do you 
speak it? 

               
1.  

  

 
2. 

  

For each language listed in question 11, please list a) how long you have been speaking 
the language, b) what context you speak the language in (at home with parents, school, 
work, with friends etc.), c) If you learned the language in a formal setting how many 
years of training did you have? 
Language 
 

a) Years spoken b) Context spoken c) Years of formal 
instruction 

1. 
 

   

2. 
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Appendix B: Experimental Sentences 

FILLER SENTENCES  

52 sentences 

26 comprehension questions: 13 Yes/13 No 

1.  The couple held hands all night. 

 DID THE COUPLE HOLD HANDS? Yes  

2. Lisa gave Jane a book last holiday season.  

 DID LISA GIVE JANE A BOOK LAST HOLIDAY SEASON? Yes  

3. Joseph saved his money to travel this summer.  

 DID JOSEPH SAVE HIS MONEY TO TRAVEL? Yes  

4. The dog slept peacefully.  

 DID THE DOG SLEEP PEACEFULLY? Yes  

5.  Jill considered the movie interesting enough to watch again.  

DID JILL CONSIDER THE MOVIE INTERESTING ENOUGH TO WATCH 

AGAIN? Yes  

6.  The waitress served the man a pizza this afternoon.  

  DID THE WAITRESS SERVE THE MAN A PIZZA? Yes  

7.  The frame fit the photograph perfectly.  

  DID THE FRAME FIT THE PHOTOGRAPH? Yes 

8.  Dan’s bike was stolen last night.  

  DID SOMEONE STEAL DAN’S BIKE? Yes  

9.  The discount shoppers bought all the toys quickly.  

  DID THE DISCOUNT SHOPPERS BUY ALL THE TOYS? Yes 
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10.  The radio was playing Harry’s favorite song this afternoon.  

  DID THE RADIO PLAY HARRY’S FAVORITE SONG? Yes  

11.  The security guard questioned the stranger suspiciously.  

  DID THE SECURITY GUARD QUESTION THE STRANGER? Yes  

12.  The store had to close permanently last week.  

  DID THE STORE CLOSE? Yes  

13.  Mary enjoyed growing a garden last year.  

  DID MARY ENJOY GROWING A GARDEN? Yes 

14.  Steve met Larry last July.  

  DID STEVE AND LARRY MEET IN DECEMBER? No 

15.  Martin handed Lucy roses today.  

  DID MARTIN HAND LUCY TULIPS? No 

16.  Max sent Tom a postcard that showed a beautiful beach.  

  DID MAX SEND TOM A FRUIT BASKET? No 

17.  Bob claimed that Martha walks three miles every day.  

  DID BOB CLAIM THAT MARTHA RUNS FIVE MILES EVERY DAY? No 

18.  Erica forgot to purchase milk this morning.  

  DID ERICA FORGET TO PURCHASE ONIONS THIS MORNING? No 

19.  The festival ended early unfortunately.  

  DID THE FESTIVAL END LATE? No 

20.  Joe left the kitchen a mess Friday night.  

  DID JOE CLEAN THE KITCHEN FRIDAY NIGHT? No 

21.  Frank got the little girl a porcelain doll yesterday.  
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  DID FRANK GET THE LITTLE GIRL A PONY? No 

22.  Bill didn’t hear the sirens because the music was blaring.  

  DID BILL HEAR THE SIRENS? No 

23.  Sandra painted landscapes often.  

  DID SANDRA PAINT PORTRAITS? No 

24.  Stan skipped the lecture yesterday.  

  DID STAN ATTEND THE LECTURE YESTERDAY? No  

25.  The weather was rainy and gloomy last week.  

  WAS THE WEATHER SUNNY LAST WEEK? No 

26.  Dana ordered Eddie shirts online. 

  DID DANA ORDER EDDIE VITAMINS ONLINE? No 

27.  The newspaper article informed the town that a storm was approaching  

  quickly. 

28.  Karen wished that the shampoo would work better. 

29.  Jared owns a pool now.  

30.  Most people bathe once a day. 

31.  Sally is a vegetarian but still consumes fish sometimes. 

32.  The athlete cried when the team lost the championship last year. 

33.  Jessica only dated guys who were Libras or Leos, typically.  

34.  Andrew would choose Pepsi over Coca-Cola any day. 

35.  All birds that fly must eventually land somewhere. 

36.  Andrea bakes oatmeal cookies often. 

37.   TV stations run the same commercials all day.  



 

 138

38.   The thunderstorm spoiled Nick’s plans to barbecue this afternoon. 

39.  The job applicant was hired right away.  

40.  The actor practiced the script every day. 

41.  Babies make funny faces all the time. 

42.  Barbara said Danielle looked pretty last night.  

43.  Children love to swim when it’s summertime. 

44.  Skype is becoming more and more popular nowadays. 

45.  Food can turn rotten if not stored properly.  

46.  Cats can purr all day long.  

47.  Carolina climbed a mountain two years ago. 

48.  Autumn seemed picturesque last year. 

49.  Bananas develop dark spots when overripe.  

50.  The sports fans cheered when the game finished. 

51.  Spaghetti sauce stained the carpet last night. 

52.  The university hosted a fundraiser last week. 

 

EXPERIMENTAL SENTENCES  

48 sentences: 24 P-Stranding & 24 Pied-Piping 

24 comprehension questions: 12 Yes/12 No 

 

Set 1: 

24 P-Stranding 

Preposition complements: 



 

 139

8 what+noun – 2 yes, 2 no 

8 which+noun – 2 yes, 2 no 

8 whose+noun – 2 yes, 2 no 

1. What remark did Jack apologize for yesterday?  

 DID JACK APOLOGIZE? Yes 

2.  What time did Maura study until last night?  

  DID MAURA STUDY LAST NIGHT? Yes 

3. What knife did the chef chop the vegetables with last night? 

 DID THE CHEF CHOP MEAT? No 

4. What walls did Aaron hang the posters on this afternoon? 

 DID AARON HANG A MIRROR ON THE WALL? No 

5. What steel did the crew build the new structure with downtown? 

6. What news was Chris speaking about the other day? 

7.  What bar did the band perform at originally? 

8. What meeting did the president appear at last week?  

9. Which bed was the kitten crouching under earlier?  

 DID THE KITTEN CROUCH UNDER SOMETHING? Yes 

10. Which competition did the gymnast score a perfect ten in last month?  

  DID THE GYMNAST SCORE A PERFECT TEN? Yes 

11. Which computers did the sixth graders learn to type on last year?  

  DID THE SIXTH GRADERS LEARN TO SPELL? No 

12. Which stage did Julia present the dance on completely alone? 

  DID JULIA PRESENT A POEM? No 
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13. Which building did the thief escape from yesterday? 

14. Which closet did the cousins hide in when playing hide-and-seek? 

15. Which parking lot did Luis leave the car in yesterday? 

16. Which ship did the sailors trail behind slowly? 

17. Whose friend did Mary go to the theatre with last night? 

 DID MARY GO TO THE THEATRE LAST NIGHT? Yes 

18. Whose land did the neighbors fight over all the time? 

 DID THE NEIGHBORS FIGHT OVER LAND? Yes 

19. Whose yard did the puppy bury the bone in yesterday? 

 DID THE PUPPY BURY A BISCUIT? No 

20. Whose blanket were the kids whispering under quietly?  

 DID THE KIDS YELL UNDER THE BLANKET? No 

21. Whose go-kart did Derrick slam into violently?  

22. Whose house does Ashley stay at nowadays? 

23. Whose money did the Chess Club reserve a room with last year? 

24. Whose sister did Charles go to the prom with last year? 

 

24 Pied-Piping 

8 what+noun – 2 yes, 2 no 

8 which+noun – 2 yes, 2 no 

8 whose+noun – 2 yes, 2 no 

1. For what event did Fred wait all year? 

 DID FRED WAIT FOR AN EVENT? Yes 
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2. On what couch did Samantha take a nap yesterday? 

 DID SAMANTHA TAKE A NAP ON A COUCH? Yes 

3. At what park did Marlin feed the ducks yesterday? 

 DID MARLIN FEED THE DOLPHINS? No 

4. Along what river did the tourists stroll last summer? 

 DID THE TOURISTS STROLL ALONG THE OCEAN? No 

5. For what company was Melissa employed last year? 

6. With what ornaments did the family decorate the Christmas tree this year? 

7. With what crayons did Zack draw pictures last class? 

8. At what restaurant does the businessman eat every week? 

9. At which mall did Mark shop today?  

 DID MARK SHOP AT A MALL? Yes 

10. Next to which bench did Bill find the hidden treasure last night?  

 DID BILL FIND TREASURE? Yes 

11.  With which yarn did the grandmother knit a scarf last night? 

  DID THE GRANDMOTHER KNIT A SWEATER? No 

12. About which videogame does the teenager think frequently? 

 DOES THE TEENAGER THINK ABOUT GRADES? No 

13. Down which street did the parade march repeatedly?  

14. In which journal did the sad poet write every night? 

15. From which parent did Claire keep a secret all these years? 

16. Behind which platform did the conductor stand every day? 

17. To whose birthday did Gina bring a cake last week? 
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 DID GINA BRING A CAKE? Yes 

18. In whose shoe did Laura find a mouse yesterday? 

 DID LAURA FIND A MOUSE IN A SHOE? Yes 

19. For whose graduation did Melanie throw the party this month? 

 DID MELANIE THROW A RETIREMENT PARTY? No 

20. To whose wedding did Alice wear the black dress last week?  

 DID ALICE WEAR A TUXEDO? No 

21. With whose father did the Boy Scouts camp last summer? 

22. Next to whose girlfriend was John seen yesterday? 

23. After whose speech did Paul applaud finally?  

24. Out of whose hat did the magician pull a rabbit surprisingly?  

 

Set 2: 

24 Pied-Piping 

Preposition complements: 

8 what+noun – 2 yes, 2 no 

8 which+noun – 2 yes, 2 no 

8 whose+noun – 2 yes, 2 no 

1. For what remark did Jack apologize yesterday?  

 DID JACK APOLOGIZE? Yes 

2.  Until what time did Maura study last night?  

  DID MAURA STUDY LAST NIGHT? Yes 

3. With what knife did the chef chop the vegetables last night? 
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 DID THE CHEF CHOP MEAT? No 

4. On what walls did Aaron hang the posters this afternoon? 

 DID AARON HANG A MIRROR ON THE WALL? No 

5. With what steel did the crew build the new structure downtown? 

6. About what news was Chris speaking the other day? 

7.  At what bar did the band perform originally? 

8. At what meeting did the president appear last week?  

9. Under which bed was the kitten crouching earlier?  

 DID THE KITTEN CROUCH UNDER SOMETHING? Yes 

10. In which competition did the gymnast score a perfect ten last month?  

  DID THE GYMNAST SCORE A PERFECT TEN? Yes 

11. On which computers did the sixth graders learn to type last year?  

  DID THE SIXTH GRADERS LEARN TO SPELL? No 

12. On which stage did Julia present the dance completely alone? 

  DID JULIA PRESENT A POEM? No 

13. From which building did the thief escape yesterday? 

14. In which closet did the cousins hide when playing hide-and-seek? 

15. In which parking lot did Luis leave the car yesterday? 

16. Behind which ship did the sailors trail behind slowly? 

17. With whose friend did Mary go to the theatre last night? 

 DID MARY GO TO THE THEATRE LAST NIGHT? Yes 

18. Over whose land did the neighbors fight all the time? 

 DID THE NEIGHBORS FIGHT OVER LAND? Yes 
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19. In whose yard did the puppy bury the bone yesterday? 

 DID THE PUPPY BURY A BISCUIT? No 

20. Under whose blanket were the kids whispering quietly?  

 DID THE KIDS YELL UNDER THE BLANKET? No 

21. Into whose go-kart did Derrick slam violently?  

22. At whose house does Ashley stay nowadays? 

23. With whose money did the Chess Club reserve a room last year? 

24. With whose sister did Charles go to the prom last year? 

 

24 P-Stranding 

8 what+noun – 2 yes, 2 no 

8 which+noun – 2 yes, 2 no 

8 whose+noun – 2 yes, 2 no 

1. What event did Fred wait for all year? 

 DID FRED WAIT FOR AN EVENT? Yes 

2. What couch did Samantha take a nap on yesterday? 

 DID SAMANTHA TAKE A NAP ON A COUCH? Yes 

3. What park did Marlin feed the ducks at yesterday? 

 DID MARLIN FEED THE DOLPHINS? No 

4. What river did the tourists stroll along last summer? 

 DID THE TOURISTS STROLL ALONG THE OCEAN? No 

5. What company was Melissa employed for last year? 

6. What ornaments did the family decorate the Christmas tree with this year? 



 

 145

7. What crayons did Zack draw pictures with last class? 

8. What restaurant does the businessman eat at every week? 

9. Which mall did Mark shop at today?  

 DID MARK SHOP AT A MALL? Yes 

10. Which bench did Bill find the hidden treasure next to last night?  

 DID BILL FIND TREASURE? Yes 

11.  Which yarn did the grandmother knit a scarf with last night? 

  DID THE GRANDMOTHER KNIT A SWEATER? No 

12. Which videogame does the teenager think about frequently? 

 DOES THE TEENAGER THINK ABOUT GRADES? No 

13. Which street did the parade march down repeatedly?  

14. Which journal did the sad poet write in every night? 

15. Which parent did Claire keep a secret from all these years? 

16. Which platform did the conductor stand behind every day? 

17. Whose birthday did Gina bring a cake to last week? 

 DID GINA BRING A CAKE? Yes 

18. Whose shoe did Laura find a mouse in yesterday? 

 DID LAURA FIND A MOUSE IN A SHOE? Yes 

19. Whose graduation did Melanie throw the party for this month? 

 DID MELANIE THROW A RETIREMENT PARTY? No 

20. Whose wedding did Alice wear the black dress to last week?  

 DID ALICE WEAR A TUXEDO? No 

21. Whose father did the Boy Scouts camp with last summer? 
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22. Whose girlfriend was John seen next to yesterday? 

23. Whose speech did Paul applaud after finally? 

24. Whose hat did the magician pull a rabbit out of surprisingly?  

 

 

 

 

   

 

 

 

 


