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and (b) are significant hindrances to reform initiatives aimed at increasing learning gains 

and success rates. 

First, deficiencies in staffing and methodological expertise in many community 

college institutional research (IR) departments have been well documented (Achieving 

the Dream Community Colleges Count, 2005-2010; Levin & Calcagno, 2008; Morest & 

Jenkins, 2007; Romero et al., 2005). Levin and Calcagno (2008) proffered many valuable 

recommendations to help community colleges improve their institutional efforts to 

systematically evaluate academic programs; in particular, their remedial-level offerings. 

In light of the case made throughout much of this dissertation for improvements in 

research methodology and decision-making processes, the closing recommendation in 

Levin and Calcagno’s scholarly paper merits a verbatim reiteration, for it fuses the 

assessment of other scholars (Morest & Jenkins, 2007) with many of the decision-making 

methodological concerns examined in this researcher’s dissertation: 

… establish a central resource at the state level and cooperative efforts with 

universities to assist community colleges and individual faculty members in 

creating experimental interventions and to provide support for evaluating them. 

Standard intervention designs and data collection centers could be established as 

well as methods for analyzing data on outcomes and costs. Faculty members and 

administrators could collaborate with the evaluation staff inside or outside of their 

institutions to specify the appropriate outcomes and control variables, help 

administer the data instruments, and assist in the interpretation of the results. (p. 

202)  
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 Secondly, the notion of increasing faculty engagement in such activities is 

particularly noteworthy. Morest and Jenkins (2007) found that, in general, 2-year college 

faculty are neither included among the participants in nor among the audience for IR 

studies. As Hardré (2012) observed, “Community college faculty members see lack of 

expertise and opportunities, as well as administrative support, as roadblocks to both basic 

research and teaching research activities, and these are elements that can be 

administratively addressed” (p. 558). Not only can they be administratively addressed, 

this researcher maintains they must be addressed. Otherwise, educational policymakers 

and 2-year college administrators and faculty, by and large, will continue to be incapable 

of properly evaluating initiatives, to assess which are working, specifically why they are 

working, and how (and where) to best institute and refine them. Without such knowledge, 

efforts to overcome faculty skepticism and acquire classroom-level buy-in will be 

impeded, all of which obviously thwarts the expansion of worthwhile innovations that 

may significantly benefit students. 

 Thirdly, there is an essential prerequisite that must be fulfilled before community 

college faculty and administrators can be motivated and equipped to actively engage in 

such activities, first as readers (and users) of research studies and ultimately as 

collaborators with IR professionals and others: they must be provided ongoing training, 

support, and encouragement to steadily increase their understanding of (and appreciation 

for) educational research methodology. To be most impactful, such an undertaking must 

be a high ongoing priority both trans-institutionally and intra-disciplinarily. One highly 

recommended resource that deserves widespread attention is Hardré (2012), whose study 

identified many important, under-examined aspects of this issue in regards to community 
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college faculty and the institutional benefits of increasing faculty engagement in research 

activities. For instance, she emphasized the importance of faculty professional 

development opportunities being “…linked to intrinsic or extrinsic motivation and clearly 

connected to faculty perceived needs and interests. Otherwise, faculty not only will not 

be motivated but will resist and resent it” (p. 557).  

 The fourth recommendation echoes others’ calls (e.g., Di Muro & Terry, 2007; 

Jones et al., 2003) for devising means to increase faculty knowledge, awareness, and 

classroom application of relevant and robust theories of cognition, information 

processing, and social development, in tandem with better training in methods of learning 

assessment. This is, arguably, the most pressing priority, in terms of properly equipping 

2-year college faculty—especially mathematics educators—with the pedagogical tools 

and heightened self-awareness needed to more effective in the classroom with today’s 

increased diversity of students and learning-style predispositions. 

 As Evans et al. (2010) emphasized, “If academic disciplines are to be accessible 

to students with diverse learning styles, efforts must be made to provide varied methods 

of instruction and evaluation” (p. 143). All too often, though, algebraic concepts and 

other mathematical content are imparted in a traditional lecture-style manner that is 

largely comprised of rote memorization of rules and symbolic-manipulation procedures, 

with hardly any cognitive-process-friendly thematic organization. This is in part 

attributable to (a) the large disparity between the learning style predilections of most 

mathematics educators versus those of today’s students (Di Muro & Terry, 2007); and, 

more consequentially, (b) the fact that large numbers of mathematics teachers are 

unaware of this gap and approaches to bridging it. Research on Kolb’s (1984) 
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experiential learning model (ELM) has revealed that mathematics majors tend to be what 

are termed assimilators, those who are inclined toward abstract conceptualization and 

reflective observation and, consequently, prefer abstract notions, logical cogency, and 

contemplation over social interaction and collaboration (Kolb et al., 2001). However, 

community college students, especially those placed in remedial-level mathematics 

courses, tend to fall into the other three learning styles in Kolb’s ELM; for example, the 

diametric opposite of assimilators, accommodators, who favor concrete experience and 

active experimentation. 

 With regard to how this recommendation ought to be implemented, one may 

choose to view it separately and independently from the preceding three 

recommendations; or, alternatively, as a precursor to—or, for that matter, integrated as a 

component of—research-related professional development for community college 

faculty. Furthermore, it may be undertaken as an institution-directed formal imperative 

or, in the absence of institutional support, as a faculty-led informal self-improvement 

program. Many resources exist in this regard; for instance, Di Muro and Terry (2007), the 

former a mathematics lecturer and the latter a student-services administrator, provided an 

easily digestible primer on the application of learning-style theory to mathematics 

instruction. 

 Fifthly, this researcher respectfully encourages graduate-level university faculty 

in the field of education to assess whether their programs’ course offerings in quantitative 

research methods have failed to keep pace with advances in multi-level and longitudinal 

techniques of analysis. It is reasonable to speculate that part of the reason why education 

research has lagged so far behind many other fields of scholarly inquiry in embracing 
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longitudinal quantitative methods (Singer & Willett, 2004) is attributable to omissions in 

graduate-level curricula. 

 Finally, in light of the fact that one of this researcher’s two overarching aims in 

this study was to contribute to improvements in the way student persistence and attrition 

are analyzed, it seems fitting to close this section by providing two data-related 

suggestions for colleges, universities, and education-related governmental agencies. 

 First, the analysis of this study’s second research question brought to light a 

serious deficiency in using the course-withdrawal (“W”) grade as a means by which to 

measure student attrition. Namely, various postsecondary institutions allow the “W” 

grade to be assigned to students in two ways: (a) student-initiated course withdrawals 

prior to the institution’s withdrawal deadline, and (b) instructor-initiated withdrawals at 

any point throughout the semester, provided the instructor has self-acquired that right via 

the course syllabus. This conflation may have altered this study’s findings, as the 

reliability of the “W” grade—and its affixed withdrawal date—as a measure of course 

attrition were compromised. 

 Some illustrations should clarify the many ways in which the “W” grade’s 

integrity may be compromised. For example, at some institutions, instructors have the 

decision-making latitude, if ever and whenever desired, to manually withdraw a student 

before (as well as after) the student-initiated deadline. One instructor may have decided 

that a given student’s violations of the instructor’s class attendance policy early in the 

semester warranted immediate course withdrawal. Meanwhile, that instructor’s 

departmental colleague may view the “W” as a “course registration status” instead of as a 

“grade.” Hence, with this belief that assignment of the “W” grade is solely within the 
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student’s purview, that departmental colleague would likely assign an “F” grade to a 

student who was chronically absent throughout the semester. 

 Additionally, consider this end-of-semester scenario: the instructor who, while 

submitting semester grades, circumvents the spirit of the institution’s course-withdrawal 

policy by improperly granting “W” grades to hardworking students who performed well 

for much of the semester yet ultimately did not attain a passing course average. This type 

of practice has been known to occur, for example, among instructors of developmental-

level courses, some of whom have posited that, since the course does not count for 

college-level credit, students’ transcripts should not be marred by failing “F” grades in 

these preparatory-type courses that are, for all intents and purposes, non-credit endeavors. 

 The larger point is this: commingling instructor-initiated and student-initiated 

course withdrawals by using the same grade-letter code (e.g., “W”) for both greatly 

diminishes its internal consistency and, hence, its reliability as a measure of student 

attrition. This researcher, therefore, suggests institutions remedy this variable pollution 

by either creating two separate grade-letter codes or, alternatively, using a two-symbol 

approach (e.g., “W” for student-initiated withdrawal and “WI” for instructor-initiated). In 

the event that recent changes in federal-level financial-aid regulations preclude such a 

delineation from appearing on the student’s permanent academic record, then it is 

recommended that institutions create an internal-use variable field within their student-

records database system that will serve to aid two important constituencies: their internal 

institutional-research (IR) departments and the state-level agencies to which they report. 

 Like the “W” grade conflation problem, this researcher’s second data-related 

recommendation pertains to another severe variable deficiency: the collection and use of 
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race and ethnicity variables as student-level or instructor-level covariates. Simply stated, 

there is a troubling paradox: so much attention is paid to differences in achievement and 

attrition differences between race-ethnicity groups, yet so little attention has been given 

to the these demographic variables’ high missing-value and low internal-consistency 

rates. 

 As was detailed in Chapter 4 (see Table 1 and related discussion), race and 

ethnicity had exorbitant missing-value rates, with the former being 26.2% and the latter 

67.9%. As the researcher learned via follow-up inquiries with the institution’s registrar 

and IR staff and, in addition, via a review of National Center for Education Statistics 

(NCES) documents, race and ethnicity are self-reported, optional-response items, which 

are typically acquired during the college application/admissions process. In contrast, 

variables like immigration status and birth country have much lower unreported-value 

rates and higher reliability, due to the verification and documentation processes required 

of institutions. 

 These same data-collection shortcomings occurred with the Level-2 instructor 

demographic variables obtained for this study. In short, so many instructors opted to not 

share their race-ethnicity during the hiring process that these covariates were unable to be 

incorporated into this study’s multilevel analyses. 

 Therefore, the researcher recommends that, within the obvious constraints of 

federal and state statutes and related regulations, institutions consider three corrective 

actions. First, re-assess their current collection approaches to race-ethnicity data and 

whether there are ways to reduce the non-response rates. For instance, investigate 

whether there is a significant improvement when community college students complete 
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entry applications electronically versus on paper. Second, be forthcoming in all race- and 

ethnicity-related data reporting, with regard to: (a) disclosing the self-reporting, missing-

value, and other internal-consistency deficiencies in these variables; and (b) providing the 

appropriate caveats and disclaimers when stating findings and inferences. Third, and 

finally, strive to actively educate policymakers, legislators, accreditation agencies, and 

others of the statistical complications and dangers related to quantifying race/ethnicity-

related achievement and persistence, in light of the shortcomings in (a) how these 

measures are collected, and (b) their internal-consistency challenges, especially with 

respect to the increasing population of multi-ethnic, multi-racial students. 

Recommendations for Other Researchers 

 This researcher contends that the topic of this study, as well as its methodology, 

opens the door to a wide array of future investigations. 

 First, as was discussed in Chapter 3, a number of current scholars have advanced 

our knowledge and understanding of the importance of incorporating institutional-context 

variables in student-persistence studies, with the aid of multi-level quantitative methods. 

Moreover, Titus (2004), for example, has demonstrated the pitfalls of judging 

institutional effectiveness on the basis of analyses that either omit or inappropriately 

include institutional-context factors. Extending Titus’s contributions, Chen (2012) 

contends: 

 Future research is encouraged to further examine the effects of other institutional 

characteristics closely connected to students’ experiences, such as peer 

environments, faculty cultures, and internal structural or policy considerations. 

Further empirical research is warranted before policy changes can be advocated 
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for several reasons... [including the fact that]… research on what institutional 

characteristics matter in student dropout/persistence decisions is still very limited. 

(p. 501) 

Therefore, future studies of seat-time apportionment that, in contrast to this dissertation’s 

single-institution sample, utilize multi-institutional data sets and institutional-context 

covariates would be a significant advance of this research. Such an investigation would 

seem to be particularly well-suited to college systems like Florida’s because: (a) all of the 

28 2-year colleges in Florida share a common course-numbering system and very similar 

degree/program requirements; (b) a number of the institutions are part of a joint 

consortium which lends itself to the sharing of data; and (c) it is not uncommon for 

postsecondary students (particularly in larger urban areas like South Florida) to enroll in 

multiple Florida 2-year colleges, even simultaneously within the same semester.  

 Second, as was discussed on several occasions within the preceding chapters, it 

was a challenge to operationally define seat-time level in a way that would disentangle it 

from the different levels of course session and semester length (e.g., 16-week full-

semester course sections versus 8-week mini-term offerings of the identical course within 

that same semester). Because of the dramatic increase in recent years of mini-session 

course offerings, it is recommended that future research adapt the methodological 

approaches applied in this seat-time study to the matter of session- and semester-length. 

That is to say, it is worthwhile to investigate whether changing the discrete-time survival 

analysis’s (DTSA) grouping variable from seat time to session length alters the findings. 

 Third, it should be noted that this study employed only one of the two broad types 

of survival-analysis methodology. Specifically, the DTSA analysis of this study’s second 
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and third research questions was limited to first describing the proportion of students 

surviving at specific time intervals and then testing for group differences. This approach 

did not incorporate the assorted Level-1 and Level-2 predictors collected. Hence, follow-

up studies to determine whether group differences exist after statistically controlling for 

these covariates are strongly encouraged. 

 Fourth, it is important to remember that, in the case of the two-year longitudinal 

tracking of this study’s third research question, the DTSA time metric was tied to every 

student’s Fall-2001 MAT0024 attempt; regardless of (a) whether the student passed the 

course in that semester or not, and (b) whether that Fall-2001 course experience was the 

student’s first attempt at MAT0024 or second or third, and so on. Hence, a future DTSA 

study should consider re-defining the survival-event’s start time in several alternative, 

and potentially better, ways. These include: defining the start time as the end of the term 

in which the student has successfully completed MAT0024 and then tracking forward 

from that point in time; or, instead, defining the start time as the end of the term in which 

the student’s first MAT0024 attempt occurred, regardless of whether the student was 

successful in the course or not. 

 Fifth, future studies should include additional variables that can affect student 

success but were not taken into account in this study, such as: pedagogical differences 

(e.g., traditional lecture versus group work); differences in types and frequency of 

assessments; whether there is course exit-exam and, if so, at what level (department-

wide, college-wide, state-wide) and whether a passing score on the exit exam is a 

necessary condition to earning credit for the course; and differences in homework tasks 

(e.g., assignment types, quantity, frequency, and weight in course grade computation). 
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 In closing, it is this researcher’s desire that this multi-level, longitudinal study of 

student success/persistence in community-college algebra courses has provided a useful 

methodological template, albeit a draft-version one, that future studies can refine and 

customize in countless many ways. Possible refinements and customizations range from 

explorations of student achievement and perseverance in other academic disciplines (e.g., 

developmental-level reading or developmental-level writing) to investigations that 

longitudinally track students in ways that are not in any way discipline-specific (e.g., time 

to complete a given number of credit hours or time to complete a given degree program). 

 In their examination of community college institutional research (IR) 

departments, Morest and Jenkins (2007) found: 

[Although] performing longitudinal analysis using student cohort data… is 

essential for well-conceived data-based decision making… at many colleges the 

capacity for this kind of analytical research does not exist. However, even in those 

instances where it does exist, IR personnel rarely, if every [sic], carry out 

sophisticated analyses for use in college management or in efforts to improve 

programs and services. (p. 11) 

A goal of this dissertation study has been to contribute to others’ efforts to change that.  
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