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ABSTRACT OF THE DISSERTATION

A SEARCH FOR AN EXOTIC MESON IN THE γ+ P → ∆++ + π− + η

REACTION

by

Diane Schott

Florida International University, 2012

Miami, Florida

Professor Brian Raue, Major Professor

A Partial Waves Analysis (PWA) of γp → ∆++X → pπ+π−(η) data taken with

the CLAS detector at Jefferson Lab is presented in this work. This reaction is of

interest because the ∆++ restricts the isospin of the possible X states, leaving the

PWA with a smaller combination of partial waves, making it ideal to look for exotic

mesons. It was proposed by Isgur and Paton [1] that photoproduction is a plausible

source for the Jpc = 1−+ state through flux tube excitation. The π1(1400) is such

a state that has been produced with the use of hadron production but it has yet to

be seen in photoproduction. A mass independent amplitude analysis of this channel

was performed, followed by a mass dependent fit to extract the resonance parame-

ters. The procedure used an event-based maximum likelihood method to maintain all

correlations in the kinematics. The intensity and phase motion is mapped out for the

contributing signals without requiring assumptions about the underlying processes.

The strength of the PWA is in the analysis of the phase motion, which for resonance

behavior is well defined. In the data presented, the ηπ− invariant mass spectrum

shows contributions from the a0(980) and a2(1320) partial waves. No π1 was ob-

served under a clear a2 signal after the angular distributions of the decay products

were analyzed using an amplitude analysis. In addition, this dissertation discusses

trends in the data, along with the implemented techniques.
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CHAPTER 1

INTRODUCTION AND HISTORICAL REVIEW

Exotic states are states not described solely by the constituent quark model, CQM,

in which the meson is described only by the valence quarks. The first discovered [2]

resonant mesonic state was the ρ in the 1950s. The finding lit the way to finding

new states of matter. Since then, exotic mesons have been found in a number of

hadron-production experiments. The lightest of these states is the π1(1400) decaying

to ηπ−, initially observed by E852 collaboration at Brookhaven [3] in the reaction

π−p → ηπ−p. With limited photoproduction data, there has not been a conclusive

analysis of the photoproduced ηπ−because of a lack of statistics. Photoproduction is

predicted to favor production of the exotic state resulting in the increase of the ratio

of π1 to a2 mesons [4].

1.1 Standard Model

In the Standard Model, all matter is made up of leptons and quarks that interact

through the exchange of gauge bosons. Table 1.1 shows the matter and interaction

propagators for the standard model. Leptons interact electromagnetically using pho-

tons as propagators. 99.9% of the universe’s known mass is made up of hadronic

particles. From the Standard Model, a nonet of mesons shown in Fig. 1.2 is formed

from combinations of up (u), down (d), and strange (s) quarks. These particles have

been detected experimentally [2].

The force between quarks can be described as the exchange of particles called

gluons. The gluon is a neutral and massless vector particle with spin-parity JP = 1−,

where J is the total angular momentum and defined as the sum of the orbital angular

momentum, L, and spin, S, as shown in Fig. 1.1. Gluons can interact with themselves,

since they carry the color charge that they couple to, whereas photons do not couple

1



Figure 1.1: The relations for spin (S), parity (P ), angular momentum (L), charge-
conjugation (C), and total angular momentum (J) within a meson. Where S is the
total spin of the individual quarks, L is the angular momentum of the system. These
are used to define J as |L− S| ≤ J ≤ |L+ S|. Spin projection (m) is defined as the
projection in the z direction of s resulting in m = -S, -S+1, ...0, ..., S-1, S.

Figure 1.2: The nonet of mesons formed by the quark model and is the octet shown
plus a singlet. (ūd, d̄u, ūu± d̄d, s̄s, ūs, d̄s, s̄u, s̄d) [6].

with other photons since their electromagnetic charge is zero. A quark carries one

of three colors (red, green, or blue) and it’s antiquark carries the anti-color. For

example, a pair of red and anti-blue quarks inside a meson are held together through

the exchange of a blue anti-red gluon.

2



Fermions
Generation 1 Generation 2 Generation 3

Quarks up (u) Charm (c) Top (t)
Down (d) Strange (s) Bottom (b)

Leptons Electron Neutrino Muon Neutrino Tau Neutrino
(νφ) (νµ) (ντ )

Electron (e) Muon (µ) Tau (τ)

Force Propagators
Force Electromagnetic Weak Nuclear Strong Nuclear

Propagator Photon Gauge Bosons Gluons
(γ) (W+, W−, and Z) (g)

Table 1.1: Fermions are split into two categories, leptons and quarks [2]. Leptons are
found in solitary ground states. Quarks, on the other hand, have never been found
unbound and exist in states of two or more quarks. The mass of fermions increases
with generation. Photons, gauge bosons and gluons propagate the basic forces of the
universe; strong nuclear, weak nuclear, and electromagnetic forces.

1.2 Quantum Chromo-Dynamics and Confinement

For electromagnetic and weak forces, as two bodies are separated, the forces acting

between them are expected to decrease as distance increases until the forces are so

small it is as if the two bodies act independently of each other. The strong force

acts between quarks and does not diminish in strength with an increasing distance

resulting in quarks existing in pairs and triplets but never as isolated quarks. When

a pair of quarks, consisting of a d quark and ū quark, are pulled apart, a new qq̄

pair appears, resulting in two mesons in the final state. Quantum Chromo-Dynamics

(QCD) is necessary to describe such processes.

QCD is a theory of the strong interaction that describes the interactions of quarks

and gluons [7]. It is a gauge field theory describing the color SU(3) group. The

two most significant consequences of QCD are confinement and asymptotic freedom.

Confinement is a phenomenon where the force between quarks does not diminish as

they are separated. As four-momentum transfer decreases, the quark-quark poten-

3



tial becomes larger, in comparison, until the the potential reaches a pair production

threshold and it is more favorable to have a spontaneous pair than to continue sep-

arating the quarks. It explains why quarks cannot be found isolated and have only

been found bound to other quarks forming color singlets. Confinement has not been

proven analytically but has been modeled in lattice QCD. Asymptotic freedom refers

to quarks and gluons interacting weakly in very high energy reactions. Since the

coupling constant of QCD, αs, is a function of the four-momentum transfer Q2, at

short distances Q2 is large and αs is small, therefore the interaction can be treated

with perturbation theory.

1.3 Constituent Quark Model

There are many models for explaining the hadron spectra in strong decays of hadrons.

One model is the constituent quark model (CQM) which follows the work of Gell-

Mann and Zweig [8, 9]. Initially only the up, down, and strange quarks were consid-

ered in the model, but eventually the charm, top, and bottom quarks were included.

The model is built on a quasi-particle, where a many-body origin for the quark po-

tential is assumed. For mesons this means the qq̄ pairs are in bound states with the

possibility for the pairs to be in excited states leading to a spectrum of masses for

each qq̄ pair combination. As the mass range decreases, there are states that are

unexplained by the CQM.

The CQM describes hadrons using symmetries, or the invariance of the quark

system after a transformation. Symmetries such as energy conservation and angular

momentum conservation (for example) are used to determine the properties of the

particles. When there is a break in the symmetry, it sheds light on other degrees of

freedom of a given system. Generally, a broken symmetry exposes previously unknown
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symmetries and new properties are defined to describe the system. These properties

are discussed in the next section.

1.4 Symmetries and Groups

1.4.1 Isospin

Isospin (I) is defined as the interchangeability of the two lightest quarks, and results

in a special organization of hadronic states corresponding to the SU(2) group [6].

Isospin has its origins in examining the proton (uuu) and neutron (uud), as they

have almost the exact same mass and the nuclear force does not distinguish between

the two. Each have I = 1/2 with the projection of the isospin in the z direction to

be I3 = +1/2 and −1/2 for the proton and neutron, respectively. In the case of pions

where I = 1, I3 is -1 for π−, 0 for π0, and 1 for π+.

1.4.2 Parity, Charge-Conjugation, G-Parity

Parity (P ), charge conjugation (C), and G-parity (G) are discrete finite symmetry

groups, each having two eigenvalue elements: ±1. Parity is a mirroring in spatial

coordinates about the origin resulting in the flip of the spatial coordinates’ sign, and

is conserved in strong and electromagnetic interactions but not for weak interactions.

The parity of a meson is

P = (−1)L+1, (1.1)

where L is the orbital angular momentum between the q and q̄. The space inversion

in the angular part of the qq̄ wave function leads to the (−1)L factor. The additional

−1 factor is due to the q and q̄ having opposite intrinsic parity.

Charge conjugation reverses the sign of the charge and magnetic moment of a par-

ticle, transforming the particle into the antiparticle. The charge conjugation eigen-
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value is

C = (−1)L+S, (1.2)

where S is the total spin of the qq̄ pair. The (−1)S+1 factor comes from qq̄ composite

spin states. A factor of −1 is from the interchanging of two fermions and the (−1)L is

from the space inversion of the angular part of the wave function. Only neutral par-

ticles have C-parity eigenstates. The combination of parity and charge-conjugation

(CP ) results in a reversal of the spacial coordinates and electromagnetic fields.

The charge conjugation followed by a 180 degree rotation around the axis of the

second component of the isospin vector (I2) is G-parity. The eigenvalue is found by

G = C(−1)I , (1.3)

where the (−1)I is from the rotation in isospin space. With the additional rotation,

G-parity eigenvalues are found for both neutral and charged particles.

1.5 Exotic Mesons

QCD presents the possibility to have states not described by the constituent quark

model (CQM). We call these states “exotic” mesons since they have quantum numbers

not included in the quark model as described by

J = L+ S, (1.4)

equation 1.1, and equation 1.2. States outside the quark model include glueballs

(gg), multi-quark states (qq̄qq̄), hybrid states (qq̄g) and meson-meson bound states.

A leading model to describe these systems is the flux-tube model [1], which depends

on the qq̄ being held together by a cylindrical tube of color flux, where the binding

energy is proportional to the tube length. With the gluon modeled as a physical

object, the gluon is not limited to a ground state and quantum numbers not allowed
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in the constituent quark model are possible. Table 1.2 shows a sample of the states

formed by qq̄ and qq̄g. The flux-tube model predicts a low mass exotic states of

JPC = 1−+ with a mass of approximately 1.9 GeV. Exotic mesons have also been

predicted using the bag model. In the bag model, quark and gluon fields are confined

to a limited volume. This model predicts four nonets of exotic hybrids, with the

lightest of JPC = 1−+ at 1.4 GeV.

States
J P C

qq̄ 0 + (for s: odd) +
- (for s: even) +

1 - -
+ -

2 + +
- +

qgq̄ = qq̄ * 1+− 0 + -
- -

1 - +
+ +

2 + -
- -

Table 1.2: A partial list of the first set of states allowed by qq̄ and qq̄g. Where g
contributes Jpc = 1+− to the composite meson.

1.5.1 Previous Observations and Conclusions

Experiments at the Brookhaven National Laboratory (BNL) and the European Or-

ganization for Nuclear Research (CERN) have found evidence for a Jpc = 1−+ exotic

meson state by using partial wave analysis (PWA) technique as described in Chapter

4. At BNL, experiment E852 used two reactions to analyze ηπ− and ηπ0 resonances.

First the reaction π−p → ηπ−p with a beam momentum of 18.3 GeV/c and recon-

structed a π1(1400) with Jpc = 1−+ decaying to ηπ− [3, 10]. The PWA showed a
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Figure 1.3: Results from the analysis of E852 [3]. Plot (a) shows the P wave channel.
This peak is poorly defined but in plot (c) the phase difference in the P and D wave
shows interference at the mass of the π1(1400). Plot (b) shows the D wave channel
with a well defined peak at the mass of 1.317 ± 0.003 GeV and a width of 0.127 ±
0.004 GeV.

clear D+
1 signal and interference between D and P waves, as shown in Fig. 1.3. The

second reaction analyzed is the π−n → ηπ0p with the same beam momentum and

had similar observations. No consistent set of amplitude parameters was found when

the spin projection was included [11].

The Crystal Barrel Collaboration (CBAR) at CERN searched for a Jpc = 1−+

state in two ways. In the first reaction, p̄p → π0π0η (isospin I=0, with a liquid

1Standard convention in physics is to denote various quantum states is to express L = 0
as S, L = 1 as P , and L = 2 as D.
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Figure 1.4: The results from the CBAR for the reaction p̄d→ pπ−π0η [13]. The left
plot is for the reaction p̄n → π−π0η, where the dominant band is the ρ−(770). Also
in the plot are vertical and horizontal bands corresponding to the a2(1320). The right
plot shows the contribution of the exotic π1(1400) and is important in explaining the
data due to the π1 state interfering with the ρ and a2

hydrogen target), the π0η consisted mainly of 1S0 (where the formalism used for the

states is 2S+1LJ) but had some 3P0 contributions [12]. This is attributed to S-wave

annihilation. The mass and width of the 1−+ state was poorly defined and is thought

to be the result of the data being dominated by the 1S0 state, which would suppress

π1 production. In the second reaction p̄n → π−π0η (I=1, with a liquid deuterium

target), the states were dominated by 3S1 and 3P1 [13]. Studying p̄ on deuterium, the

π1 was well defined (see Fig. 1.4) and showed that the π1 favors being produced by

triplet states for p̄N reactions [11]. Table 1.3 summarizes the current findings for the

π1(1400).
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Past Results
Exp. Name Beam/target Decay Channel Mass (MeV/c2) Width (MeV/c2)

ρπ 1593± 8+29
−47 168± 20+150

−12

E852 π/p ηπ 1370± 16+50
−30 385± 40+65

−105

at BNL η′π 1597± 10+45
−10 360± 40± 50

CBAR p̄d ηπ 1400± 28 310+71
−58

at CERN pp̄ ηπ 1360± 25 220± 90

Table 1.3: Summary of published results for 1−+ states. The first error is statistical,
the second represents the systematic uncertainties [11, 3].

1.6 Photoproduction of Exotic Mesons

Historically, most studies for exotic mesons have used hadron beams and there are

very limited data on photoproduction of light-quark mesons. In pion production

experiments, the valence quarks are anti-aligned but in photoproduction the vector

meson has aligned quarks to preserve the spin of the photon, as illustrated in Fig. 1.5.

The result is, in the pion case, the quarks will have to realign and excite the flux tube

but the photoproduction case will only need to excite the flux tube. This has led to the

hypothesis that photoproduction will be a better source to study JPC = 1−+ exotic

resonances, in terms of a large cross section. It has been suggested by Szczepaniak [4]

that exotic mesons will be produced with intensities ten times that seen using hadron

beams relative to the a2. This prediction is based on the use of Regge propagator in

the amplitude of the resonance. The ratio between the π1 and a2 is then expressed

proportional to the ratio of the coupling constants between the resonance, beam, and

exchange particle. This makes an assumption on the possible range of the coupling

constant of the π1. Of the light meson photoproduction experiments that have been

done, the statistics have been low, making a partial wave analysis (PWA) difficult and

inconclusive [14, 15]. Previously, using CLAS at Jefferson Lab, the experiment g6c

investigated γp → ∆++ηπ−. After event selection and background reduction, there
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Figure 1.5: Quark spin alignment in photoproduction and pion production.

were not enough events for a PWA to separate out the background and determine

the contributing signal waves [15].

The γp → pπ+ηπ− reaction does not conserve isospin because of the photon.

A photon has an isospin of either 0 or 1. One approach is to use Vector Meson

Dominance (VMD). VMD treats the photon as sum of vector-meson (ρ, ω, and φ)

contributions. Where the photoproduction amplitude becomes

A(γp) =
1

gρ
A(ρp) +

1

gω
A(ωp) +

1

gφ
A(φp). (1.5)

The φ contribution is minimal and can be neglected because the φ is made up of the

heavier ss̄ pair and there are no strange quarks in this reaction. This leaves the ρ

and ω as possible contributions. Comparing the coupling constants, gρ and gω, the ρ

is favored by 9:1 [16].

The exchanged particles are expected to be π and ρ. The π exchange is due

to the photon interacting as a ρ0 and the possible ρ exchange is from the photon

coupling as a ω0. The π exchange contributes to the a2 and π1 production, while

the a0 is produced from a ρ exchange. The next heavier exchange particle is the

a2, the expected contribution is calculated to be suppressed by a factor of
√

2 when

compared to the ρ exchange, as mentioned in Ref. [17].
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Figure 1.6: Feynman diagram of γp→ ∆++X.

1.7 This Experiment

The g12 experiment was designed to examine meson spectroscopy with a low momen-

tum transfer for the possibility of finding exotic mesons. The reaction γp → ∆++X,

Fig. 1.6, is an interesting channel because, by including the ∆++, the exchange parti-

cle is restricted to be a π or ρ resulting in a resonance with spin projection of |m|=1

or 0 and rules out higher order resonance states (|m| > 1). The threshold energy

for a particle with the mass of an a2(1320) or π1(1400) is around 3 GeV. The beam

energy for the analysis is set at Eγ > 4.5 GeV to match the trigger configuration.

The final state of this channel is pπ+π−η, requiring the identification of three charged

particles, making this an ideal experiment for Hall B due to the large acceptance of

CLAS. Further discussion of the setup and data selection is contained in the following

two chapters.
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CHAPTER 2

EXPERIMENTAL SETUP

The data for this analysis were taken using the CEBAF Large Acceptance Spec-

trometer (CLAS) in Hall B at the Thomas Jefferson National Accelerator Facility

(Jefferson Lab) in Newport News, VA. The primary mission of Jefferson Lab is to

conduct research of the atomic nucleus at the quark level. The facility consists of an

electron accelerator and three separate experimental halls: A, B, and C. Hall B is laid

out as seen in Fig. 2.1 with the CLAS detector in the center. The detector is designed

to take electroproduction data directly, but can also take real-photon production data

using an e− tagger that sits upstream, as shown in Figs. 2.1. The CLAS detector

utilizes multi-wire drift chambers to reconstruct the momenta of final state particle

leaving the target chamber. The detector is coupled with scintillator paddles used for

timing information and particle identification. Additional calorimeters are used to

identify neutral particles and improve e−/π− separation. For photoproduction, the

photon tagger is used to measure the energy of the incident photon on the target as

discussed in section 2.2 and shown in Fig. 2.4.
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Figure 2.1: Hall B layout. Shows the relation of the beamline to the CLAS detector
package, in the red box, and the tagger, in the blue box [18].
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2.1 The Continuous Electron Beam Accelerator

The accelerator supplies a “continuous beam” of electrons consisting of regular pulses

separated by 2.001 ns into Hall B. The accelerator supplies three times this rate to

supply all three halls at any given time. It is an alternative to a beam with a much

wider beam-burst separation of high intensity buckets. The beam is produced at

the injector by an electron gun made of a gallium arsenide (GaAs) photocathode, an

anode, and a system of lasers. The laser beam strikes the photocathode and knocks

off electrons as a result of the photoelectric effect. The electric potential between the

cathode and anode give the electrons an initial acceleration of 100 kV. Through the

use of three different lasers, set with different frequencies, each of the three halls is

able to receive beam energies and currents independent of the other two halls. This

is very important for Hall B since its experiments require a current of a few nA while

Halls A and C regularly operate using currents in the hundred µA range.

After leaving the injector the electrons are accelerated to 40-80 MeV just before

entering the first linear accelerator (LINAC). Acceleration is achieved using RF cav-

ities made of superconducting niobium in a liquid helium bath. The temperature is

maintained around 2 K, at which the niobium exhibits superconducting properties,

allowing for the propagation of electromagnetic waves with no resistance. The fre-

quencies of the waves are tuned to give the electrons a series of boosts as they continue

along, as seen in Fig. 2.2. After the initial acceleration, the electrons enter the north

LINAC, which is made up of the same RF cavities as mentioned previously. At the

end of the first LINAC the electrons are run through a Recirculation Arc and into

the south LINAC. Electrons are steered through the 180◦ turn by the use of a series

of dipole magnets. Since the beam may require multiple loops around the accelerator

track, the beam is separated just before the Recirculation Arcs into different energy
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Figure 2.2: An illustration of electrons accelerated through RF cavity. The electrons
are boosted when the RF waves are directed into the cavities and cause the electrons
in the niobium metal to concentrate in certain areas. Since these areas have extra
electrons, they become negatively charged. Other areas of the cavities have a depletion
of electrons, so they become positively charged. The electrons in the beam are pulled
towards the positively charged areas and are pushed away from the negatively charged
areas.

sets corresponding to the number of laps the electron has made around the track.

Each of these beam sets are then bent into the Recirculation Arc’s dipole magnets

that correspond to the kinetic energy of the electrons at that particular loop. In the

current configuration, the maximum number of circuits is five. At the end of the

arcs, the beam is recombined just before entering the next LINAC. After the beam

is accelerated to the final kinetic energy, it is then split in the switchyard and routed

into the three experimental halls. The layout of the accelerator is shown in Fig. 2.3.
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Figure 2.3: Layout of the CEBAF accelerator, [18]. The electron beam starts at the
Injector and proceeds into the LINAC and Recirculation Arcs; where it will complete
multiple loops until the electrons are at the energy needed in the experimental halls.
When this happens, magnets at the Extraction Elements are used to bend to beam
into the correct hall.
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2.2 Hall B Photon Beam and Tagger

A very thin radiator foil is used for photon beam experiments to scatter the incoming

electron off of the electromagnetic field of a nucleus causing a photon to be emitted

by bremsstrahlung radiation. The radiator assembly consists of several different gold

and gold-plated foils mounted on an arm that is moved by a stepping motor to allow

several thicknesses of radiator to be moved into the beamline. A 10−4 radiation

length foil was used for this experiment. Three “harp” assemblies, having two thin

wires are used to measure the electron beam profile and position and are located along

the beamline. After any downtime or change in the beam, a harp scan is required

and adjustments are made by the accelerator group to ensure more than 99% of the

collimated beam goes through the target volume.

After traveling through the radiator, the recoil electrons and bremsstrahlung pho-

tons continue through a dipole “tagger” magnet that filters out the electrons. This

dipole magnet’s current is set by having the electron beam tuned to a target on the

tagger beam dump. The current of the magnet is kept constant during the experiment

for the photon tagging system to measure the energies of recoil electrons and to gain

a coincidence signal for the CLAS detector. The tagging range is 20 − 95% of the

electron’s energy incident on the radiator, which corresponds to 1.14 to 5.45 GeV for

the 5.744 GeV e− beam energy of the g12 experiment.

The photon tagger, in Fig. 2.4, consists of two layers of scintillator paddles. The

first layer is the “E-plane” and is made up of 384 overlapping scintillator paddles

that give the energies of the electrons. The paddles overlap by one third to produce

an energy resolution of approximately 5 MeV and are aligned perpendicular to the

expected electron trajectories to minimize particle back-scatter. The second layer is

for timing, “T -plane,” which is farther away from the dipole magnet to increase the
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Figure 2.4: Side view of the tagger. The Tagger uses a dipole magnet to bend the
electrons out of the photon beamline and into the E-Counters and T-Counters. The
photon energy, Eγ , is then calculated from Eebeam −Eebent, [18].

timing accuracy since the photomultiplier tubes (PMTs) connected to the scintillators

are affected by magnetic fields. The T-plane is made up of 61 paddles overlapping by

10% so that there are no gaps in the coverage.

Once the electrons are bent out of the beamline, the photon beam passes through

a 6.4 mm collimator upstream from the target followed by sweeping magnets. These

sweeping magnets redirect any charged particles that may have been created by pho-

tons hitting the collimator out of the beamline and away from the detectors. Finally,

the photon beam enters the 4-cm-diameter target with a beam spread of approxi-

mately 1 cm full width half maximum (FWHM).

2.3 CLAS

The photon beam interacts with the liquid hydrogen target that is kept at a temper-

ature of 2K. For this experiment the target cell is 40 cm long and was located 90 cm

upstream from the center of CLAS. The target placement provided more coverage of

small-angle tracks than the nominal CLAS target position, decreasing the small angle

19



acceptance from 8 to 6◦. The change also reduces the maximum angle of acceptance

from 140 to 100◦. The layout of the CLAS detectors is shown in Fig. 2.5.

After the beam interacts with the target, the resulting spray of particles leave the

target chamber and pass through the start counter on their way to the drift chambers.

As part of the trigger, the start counter (ST) is designed to detect particles with high

efficiency before the charged particles are influenced by the toroidal magnetic field.

The counter timing is precise enough to decipher which beam bucket of photons

interacted with the target at any given time. The start counter is made up of 24

2.2-mm-thick scintillator paddles with a single PMT at one end and was designed to

have a timing resolution of 350 ps [19]. Fig. 2.6 shows the placement of the paddles

around the target to form a hermetic hexagon around the target region.

The CLAS detector uses six superconducting magnets to produce a toroidal field

to aid in charged particle identification. Under the effects of a magnetic field, charged

particle tracks are bent under the force applied by the field with the particle’s mo-

mentum given by p = qrB, where r is the radius of curvature, q is the charge of the

particle, and B is the strength of the magnetic field. The torus coils are cooled with

liquid helium and produce a peak field of 3.5 T with a maximum operating current

of 3790 A [20]. During this experiment, however, the current was at a half-field of

1930 A as a compromise to increase the acceptance of positive tracks and limit loss

of track resolution.

The CLAS drift chambers are arranged into six wedge-shaped sectors in a hexag-

onal configuration around the beamline [21] as shown in Fig. 2.7. Each of these

sectors consists of three regions. Region 1 is the innermost of the drift chambers and

surrounds the CLAS target. Region 2 is located between the torus coils and is in an

area of high magnetic field compared to regions 1 and 3. Region 2 is used to deter-

mine the charge and momenta of the particles by measuring the radius of curvature
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Figure 2.5: Side view of CLAS with a typical event overlaid to show the path of
charged particles in CLAS. The blue tracks are a p and π+, the red track is a π−.
This is one event from the data skim, plotted with the CLAS event display program.
The target (not shown to scale) is shown offset by 90 cm upstream of the nominal
CLAS target position.

21



Figure 2.6: Diagram of the start counter [19]. The beam enters from the upper left
of the image, into the target (purple) where the event originates. Outgoing particles
pass though the scintillator paddles (blue) of the ST.

of the track. Region 3 surrounds these two regions and is outside of the torus. Each

region is separated into two superlayers of six sense-wire layers, except for the first

superlayer of Region 1 which has four sense-wire layers. The axial superlayer has its

wires oriented perpendicular to the beamline and the stereo superlayer is tilted six

degrees to provide azimuthal angle information in each region. The CLAS drift cham-

bers (DC) are made up of approximately 30,000 sense wires wires. The sense wires

are maintained at a positive potential of about 1.4 kV. Each sense wire is surrounded

by six field wires, as shown in Fig. 2.8, with a negative potential of -0.6 kV [21].

The gas surrounding the wires is composed of 88% argon and 12% carbon dioxide.

When a charged particle passes through the drift chamber, the gas becomes ionized

causing freed electrons to drift toward the sense wires, creating a pulse in the wire

that is amplified and recorded after signal discrimination. The timing only gives the

radius for the drift distance. The tracking algorithm works by initially using a table
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Figure 2.7: Diagram of the regions and super layers of the DC [21] looking down-
stream.

to convert timing to drift distance. By fitting the tracks and adjusting the fitting

parameters to minimize the residuals, the track reconstruction is improved.

Surrounding the region 3 DC are the Time-of-Flight (TOF) detectors, which record

the total flight time of the particle coming from the target. The detectors are made

up of 5.08-cm-thick scintillator paddles with PMTs attached to both ends [23]. The

scintillators are positioned perpendicular to the average flight path of the local particle

tracks (Fig. 2.9). The entire active range covers 8◦ to 142◦ of the polar angle and

covers the DC hermetically. The time resolution is dependent on the size of the

paddles. For the larger paddles the path length from the track vertex to PMTs is

larger, and the resolution ranges from 80 to 160 ns. For g12, the TOF was used to

identify the number of possible tracks in the event trigger.
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Figure 2.8: View parallel to the DC wires. Shows the residuals in relation to the drift
time [22].

Figure 2.9: Diagram of one sector of the TOF paddles [23]. The green regions are
the placement of the scintillator paddles and the blue ends show the positions of the
light guides and PMTs.
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Figure 2.10: Electromagnetic Calorimeter sectional view [24]. A neutral particle will
pass through the scintillator undetected but will interact with the lead sheets causing
a cascade of radiation that will be detected with the subsequent scintillator layers.

The forward Electromagnetic Calorimeter (EC) is used to detect neutral particles

and to separate e−/π− in electron experiments. It covers a range in polar angle up to

45◦ [24]. The detector is made up of 39 alternating scintillator layers and lead sheets.

Each layer consists of 36 strips of scintillator that are rotated 120◦ every 13 layers,

giving three views of the particle at the point of intersection (see Fig. 2.10). The EC

mass resolution for reconstructing π0 and η from γγ is δm/m = 0.11-0.14 [24].

The inner calorimeter’s hodoscope (IC) and cherenkov counters (CC) were in use

for this run period but are not part of this analysis. The CC is used for electron

identification. The IC hodoscope is a matrix of scintillator paddles covering the

extreme small angles. The IC is used to detect charged and neutral particle and

discriminate between e− and π−.
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2.4 Hall B Data Readout

In order to minimize computer deadtime (the amount of time lost to the process of

recording data while still receiving events of interest) a two-level trigger system was

used. For level 1, the signals from the SC PMTs were all processed in 90 ns and sent

to the Trigger Supervisor (TS). The resulting signal was used as a start signal for

the PMT TDCs and ADCs, as well as a common stop signal for DC signals (after a

delay). Once the stop signals were given, all the signals were digitized and read out.

The level 2 trigger sorts the signals into probable tracks that were then sent to the

data acquisition (DAQ) system. The level 2 trigger selects tracks to be a coincidence

of the ST and TOF in the same sector. From there the main production trigger used

by the g12 experiment was a coincidence of two charged tracks in different sectors and

coincident with a tagged photon above 4.4 GeV. The CLAS DAQ is composed of the

Event Builder (EB), Event Transport (ET), and Event Recorder (ER). At the EB,

the signals are assembled into whole events. These events were given an event type,

event number, and run number. These events were stored by the ET system that

manages the shared memory and picked up by the ER to be written to permanent

storage.

2.5 Detector Calibration and Particle Identification

The goal of calibration is to adjust calibration constants and detector alignment

in the reconstruction software and to find timing and energy information for each

detector system. For CLAS experiments, the detector calibrations are separated by

the subsystems: tagger, TOF, DC, EC, and CC. The first three of the calibrations are

crucial to the basic charged particle reconstruction. For this experiment, the tagger

was calibrated by Mukesh Saini, the TOF was calibrated by Craig Bookwalter, the
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DC timing was calibrated by the author, and the DC alignment was done by Burnham

Stokes.

2.5.1 Tagger Calibrations

CLAS particle reconstruction is dependent on the detector timing and directly affected

by the tagger time. For photon runs, the tagger signal is used with the radio-frequency

time (RF) of the accelerator beam to establish a timing reference. Once calibrated,

the tagger and RF times are corrected for phase differences [25]. With the tagger

calibrated, the closest RF corrected tagger time corresponding to the the smallest

dt between tpho + tprop and ST vertex time defines the event start time. The timing

resolution of the tagger is 130 ps after calibrations. The energy calibrations of the

tagger were done using the exclusive channel pπ+π−. The tagged photon energy was

adjusted by the equation:

Ebeam = Ep + Eπ+ + Eπ− −mp, (2.1)

where Ep, Eπ+ , and Eπ− are the energies of the outgoing particles and mp is the

target mass. After the initial beam calibration, additional corrections are used to

refine the values later in the kinematic fit discussed in Section 3.6. After calibrations,

the average incident photon energy resolution for the g12 run period was 5.6 MeV as

detailed in Ref. [22].

2.5.2 Start Counter and Time-Of-Flight

The calibrations of the ST and TOF system involve calibrating the signals and align-

ing the scintillator paddles [23]. First, the raw TDC times (T ) are converted into hit

times by

t = c0 + c1T + c2T
2 + twalk, (2.2)

27



where c0, c1 and c2 are the constants to be determined. The twalk is the time walk

correction due to pulse height variations and is determined differently for the ST and

TOF.

The timing of the start counter (ST) is used to determine the tagger hit associated

with the physical event. Exclusive pπ+π− events were used and the tagger hit was

matched to the average vertex time measured from these final state particles. The

time walk (twalk) of the signal from the track to the PMT is determined by the

equation:

twalk = t0 +
t1
a− a0

, (2.3)

where t0 and t1 were determined for each paddle from the data for ADCmin < a <

ADCmax. Here, a is the ADC signal and a0 is the ADC pedestal value. The final

resolution of the ST was approximately 370 ps, which is sufficient to identify the 2 ns

beam bucket associated for the event.

The TOF is used along with momentum information from the DC to calculate the

mass and charge of the particles. The method for determining the TOF resolution

is identical to that of the start counter. However, the time walk correction is more

sophisticated because of the finer resolution of the TOF:

twalk = bx−c : a < a1 (2.4)

=
b

ac1
(b+ c[1− (a− a0)

a1VT
]) : a ≤ a1, (2.5)

where t0, b and c are constants determined for each TOF paddle and for each calibra-

tion run range, a is the TOF ADC signal, a0 is the ADC pedestal value and VT is the

discriminator threshold value. This equation is essentially a power law below some

ADC value a1 and a linear function above, and it has the property of being smooth

at this transition point. The timing of the left and right PMTs needs to be aligned.
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The average time between the two PMTs for a paddle is

T =
TL + TR

2
. (2.6)

For the case of only one TDC signal, the time is calculated by

T = TL,R −
y

vL
. (2.7)

where y is the distance along the paddle to the PMT from the point where the tracking

determined the particle entered the scintillator. The TOF had a timing resolution of

approximately 230 ps after all calibrations were completed [22].

2.5.3 Drift Chambers Calibration and Alignment

In the DC there are 34 layers and for one track about 30 layers will fire because of

detector inefficiency and holes in the detector. Each hit fired in the DC is used to

determine the track by using a least squares fit in the track reconstruction program.

The distance from the fitted track to the sense wire is the distance of closest approach,

DOCA. The calculated distance from the sense wire to the track is known as DIST,

which is calculated from the drift time information that is adjusted in the calibrations.

The difference between DOCA and DIST is the residual, RESI, and is related to the

resolution of the DC. Track reconstruction using the DC works in two stages. Stage

one is the “hit-based” tracking, where the hit wires are connected to form a track.

This stage forms the initial guess for the second stage. The second stage is the “time-

based” tracking. By taking the time of flight, from the TOF and ST detectors, the

initial wire times are converted to DIST using the calibrated drift velocity parameters

[21].

To calibrate the DC parameters, DIST is calculated from the initial drift velocity

parameters that are taken from the previous experiment for an initial guess. The
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DIST is then fit for the DOCA to return a new set of parameters. The process is

reiterated until the drift velocity fit parameters converge, then the parameters are

given final adjustments by fitting the residuals. The quality of the DC calibration

was checked by plotting the weighted mean and sigma of the double-gaussian fits to

the residual distributions against the run number. The run by run results of the fits

are in Figures 2.11 and 2.12, where the final resolution is 380 µm with a momentum

resolution of δp = 0.002 GeV−1 p2. After calibrations, the probability of a charged

track reconstructed in the DC is 95 to 98 %. This result was obtained by taking a

data sample from the g12 run period and running the data through the event viewer.

Prior to this experiment the DC had undergone repairs to a sector in Region 3

that involved removing and replacing the detector. To account for the new position of

this particular region, its hit resolution tolerance was magnified (multiplied by a large

number) to allow the reconstruction to find the track. Then the alignment software

moved the position of the chamber in the software around until χ2 was minimized

for the tracks. It was assumed region 1 and 2 were already aligned for this sector.

Figure 2.13 shows an example of how the alignment initially started and the final

result after pass 3 of the calibration software.
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Figure 2.11: Run by run plot of the sigma from the double gaussian fit on the residual
fit of the DC. Sigma is the physical resolution of the chamber.

Figure 2.12: Run by run plot of the mean from the double gaussian fit on the residual
fit of the DC
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Figure 2.13: Alignment of sector 4, before and after the final DC alignment in soft-
ware. Each region is made of two super layers with 6 layers of wires, except the first
super layer only has 4 layers of wires. The wire layers 1 to 12 are region 1, layers 13
to 24 are region 2 and layers 25 to 36 are region 3. In the plot on the left, the align-
ment is consistent over individual regions but region 2 is poorly aligned and the three
regions are not aligned with each other. After alignment, right plot, the residuals are
in line over the whole sector. The residuals are in units of cm in these plots.
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2.6 Data Reconstruction

The written event information consists of raw TDC and ADC values from the CLAS

detector and the tagger and is converted by the DAQ into un-calibrated banks in BOS

format. The BOS format is the standard output for CLAS data. Once the raw data

are written, the raw BOS files are processed by the event reconstruction program in

offline analysis. Event reconstruction uses the detector geometry parameters and cal-

ibration constants to reconstruct the particle tracks in the events. Figure 2.14 shows

in detail the process of “cooking” data. The final output is written into the cooked

data banks, and includes beam reconstruction, charged particle tracks, momentum

measurements, event vertex fitting, event timing, and preliminary particle identifica-

tion. The cooking of the g12 data set was overseen by Johann Goetz of UCLA and

was finished in December, 2009.

2.6.1 Particle Identification

To identify a charged particle, both the tracking and timing information is used.

Given that the momentum of a charged particle is equal to the product of the radius

of curvature in region 2 of the DC (r), the particle’s charge (q), and the strength of

the magnetic field (B); a charged particle’s tracking information is used to determine

the momentum (p = rqB) of the particle. The TOF information is used with the

flight path information to determine the velocity (β). The mass of the particle is

calculated in combination using m = p/βγ and the reconstructed particle is given a

particle ID on the basis of the calculated mass.

The CLAS detector package has limited neutral particle detection. One technique

to reconstruct neutrals is to take the known charged particle tracks and reconstruct

the missing momentum. This works well for reactions with a single neutral particle,
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Figure 2.14: Flow chart of reconstruction process for CLAS.
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however for multiple neutrals this is not possible. Actual detection of neutrals has

a lower efficiency than for charged particles and is roughly 10% for a single photon

while between 30 to 60 % for a positively charged track. The neutral particle signal

used in the following analysis comes from the electromagnetic calorimeter. When a

neutral particle goes through CLAS, it passes through the ST, DC, and TOF without

depositing any detectable amount of energy.
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CHAPTER 3

DATA ANALYSIS

The reaction in this analysis is:

γp→ ∆++X (3.1)

X → ηπ− (3.2)

∆++ → pπ+ (3.3)

where the detected particles are the pπ+π−. The missing particle, η, is reconstructed

from the four-momenta of the detected charged particles (Pp, Pπ+ , and Pπ−) and the

tagged photon energy (Pbeam) by the following formulas:

PMiss = (Pbeam + Ptarget)− (Pp + Pπ+ + Pπ−) (3.4)

and

M = |PMiss|, (3.5)

where P is the four-momentum and M is the missing mass. The η decays to two

γ with a branching ratio of 39.31%. The second and third most probable decay

channels are to 3π0 (32.52%) and π+π−π0 (22.74%). Requiring both of the photons

from the η decay to be detected with CLAS in the full reaction γp → pπ+π−γγ or

γp→ pπ+π−γγ(2π) dramatically reduces the acceptance by 90% per detected photon.

The initial event selection requires events with one or more γ but to increase the signal

to background ratio, two photons are required. This chapter will discuss the cuts and

the additional corrections to the data.

3.1 Event Vertex and Beam Energy Cut

The target used in this experiment is 40 cm long and is centered at 90 cm upstream

from the center of CLAS. The vertex of the event is calculated from distance of closest
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approach (DOCA) of two charged tracks and the vertex is the midpoint of the vector

DOCA. Selected events have a vertex position of -110 cm < z < -70 cm as seen

in Fig. 3.1(c). The allowed vertex radius is
√
x2 + y2 < 5 cm to ensure the track

originated from inside the target cell.
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(a) x vertex distribution

−10 −5 0 5 10

Y(pπ+) (cm)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

×105

(b) y vertex distribution

−150 −100 −50 0 50

Z(pπ+) (cm)

0.0

0.2

0.4

0.6

0.8

1.0

×105

(c) z vertex distribution

Figure 3.1: The x, y, z coordinate plots of the pπ+ intersection. Taken from the
particle skim of pπ+π−γγ. The dashed red line shows the cut used on the data.

For this data set, a cut on the photon beam energy is implemented to enhance

peripheral meson production and to match the trigger configuration used during the

run period. The ideal trigger conditions are based on a combination of the calculated
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Figure 3.2: The photon beam energy. The accepted range is 4.45 GeV < Eγ < 5.45
GeV. The cut used in this analysis is shown by vertical dashed lines.

production thresholds for the desired decay channels and the background hadron

production. For γp → ∆++X, where X is the a2(1320), the minimum photon beam

energy is 2.85 GeV from

Eγ =
m2
X +m2

r −m2
t + 2mXmr

2mt
, (3.6)

where mX is the resonance, mr is the recoil baryon, and mt is the target. The energy

range, shown in Fig. 3.2, is set to be 4.45 GeV < Eγ < 5.45 GeV, where Eγ is equal to

the difference in the energy of the electron beam entering the hall and the energy of

the electron detected in the tagger (Ee −Ee′). When there is more than one photon

in the same time bucket, the photon with the highest energy is selected because the

beam energy cut includes only the high energy range. For events with one photon

within the energy cut, 12.9 % of the events have a second photon within the beam

timing bucket, as shown in Fig. 3.3 (left), and 2.19 % of events where the second
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Figure 3.3: The left plot is the number of tagged photons in an event within the
timing window. The right plot is the number of tagger photons in the timing window
and in the beam energy selection.

photon is within the beam energy selection, as shown in Fig. 3.3 (right). The majority

of the events with the wrong photon will fail the additional data selection cuts due

to the dependence of the η selection on the missing mass off of the charged tracks,

which is in turn dependent on the beam energy.

3.2 Timing Cut

The start time of an event is determined by the tagger and ST, while the flight

time of charged particles is measured by the TOF counters. The time of the event

at the vertex, tvtx, is calculated two ways; first from the RF-corrected tagger time,

tvtx(TAG), and second from the ST, tvtx(ST). The events with correctly identified

beam buckets will have a ∆tvtx within ±1.002 ns. Here tvtx(TAG) is RF − tprop, RF

is the RF-corrected time that the photon crossed the center of the target and tprop is

the propagation time from the center of the target to the track’s vertex z-coordinate.

The difference in vertex times for a given event is selected to be within the beam

pulse separation time (2.004 ns), as shown in Fig. 3.4.

Using the particle identification, the tvtx(TOF-PID) is calculated from

tvtx(TOF − PID) = tTOF −
lTOF
cβPID

(3.7)
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Figure 3.4: Plots of the difference in start counter vertex time to RF-corrected tag-
ger vertex time in the upper left, upper right, and lower left. The lower right plot
shows the difference between the RF-corrected tagger vertex time and the vertex time
calculated from the assumed mass value.

where

β2
PID =

p2

m2
PDG + p2

. (3.8)

The momentum of the track, p, and the path length to the TOF, lTOF , is known

from the event reconstruction but the calculated mass is replaced with the accepted

value in the Particle Data Group table in Ref. [2]. The bottom right figure in Fig.

3.4 shows the relation of the tvtx(TOF − PID) and tvtx(TOF − ST ). With three

charged tracks, the event is kept if at least one track falls within the vertex time cut

tvtx(TOF −ST ) yet all three tracks are required have tvtx(TOF −PID) between -1.0

and 1.0 ns to ensure the track is correctly identified as a π or p. Fig. 3.5 shows the

track momentum versus β before and after the timing cuts. The pronounced curves,
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Figure 3.5: The β of the track compared to the momentum before and after the
timing and particle ID cuts.

Fig. 3.5(a), are for the π and p tracks with additional bands that follow the trend

but are from different beam buckets and result in overlapping particle types.

3.3 Energy Loss Corrections

The event reconstruction of a particle track in CLAS starts in region 1 of the DC after

the track has gone through the target and start counter. To reconstruct the track

back to the event vertex, additional energy loss from the target and start counter are
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included. The standard CLAS ELOSS package provides the required functionality as

detailed in Ref. [26]. ELOSS corrects for the energy lost as charged tracks go from the

event vertex through the beam pipe, target, and start counter using the Bethe-Bloch

equation [2] to relate the material characteristics and path length to energy loss. Fig.

3.6 shows the energy-loss correction versus the momentum for π−, π+, and p. The

protons have a correction of 0.01 GeV at high momentum and up to 0.08 GeV for low

momentum. The pions have a correction of less than 0.005 GeV.
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(a) ELOSS correction on π− tracks.

(b) ELOSS correction on π+ tracks.

(c) ELOSS correction on p tracks.

Figure 3.6: The energy loss corrections applied using ELOSS. The y-axis is the abso-
lute value of the difference between the reconstructed momentum and the corrected
momentum, in units of GeV. The x-axis is the total momentum of the tracks.
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3.4 Missing Momentum Cuts

The channel being investigated in the following analysis is

γp→ pπ+π−η (3.9)

where the η is the neutral particle. A possible source of background for this channel

is

γp→ pπ+π−. (3.10)

To minimize the reaction γp→ pπ+π− background, the transverse component of the

missing four-momentum calculated from Eq. 3.4, shown in Fig. 3.7, is required to be

greater than 0.085 GeV. This cuts out the pπ+π− exclusive events at small missing

z-momentum along with misidentified beam photons at large missing z-momentum.

The mass squared of the missing particle from γp → pπ+π−(η) is in Fig. 3.8 and

shows clear π0, η, and ω peaks.
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Figure 3.7: Plot of the missing transverse momentum off the pπ+π−. The low mo-
mentum peak is from pπ+π− exclusive events.

45



0.0 0.2 0.4 0.6 0.8 1.0

MM2(pπ+
π
−)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

×104

Entries = 7078640
Bins = 400

Meanπ = 0.01488
σπ = -0.02551 Meanη = 0.2936

ση = 0.02579

Meanω = 0.5978
σω = 0.04412

γp→ pπ+
π
−X

Figure 3.8: Plot of the missing mass squared off of the pπ+π− before kinematic fitting
of charged tracks. The red curves correspond to Gaussian fits to the peaks and the
green curve is a polynomial background.
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3.5 Additional Missing Mass and γγ Invariant Mass Cuts

The result of the cuts up to this point are shown in Fig. 3.8. The spectrum shows

a peak at the mass of the η sitting on a very large background. The background

includes events where the pπ+π−γ were all detected but the events are from a higher

particle multiplicity reaction such as pπ+π−(π+)(π−)(π0) or pπ+π−(π0)(π0).

For every decay photon detected, the acceptance is decreased by up to 90%. Al-

though not ideal, the second photon is required to clean up the background. The

photon cuts used in this analysis limit the momentum vector of the missing particle

to be in the same direction as the four-vector of the γγ system. A cut is placed on

the absolute value of the total missing mass squared off of pπ+π−γγ to be less than

0.02 GeV2, as shown in Fig. 3.9. The polar angle difference is

∆θ = θγγ − θMM (3.11)

where θγγ is the polar angle reconstructed from the two detected photons and θMM

is the polar angle reconstructed from the missing momentum vector. ∆θ is within

0.05 radians and the difference in φ is within 0.25 radians, as shown in Figs. 3.10 and

3.11. The missing mass spectrum after these cuts is illustrated in Fig. 3.12 with a 4σ

cut around the η peak. The following section will select the most probable η events

from the broad missing mass cut using the kinematic fitting technique.
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Figure 3.9: Missing mass squared off of pπ+π−γγ. The dashed red line shows the cut
used on the data.
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Figure 3.10: The calculated difference between θ of the MM(pπ+π−) and γγ. The
dashed red line shows the cut used on the data.
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Figure 3.11: The calculated difference between φ of theMM(pπ+π−) and γγ detected.
The dashed red line shows the cut used on the data.
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Figure 3.12: Missing mass squared off of pπ+π− with the γγ detected.
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3.6 Kinematic Fitting

Kinematic fitting uses known constraints such as conservation of momentum, conser-

vation energy, and vertex position to improve measured quantities. It is expressed

as

~ηi = ~ηf + ~ǫ, (3.12)

where ~ηi is the set of measured observables, ~ηf is the set of true values, and ~ǫ is the

set of deviations needed to shift the observed values. During track reconstruction, a

covariance matrix is calculated taking into account resolution uncertainties and then

tracking parameters for each track are correlated.

There are additional energy loss, and multiple scattering corrections made to these

matrices before feeding them into a kinematic fitter. Further detail on the algorithm

to adjust the covariance matrix is explained in Ref. [27]. The kinematic fitter used in

this analysis was written and developed by Dustin Keller and is based on the method

of Lagrange multipliers to handle the constraints with a least squares method. The

quality of the fit is assessed by examining the pull distributions, where a pull is

defined as the difference between the measured and final parameters obtained by the

kinematic fit and normalized by the quadratic error difference. The pull for the initial

value, ηi, and final value, ηf , of the measured quantities is

z =
ηi − ηf
√

σ2
ηi
− σ2

ηf

, (3.13)

where σ2
ηi

and σ2
ηf

are the corresponding covariance matrix elements for ηi and ηf .

If the input covariance matrix is correctly adjusted, the pulls will be normally dis-

tributed with a zero mean and have a unit standard deviation. The covariance matrix

was tuned on pπ+π−(π0) where the detected γγ invariant mass is π0 is used because of

the channel’s high signal-to-background ratio. The results of the tuning on pπ+π−(π0)

is in Fig. 3.13.
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Figure 3.13: Kinematic fit results of pπ+π−(π0) where one and two γ’s were detected.
The left plots are for events with pπ+π−γ(γ) and the right are events with pπ+π−γγ.
Top plots are the probability from the fit and show the distribution to be flat with a
peak at 0.0. The middle plots are the χ2 of the kinematic fits. The lower plots are
the pulls of the fit and are related to the energy and momenta corrections. They are
centered at 0.0 and have a σ close to 1.0.
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The “goodness” of the fit is quantified by the confidence level of the fit, CL, which

is the integral of the χ2 probability density function, f(z, n), for n degrees of freedom;

CL =
∫ ∞

χ2

f(z, n) dz. (3.14)

The confidence level indicates the probability that a chosen event would have a χ2

greater than the result of the fit. Events described by the hypothesis will result in

a uniform distribution from 0 to 1, and those poorly described will result in a sharp

peak at zero. A minimum CL cut is used to select the events corresponding to the

physics hypothesis.

The final results for pπ+π−(η) are shown in Fig. 3.15 for exclusive skim pπ+π−γγ.

The confidence level of the fit was required to be at least 1% to select η from the

neutral mass in Fig. 3.12.
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Figure 3.14: Missing mass squared off of pπ+π−, with the red line to indicate the
cut used for selecting the η to be kinematically fit. The brown distribution contains
events that passed the CL cut.
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Figure 3.15: The final results of the kinematic fit of pπ+π−(η). Plot (a) shows that
the CL distribution is flat with a peak at 0.0. Events with low probabilities of being
from pπ+π−(η) have a CL close to 0.0. Plot (b) shows the χ2 where the expected
distribution peaks to the right of 0.0 and has a decline as χ2 increases. The red line
indicates the CL cut used in this analysis.

3.7 Final Event Selection

The cuts discussed above have included only those needed for basic particle identifi-

cation. The resulting data set includes the following topologies:

γp → ∆++X−, (3.15)

→ ∆0X+, (3.16)

→ pη(1295)→ pa0π, (3.17)

→ pf1(1285)→ pa0π, (3.18)

→ ρpη, (3.19)

→ ∆∗++π− → ∆++ηπ−. (3.20)

A partial wave analysis is capable of yielding the wave contribution for a resonance

X even for situations with few statistics, however reactions 3.16 to 3.20 interfere with
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reaction 3.15 in a non-trivial way that cannot be handled by the isobar model PWA

method used in this analysis. The following set of cuts is used to isolate the ∆++X−

contributions and are discussed in the following sections and include

• ∆++ → pπ+

– M(pπ+) < 1.3 GeV

• η→ γγ

– |M(γγ)− 0.55| < 0.1 GeV

• Momentum Transfer

– |t| < 0.5 GeV2

3.7.1 ∆++ → pπ+ Selection

The pπ+ invariant mass distribution in Fig. 3.16 shows a ∆(1230) peak followed by

a small peak near the N(1440) mass. The ∆++ is selected by requiring the invariant

mass of the pπ+ to be less than 1.3 GeV. Processes with the same final-state topology

that may interfere with this signal include: γp → ∆0ηπ+ and γp → N∗0ηπ+. After

placing the cut on the pπ+ invariant mass, the invariant mass of the pπ− system

shows no signs of ∆0 or N∗ peaks effectively removing the ∆0X+ topology as seen in

Fig. 3.17.

3.7.2 η→ γγ Selection

The invariant mass of γγ is calculated from the energy deposited in the EC:

M(γγ) =
√

2Eγ1Eγ2 ∗ (1− cos θγγ), (3.21)
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Figure 3.16: Invariant mass of pπ+ after kinematic fit for pπ+π−(η) and the CL cut.
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Figure 3.17: Invariant mass of pπ− after the ∆++ invariant mass selection.
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where θγγ is the opening angle between the two photons decaying from either a η or

π0. The mass resolution of the photon pairs from the η decay is dominated by the

uncertainties in the energy measured in the EC and results in a broadening of the η

peak as shown in Fig. 3.18. The two-photon decay of an η is selected taking the γγ

invariant mass to be 0.55 ±0.1 GeV as shown in Fig. 3.18.
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Figure 3.18: Plot of the invariant mass of γγ after the CL cut (see Sec. 3.6). The
dashed lines indicate the cut on the η mass.

3.7.3 Momentum Transfer Selection

As shown in Fig. 3.19, the invariant mass of ηπ− contains the a0 and a2 resonances,

which will be included in the PWA. The location of the exotic resonance of interest

is located at 1.4 GeV. The momentum transfer is defined by

t = (Pbeam − Pηπ−)2 (3.22)
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Figure 3.19: Invariant mass of ηπ−. The a0(980) and a2(1320) peaks in the invariant
mass of ηπ−.

and is expected to followAe−bt for a peripheral meson production [28]. Fig. 3.21 shows

the t distributions for the events under the a2, a0 peaks and in the background region,

which is above the expected peak of the π1(1400). The a0 and background dominate

the t distribution below -0.5 GeV2 leading to a cut of |t| < 0.5 GeV2 to remove the

background from the non-ηπ− resonances. The cut on momentum transfer results in

Fig. 3.22 where the ηπ− invariant mass shows a peak for the a2 with a reduction in

the background and the a0 peak.

The amplitudes used in the partial wave analysis are a function of t, beam energy,

resonance mass, and angle of the decay products. For this analysis, because of limited

statistics, the amplitude is averaged over the energy range Eγ ∈ [4.45, 5.45]. The full

decay amplitudes have a t dependence that introduces a strong model dependence to

the PWA. For experimental analysis it is appropriate to bin in t and treat the ampli-
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Figure 3.20: Invariant mass of ηπ−, with mass regions highlighted. The a0(980) region
is highlighted in yellow, a2(1320) is highlighted in red, and the high mass region is
highlighted in green.

59



−4.0 −3.5 −3.0 −2.5 −2.0 −1.5 −1.0 −0.5 0.0

t (GeV2)

0

10

20

30

40

50

60

70

Figure 3.21: The momentum transfer, t, of the events under the a2(1320) peak. The
a2(1320) peak is in blue (red region in Fig. 3.20), the events in light brown are the
background events to the right of the a2 peak (green region in Fig. 3.20), and the
darker brown is the events under the a0 peak (yellow region in Fig. 3.20).

60



0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

M(ηπ−) (GeV)

0

50

100

150

200

B
in

W
id

th
=

0.
05

G
eV

Entries = 1192.0

a0

a2

Figure 3.22: Invariant mass of ηπ− after t cut. The predominant peak remaining is
the a2 with reduced contribution from the a0.

tudes as constant over each bin. With the t selection already made and the limited

statistics, the partial wave analysis includes one t bin. The final decay amplitudes are

calculated as functions of the decay angles and are binned in terms of the resonance

mass.

3.7.4 Possible Interfering Processes to π1(1400) Production

The invariant mass of ηπ+ for the events used in the PWA are shown in Fig. 3.23.

There is no pronounced peak for the a2, but a broad peak for the a+0 (980) can be

seen, which is the result of a combination of acceptance and re-scattering effects.

A possible interfering reaction: γp → ρN∗, is a result of an η exchange particle.

The pη invariant mass distribution as shown in Fig. 3.24 is out of the range of

possible N∗ with masses less than 1.9 GeV. The invariant mass of the π+π− before
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Figure 3.23: Invariant mass distribution of ηπ+ in the low |t| range.

and after the t range selection as shown in Figs. 3.25 and 3.26 does not show a peak

corresponding to the ρ mass at 0.775 GeV. The highest possible mass of a ∆ or N∗

with I < 3/2 and J < 3/2 is 1.93 GeV and 1.72 GeV, both of which have low statistics

and no outstanding peaks in the kinematic range investigated.

Another background to consider is γp → η(1295)/f1(1285)p. The invariant mass

of ηπ+π− shown in Fig. 3.27. No peaks corresponding to f1(1285) and f(1420) states

are seen.

The final competing reaction considered comes from an intermediate ∆∗++ de-

caying to ∆++η. There is a limited number of events in the pπ+η invariant mass

spectrum from 1.63 to 2.5 GeV (Fig. 3.28) with no indication of any peaks. Under

further study, with the full tagger energy range, there is a peak at 1.93 GeV in the

spectrum but it is ignored since it is not present in the energy range selected for this

analysis.
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Figure 3.24: Invariant mass distribution of ηp in the low |t| range.
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Figure 3.25: Invariant mass distribution of π+π−.
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Figure 3.26: Invariant mass distribution of π+π− in the low |t| range.
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Figure 3.27: Invariant mass distribution of ηπ+π− in the low |t| range.
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Figure 3.28: Invariant mass distribution of ηpπ+ in the low |t| range.

cut used number of events
2.259 x 1010

vtime 3.342 x 108

Ebeam 8.357 x 106

vertex 7.078 x 106

γγ 2.573 x 105

4σ on MM = η 4.707 x 104

CL 3.693 x 104

∆++ 1.283 x 104

M(γγ) 8,722
t 1,192

Table 3.1: Summary of data cuts used.
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CHAPTER 4

PARTIAL WAVE ANALYSIS

Although the peak at 1.3 GeV in the ηπ− (shown in Fig. 3.22) is consistent with

the a2 meson. A partial wave analysis (PWA) is used in order to extract quantum

numbers. From the known quantum numbers of the p and ∆++, a set of possible

states can be established but provide no definitive answers to the exact proportions

of the contributions.

A PWA is used to parameterize the amplitude of a spectrum as a function of

the angular distributions of the decay products. Measured physical properties such

as momentum and energy of the decay products (η and π−) are used to extrapolate

the properties of intermediate states that cannot be measured directly. The decay

amplitudes are directly calculated from the data and the production amplitudes are

found by fitting the data to find the most probable combinations.

In the Feynman diagram shown in Fig. 4.1, X is described by the two points of

intersection. Where the first point of intersection is the intersection of the beam and

exchange particle, these form the unknown production amplitude, V . The second

point is where X decays to ηπ−, where the decay products form the decay amplitude,

A. The intensity of the resonance X is:

I =

∣
∣
∣
∣
∣

∑

α

Vα Aα

∣
∣
∣
∣
∣

2

(4.1)

where the V is unknown and A can be derived from the measured distributions of

the kinematic variables of the η and π−. The sum is over all quantum numbers that

describe X, where α is the set {J, P,M,L, I, λ, S}. The quantum numbers used to

describe the partial waves of resonance X decaying to ηπ− are

• J , total angular momentum of X

• P , parity of X
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AV

Figure 4.1: Feynman diagram of γp→ ∆++X for PWA.
The decay amplitudes, A, are calculated from the decay products, η and π−. The
production amplitude, V , is the fitted parameter and includes contributions from the
left side of the dashed line.

• M , the projection of J along the beam axis

• L, angular momentum of η and π− together

• I, isospin of X

• S, spin of X

• λ, helicity in the rest frame

The total angular momentum, J , is the sum of the angular momentum of the η and

π− system and the sum of the spins of the η and π−. In this case η and π− are

spin-less particles so that

L = Lη + Lπ− (4.2)

and

J = Ltotal + S(= 0). (4.3)
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The parity of the resonance is determined by the intrinsic parity of the η and π− and

the relative orbital angular momentum,

P = PηPπ−(−)L. (4.4)

The formalism used in this analysis is based on Chung [29, 30, 31], as used in the

E852 [3, 32, 33] and g6c [34] analysis. The resonance is a combination of states and

therefore all contributions of waves and interferences of waves are taken into account.

The interference is dealt with by the A and V being complex variables.

4.1 Decay Amplitudes

To find A, X is described by J , M , L, and S. X decays to η and π− where they are

described by three vector momenta (pη and pπ−) and spins (Sη and Sπ−), as shown in

Fig. 4.2 in the lab frame.

In the rest frame of X, p is the momentum of η with a direction given by θη and

φη, these are known as the Gottfried-Jackson angles as shown in Fig. 4.3. The decay

amplitude is

A(θη, φη) =< θηφηληλπ−| ˆTdecay|JM > (4.5)

X (J , M , L, S)
η (pη, Sη)

π− (pπ−, Sπ−)

Figure 4.2: Decay of X to η and π− in lab frame.
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Figure 4.3: Diagram of the Gottfried-Jackson angles.
The production plane is defined by the beam and ∆++ vectors in orange. The
Gottfried-Jackson angles are defined in the rest frame of the vector meson, X, where
the y-axis is defined as the axis perpendicular to the production plane, and the z-axis
is defined as the direction of the beam. The θη of the η is the angle between ẑ and
the momentum vector of the η, φη is the angle between the production plane and the
scattering plane of the η and π−.
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where ˆTdecay is the transition operator between |θηφηληλπ− > and |JM >. Using the

relation:

1 =
∑

J,M,L,S

|JMLS >< JMLS|, (4.6)

from Ref. [35], the decay amplitude is expanded to

A(θη, φη) =
∑

J,M,L,S

< θηφηληλπ−|JMLS >< JMLS| ˆTdecay|JM > . (4.7)

The later part, < JMLS| ˆTdecay|JM > is known as the coupling constant, aLS, which

contains the dynamics of the decay. The factor is absorbed into the production wave

that is determined by the fit. aLS is a function of the mass of the resonance and

is handled by performing the fits on narrow enough mass bins of the resonance to

assume aLS is constant over the width of the bin. The remaining factor,

< θηφηληλπ− |JMLS >=< θηφηληλπ−|JMληλπ− >< JMληλπ−|JMLS > (4.8)

is a rotation between the GJ frame θη and φη in Fig. 4.4 to θη = 0 and φη = 0 in Fig.

4.5 followed by a change of basis from |JMληλπ− > to |JMLS >.

The rotation is defined as:

< θηφηληλπ− |JMληλπ− >=
J̃√
4π
DJ∗Mλ(θη, φη, 0), (4.9)

where DJ∗Mλ(α, β, γ) is the Wigner D function [2] and J̃ =
√

2J + 1 [36]. The γ is an

overall phase shift and is taken to be zero in this analysis for simplicity. The change

of basis is defined as:

< JMληλπ−|JMLS >=
L̃

J̃
(L0Sλ|Sλ)(SηληSπ− − λπ− |Sλ), (4.10)

where (L0Sλ|Sλ) and (SηληSπ− − λπ−|Sλ) are Clebsch-Gordan coefficients from Ref.

[2]. The final decay amplitude is

AJ,M,L,S(θη, φη) =
∑

λ

L̃DJ∗Mλ(θη, φη, 0)(L0Sλ|Sλ)(SηληSπ−−λπ−|Sλ)FL(p)aLS (4.11)
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η (θη, φη, λη)

π− (θπ−, φπ−, λπ−)

X (J , M , λ, S)

Figure 4.4: Decay ofX to η and π− in rest frame of the resonance, with the ẑ direction
defined as the beam direction.

η (θη = 0, φη = 0, λη)

π− (θπ− = 0, φπ− = 0, λπ−)

X (J , M , λ, S)

Figure 4.5: Decay ofX to η and π− in rest frame of the resonance, with the ẑ direction
defined as the meson momentum direction.
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where FL(p) is the barrier function, which in this analysis is the Blatt-Weisskopf

centrifugal-barrier function for correcting the amplitude near threshold [37]. The

barrier function is a function of the breakup momentum and for the first three states

of angular momentum (J) are

F0(x) = 1, (4.12)

F1(x) =
1

1 + x2
, (4.13)

and

F2(x) =
1

9 + 3x2 + x4
. (4.14)

The detailed derivation of the intermediate steps is explained in detailed in Ref. [35]

for the decay to two-particle states.

4.2 Production Amplitude and Intensity

The production amplitudes are not directly calculated but have to be fit to the data.

The V ofX is dependent on the quantum states of the beam and the exchange particle

(which is dependent on the target and recoil ∆++). The photon contribution of V

is expressed using the photon spin density matrix. The photon spin density matrix

element (ργ) can be taken as an additional product in the intensity distribution,

I(θη, φη) =
∑

α

(Vα(θη, φη)Aα(θη, φη)ργV
∗
α (θη, φη)A

∗
α(θη, φη)). (4.15)

The amplitudes are constructed as eigenstates of reflectivity to take advantage of

the parity conservation in the production process [38]. It reduces the possible number

of external spin configurations by a factor of two. Essentially, the sign of the quantum

number M becomes the reflectivity, ǫ, and M is now the absolute value of the initial

M . Breaking the amplitudes into eigenstates of ǫ results in the intensity distribution
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for a photon beam of:

I(θη, φη) =
∑

ǫ

ρǫǫ′

∣
∣
∣
∣
∣

∑

α

ǫVα(θη, φη)
ǫAα(θη, φη)

∣
∣
∣
∣
∣

2

, (4.16)

where ǫVα(θη, φη) and ǫAα(θη, φη) are the production and decay amplitudes for a given

reflectivity, ǫ.

The introduction of reflectivity results in bringing the spin density matrix into a

block-diagonal form. The photon spin-density matrix in the reflectivity basis is

ρǫǫ′ =







1
2
(1− P [cos δ − sin2 δ]) P cos δ sin δ

P cos δ sin δ 1
2
(1− P [cos δ − sin2 δ])







(4.17)

where for unpolarized and circularly polarized photon beam, P = 0 and the ρ matrix

is 1
2

times the identity matrix. The ǫ , ǫ′, values of the ρǫǫ′ matrix are the ǫǫ′

interference terms. In the case of a circularly polarized beam, states with different

reflectivities cannot interfere with each other. This choice reduces the possible number

of external spin configurations by a factor of two and reduces the spin-density matrix

to a block-diagonalized form, where there is interference only between amplitudes of

the same reflectivity. The decay amplitude rewritten to include reflectivity is defined

as

ǫAα(θη, φη) = Θ(M)(AMα (θη, φη)− ǫP (−1)J−MA−Mα (θη, φη)) (4.18)

where Θ(M) is 1√
2

or 1
2

for M > 0 and M = 0, respectively [29].

Using the relations explained in Fig. 1.1 and Section 1.4, the production states

are in table 4.2. It shows the states as calculated from the production side of the

reaction. The resonance is expected to have a total angular momentum of J = 0, 1, 2.

Table 4.2 shows the mesons related to the states.
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Initial States
I(JPC) |j1 − j2| ≤ J ≤ |j1 + j2|

γ 0(1−−)
p 1/2(1/2+) 1/2 ≤ J ≤ 3/2

Final States
∆++ 3/2(3/2+)

ηπ− resonance J = 0, 1, 2

wave JP (M)ǫ corresponding particle
S 0+(0)− a0(980)
P 1−(0, 1)± π1(1400)

π1(1600)
D 2+(0, 1, 2)± a2(1320)

Table 4.1: Summary of the partial wave states and corresponding meson.

4.3 Maximum Likelihood Method

The intensity distribution is a probability distribution over the θ and φ of the η in

the GJ frame. The decay amplitudes are calculated for the wave set but the unknown

production amplitudes are varied by the fitter to adjust the predicted intensity distri-

bution to match the observed intensity as a function of θη and φη. It is done through

the extended maximum likelihood fit. During the fitting process the finite acceptance

of the detector is taken into account on a wave by wave basis. In other words, each

wave contains a decay amplitude with a unique θη and φη shape and the acceptance is

determined separately for each wave. The formalism has been discussed as a function

of θη and φη. The likelihood fitting is done over a set mass bin of the resonance

spectrum shown in the invariant mass of ηπ− of Fig. 4.6. To maintain large enough

statistics per bin, the width of the mass bins to be fit is 50 MeV. The mass bins are

treated independently of each other as the decay amplitudes are calculated for a wave

set over one bin and the production amplitudes are treated unique to that bin. There

are no additional corrections to the data beyond what was discussed in Chapter 3.
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Figure 4.6: Invariant mass of ηπ− binned for the PWA fit.

The likelihood, L, is the product of the probability for each event in the bin.

For the partial wave analysis, the probability is the intensity distribution over the

variables θη and φη. The likelihood is defined as:

L = exp (−N̄o(ǫVα))
No∏

i

I(θηi, φηi), (4.19)

where I(θηi, φηi) is the intensity distribution for an individual bin in the angles φη

and θη from equation 4.24 [15]. N̄o(
ǫVα) is the average number of events observed

if the exact experiment was repeated several times for a given ǫVα. N̄o(
ǫVα) takes

into account the acceptance of the experiment and is evaluated using Monte Carlo

simulations to model the reaction in the detector configuration.

Since the likelihood function is a product of probabilities over the number of

events in a given ηπ− mass bin, it becomes large very quickly. For practical reasons

it is the − ln(L) that is minimized during the fitting procedure with the production

amplitudes varied to find the minimum − ln(L). Expanding the likelihood function
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yields:

lnL =
No∑

i

ln
∑

ǫ,ǫ′,α,α′
ρǫǫ′

ǫVα
ǫ′V ∗α′

︸         ︷︷         ︸

fit parameters

ǫAα(θηi, φηi)
ǫ′A∗α′(θηi, φηi) (4.20)

−No
Nr
Nη

∑

ǫ,ǫ′,α,α′

ǫVα
ǫ′V ∗α′

︸         ︷︷         ︸

fit parameters

ǫǫ′Φηαα′ , (4.21)

where

ǫǫ′Φηαα′ =
1

Nη

Nη∑

i

ρǫǫ′
ǫAα(θηi, φηi)

ǫA∗α′(θηi, φηi), (4.22)

[15] and ǫǫ
′

Φηαα′ is the normalized acceptance integral calculated from the amplitudes

of the accepted simulated data. From the simulation, Nr is the number of raw events

and Nη is the number of events accepted. No is the number of observed events in the

data. The fitting algorithm is broken down into a series of sums,

− lnL = −
No∑

i

[Wi] + n[Norm] (4.23)

W = ln
∑

ǫ,ǫ′,α,α′

ǫVα
ǫ′V ∗α′

︸         ︷︷         ︸

fit parameters

ǫAα(θηi, φηi)
ǫ′A∗α′(θηi, φηi)

︸                                  ︷︷                                  ︸

calc. amp.

(4.24)

Norm =
Nr
Nη

∑

ǫ,ǫ′,α,α′

ǫVα
ǫ′V ∗α′

ǫǫ′Φηαα′
︸      ︷︷      ︸

acc. integral

(4.25)

where ǫǫ′Φηαα′ is the normalization integral calculated from the amplitudes of the ac-

cepted simulated events and is used as an acceptance correction value. The ǫA∗α′(θηi, φηi)

are the amplitudes calculated for all data events.

4.4 Partial Wave Fitting Procedure

The PWA formalism was coded in to a Java program by the author, with the as-

sistance of Dennis Weygand. The Java package is setup with the same structure

as the C++ version documented in [37]. There are three main components of the

PWA package: partial wave decay amplitude calculation ( ǫA∗α′(τi)), accepted and
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raw normalization integrals ( ǫΦηαα′), and fitting. The program is designed to call the

MINUIT minimization package in the CERNLIB library and fits equation 4.21 to

determine the real and imaginary parts of the production amplitude, Re( ǫVα) and

Im( ǫVα), respectively, for each of the partial wave states. There are twice the number

of fit parameters as waves due to the minimizer being used for the fit accepting real

parameters only. The acceptance corrected yield for an individual mass bin is defined

by

N = N0

Nr
Nη

∑

ǫ,α,α′

ǫVα
ǫV ∗α′

ǫΦηαα′ (4.26)

where ǫΦηαα′ is raw normalization integral calculated from the amplitudes of the raw

generated events. The acceptance corrected yield of a single state is defined by

N = N0

Nr
Nη
| ǫVα|2 ǫΦηαα. (4.27)

The acceptance corrected yields plotted as a function of resonance mass are used to

extract a mass and width of the peak in a partial wave state. This process is referred

to as a mass-dependent fit as later discussed in section 4.6.3. The phase difference

between two wave states is

∆Φ = arctan(
Im( ǫVα

ǫV ∗α′)

Re( ǫVα ǫV ∗α′)
). (4.28)

The phase difference between the complex variables, ǫVkα and ǫV ∗kα′, can show in-

terference between wave states and can be fitted for the masses and widths of these

states. The systematic errors for the acceptance corrected yield and the phase differ-

ence is explained in detail in Appendix A.

4.5 Experimental Acceptance

The experimental acceptance is determined by generating ∆++X events with ∆++ →

pπ+, X → ηπ+, and η → γγ. The ∆++ is generated with a mass and width of
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1.233 and 0.1 GeV, respectively, to match the pπ+ mass distribution of the data. The

decay of X to ηπ− is such that the θ and φ of the η and π− in the GJ frame is

isotropic. The mass of X was generated over the ηπ− invariant mass range from 650

to 1700 MeV with 10-MeV-wide bins containing 500k events per bin, to be merged

to the desired bin width. Generating events in mass bins narrower than the size

used in the fit enables the ability to change bin widths without the need to rerun

the simulation and to minimize the effect of bin migration. The effect is the result

of the finite mass resolution of the experiment resulting in events generated in one

bin occupying neighboring bins. Merging 10-MeV-wide bins to the desired width will

remove most, but not all, of this effect. To match the distributions of the simulation to

the experimental data, the events were simulated with a t slope of 3 but reconstructed

to be 2.7 after passing the detector simulation as shown in Fig. 4.7, very close to the

value as calculated from the t slope of the a2 mass range with sideband subtraction

shown in Fig. 4.8. The change in the slope is because of limits in the detector

acceptance of forward going tracks.

The generated events are fed into GSIM where the particles are swum through the

detector packages and detector responses are simulated. The process is the standard

CLAS simulation procedure. To realistically model the response of the detectors, the

GPP program is used to smear the detector signals from the output of GSIM to match

the experimental resolution of the detectors used to take the data. GSIM and GPP

output simulated detector responses and the a1c package is used to reconstruct the

simulated tracks. It is the same program used to reconstruct the data and uses the

same experiment-specific settings. The final accepted events include the analysis cuts

discussed in the previous chapter. The GSIM, GPP, and a1c program options used

are the standard set, agreed upon for the g12 run period based on the experimental

configurations of the setup and parameters used in the processing of the data [39].
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Figure 4.7: t distribution of the simulation.
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Figure 4.8: t distribution of the data after sideband subtraction.
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Figure 4.9: Acceptance of pπ+π−γγ over the invariant mass of ηπ−.

Additionally, the beam energy spectrum illustrated in Fig. 3.2 was used to generate

the shape of the simulated beam energy spectrum to account for the cross section

as a function of beam energy and make the mass-dependent fits a function of the

resonance parameters only. The overall acceptance from 1.0 to 1.7 GeV of the ηπ−

invariant mass is 0.7%, with a maximum acceptance between 1.2 to 1.4 GeV of 1.03%

(shown in Fig. 4.9).

4.6 Results

The final data set includes 1197 events and the fit was applied to 50-MeV-wide ηπ−

invariant mass bins, with the largest mass bin containing 195 events between 1.25

to 1.3 GeV (Fig. 3.22). The fits are calculated in two stages. The first is the PWA

and includes no assumptions of masses or widths of states. The PWA is executed on

individual mass bins of the resonance, ηπ−, and assumes the amplitudes are constant

over the beam-energy range and momentum-transfer range.
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4.6.1 Wave Set

In theory, an infinite number of partial waves could be included in the fit and it

is the fitter that finds the proportion of the individual partial waves. With limited

statistics, only a small selection of waves can be included in the fit at one time. For

the meson mass range of 1.0 to 1.6 GeV, the higher order states (in this case, any state

with J ≥ 3) are not expected so the included states are J < 3. For π exchange, the

expected partial wave set is P1 and D1, with positive and negative reflectivity. The

set is the base set and was included in all the fit combinations. The S0 is included

to absorb the background that is not described by the other partial waves and to

absorb any contributions from the tail of the a0(980)→ ηπ− that may have survived

the t cut. The S wave has an isotropic intensity where the P and D waves are not.

The wave state and corresponding particles are shown in Table 4.2. The invariant

mass of the ηπ+ shows a peak at the mass of the a0(980) but the acceptance is also

peaked in the same region as shown in Fig. 3.23. The background cuts limited the

ηπ+ background as discussed in section 3.7.4 but there will still be some leakage that

is expected to be absorbed into the S0 wave.

With the circularly polarized photon beam, the positive and negative reflectivity

states are expected to have equal contributions. From the Wigner D functions of

the decay amplitude, the φη dependence is dictated by the reflectivity of the states.

The sum of two Wigner D function with the same JPCM but opposite ǫ cancels out

the φη dependence resulting in a flat distribution of intensity over φη, this is seen

in the data as later shown in the comparison of the data to prediction for the φη in

section 4.6.2. Initially fits were produced for independent reflectivities. The resulting

yields of positive and negative reflectivities were within the error bars of each other

but the fits were less stable and the fitter started producing errors in the covariance
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wave JPMǫ corresponding particle
S 0+0− a0(980)
P 1−1(±) π1(1400)

π1(1600)
D 2+1(±) a2(1320)

Table 4.2: Summary of the partial wave states used in the final fit.

matrix calculations as the number of waves increased. As a result of the fitter errors,

reflectivities were tied together.

4.6.2 PWA: Mass-Independent Fit

The mass-independent fits have shown a large contribution from the JP |m| = 2+1

state, with defined peaks around the mass of the a2(1320) as expected from the quark

model. The contributions from other states are not as well defined or structured and

are discussed further in section 4.6.3. The mass-independent fit was followed by the

mass-dependent fit of the wave intensities to extract the masses and widths of any

possible states. The result is the a2(1320) was reconstructed with a width ranging

from 0.128 to 0.174 GeV and a mass of about 1.32±0.04 GeV. The details of the

results are discussed in the following section.

The PWA was preformed on a bin-by-bin basis of the ηπ− invariant mass with

the fit parameters of each bin independent of the previous bin. For a given set of

waves in each fit, ten fits were performed using random initial parameters and the

final solution was chosen to be the result with the highest maximum likelihood value.

Reiterating the fit avoids selecting a fit that could have found a local maxima, missing

the best solution. The fits including waves JP |m| = 1−0 and 2+0 resulted in less than

5% of the events going to each of these waves, P0 and D0 , and showed no effect

on the expected waves so the waves were left out of the final mass-independent fit.
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Appendix A includes the results of the additional PWA fits including JP |m| = 1−0

and 2+0.

In all fits the JP |m| = 2+1 is the dominant wave and shows a clear peak between

1.3 and 1.35 GeV as shown in Figs. 4.10(a), A.1(b), and A.3(b). The final fit, shown

in Figs. 4.10, 4.11 and 4.12, includes the expected waves and S-wave background,

2+1, 1−1, and 0+0−. No structure is seen in the 1−1 spectrum in Fig. 4.10(b). Any

possible resonance structure is obscured by the large error bars in the 1−1 spectrum

indicating no statistically significant structure. The phase difference of 1−1 and the

2+1 shows a decrease expected from the 2+1 but is followed by an increase that could

be a sign of 1−1 interference as shown in Fig. 4.12(a). There is a broad peak in the

0+0− wave in Fig. 4.11(a). This peak is possibly due to a leak from 2+1 or the tail

of an a0(980) from γp→ ∆/N0a0. The phase difference between the 0+0 and the 2+1

waves shown in Fig. 4.12(b) is ±π, occurring consistently in every fit. The phase can

be rotated by a multiple of 2π and still be the same solution.

Fit Quality

Although there are multiple solutions to any PWA, not all of the solutions are the

ideal fit to the data. To check the quality of the PWA fit, the solution is used to

weight generated events, taking wave angle distributions and detector acceptance

into account. In equation 4.24 the V and A are known and this equation is used to

calculate the weight for each event, wi. Taking the dividend of the the weight and

the maximum weight, wmax, gives the probability of the event. If

r >
wi
wmax

(4.29)

is satisfied, the event is kept, where the r is random number between 0 and 1. The

acceptance was taken into account through the use of the experimental acceptance
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(a) Intensity of 2+1 (D-wave)

(b) Intensity of 1−1 (P -wave)

Figure 4.10: Intensity distributions of final wave set. Using a fit with the partial
waves 2+1, 1−1, and 0+0−.
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(a) Intensity of 0+0− (S-wave)

Figure 4.11: Intensity distributions of final wave set. Using a fit with the partial
waves 2+1, 1−1, and 0+0−.

procedure in section 4.5. By comparing the weighted and real data distributions, the

quality of the fit is assessed.

In Fig. 4.13 the GJ angles are compared between the data and the prediction from

the PWA solution. The φη of the data and the weighted events are both isotropic

as expected from circularly polarized photons. For the cos θη of the data, the lack of

events in the region of cos θη < 0 is because of the acceptance of CLAS. The χ2/dof

between the data and the prediction is 0.0133. The invariant mass distributions of

the data and prediction are shown in Figs. 4.14 and 4.15. The conclusion of the

mass-independent fit is the PWA solution describes the data very well for the GJ

angles, but just as importantly, it also describes the invariant masses that are not a

part of the fit. In the generated events the invariant mass distributions of the pπ+

and ηπ− were used to generate the data set. Figs. 4.14 and 4.15 show the invariant

mass spectra not specified by the event generation. From Figs. 4.14 and 4.15, the

χ2/dof for the pπ+η is 0.3411, pη is 0.3287, pπ+π− is 0.5233, and π+η is 0.2395.
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(a) Phase Difference of 1−1 and 2+1

(b) Phase Difference of 0+0 and 2+1

Figure 4.12: Phase differences of final wave set. Using a fit with the partial waves
2+1, 1−1, and 0+0−.
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4.6.3 Mass-Dependent Fit

To understand the nature of the P and D waves observed in this experiment, a mass-

dependent fit is applied to the results of the PWA intensity and phase difference

distributions. This fit was carried out over the ηπ− mass range of 1.0 to 1.7 GeV.

The ground state wave in this analysis corresponds to the a2, with a mass and width

of 1.32 and 0.107 GeV [2], respectively. The bin width is 50 MeV resulting in the

width of the a2 to be two bins wide, as seen in Fig. 4.6. The result is the fitted width

of the a2 is expected to be wider than the PDG value. The P and D wave decay

amplitudes are treated as resonant and use the relativistic Breit-Wigner forms for the

amplitudes. The relativistic Breit-Wigner amplitude for a resonance of mass m0 and

width of Γ0 over the mass spectrum m is

aBWJ =
−im0Γ(m0)

(m2 −m2
0) + im0Γ(m)

(4.30)

[2], where the mass-dependent width, Γ(m), is defined as

ΓJ(x) = Γ0

m0

x
(
k(x)

k(m0)
)2J+1 FJ(Rk(x))

FJ(Rk(m0))
(4.31)

[40], where R is the interaction radius of 5 GeV−1. FJ(x) is the Blatt-Weisskopf

angular momentum barrier function,

F0(x) = 1 (4.32)

F1(x) =
1

1 + x2
(4.33)

F2(x) =
1

9 + 3x2 + x4
, (4.34)

and k is the break-up momentum in the resonance rest frame of a given mass,

k(x) =
x

2
(1− (ma +mb)

2

x2
)1/2(1− (ma −mb)2

x2
)1/2 (4.35)
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[40]. The break-up momentum is the momentum for a particle of mass to decay to

particles of masses ma and mb in the rest frame. The intensity distribution for a

single wave is

N = |aJ |2 (4.36)

where

aJ = Crea
BW
J (m0,Γ0, m) (4.37)

and the fit parameters are a normalization constant, Cre, mass of the resonance, m0,

and width of the resonance, Γ0. The mass-dependent phase shift between two partial

waves is

∆φ = arctan
Im(aJa

∗
J ′)

Re(aJa
∗
J ′)

(4.38)

where the fitted phase function is

∆Φ = δ + ∆φ (4.39)

with δ as a fitted constant, used as mass-independent phase shift.

The mass-dependent fits were broken down into four types. Type 1 is a fit of the

intensity of the 2+1 for the a2, illustrated in Fig. 4.16 with a final mass and width of

1.32 ±0.01 and 0.154 ±0.011 GeV, respectively. The fit was used as the initial mass

and width for the rest of the fits. The accepted mass and width of the a2 is 1.318 and

0.107 GeV, respectively, from the Particle Data Group [2]. The fitted mass is close

to the accepted value but the width is wider and this is expected from the effects of

fitting a peak that is close to the width of the bins.

Fit type 2 is the result of coupling the intensity and phase of the 2+1 into a χ2

fit. Appendix A expands on the details of the χ2 functional form. The resulting fit

has narrower widths but fails to describe the phase shift past 1.45 GeV. The phase

shift is fit for a constant phase minus the phase of the 2+1. Fig. 4.17 shows that for

a constant phase minus a pure 2+1 wave, the phase will decrease by about 3 radians
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from 1.2 to 1.5 GeV. The phase shift of the data and fit overlap at the very edges of

the error bars and diverge at masses higher than 1.5 GeV. The fit is shown in Fig.

4.18 and resulted in a mass and width of 1.32 ±0.01 and 0.14 ±0.01 GeV.

Fit types 3 and 4 include the 1−1 and 2+1 but type 4 expands the amplitude of

the 1−1 from the form in equation 4.37 to be expressed as

aπ1
= Crea

BW
J=1(m0,Γ0, m) +Dcomplexa

BW
J=1(m

′
0,Γ
′
0, m). (4.40)

The complex normalization coefficient, D, exists to account for a possible constant

phase difference between the two poles, referring to one partial wave state with two

masses. The result of fit 3, illustrated in Fig. 4.19, is the a2 is found with a mass

of 1.343 ±0.003 and a width of 0.174 ±0.003 GeV. With the E852 mass and width

values for the π1(1400) of 1.37 and 0.385 GeV, the π1 amplitude was fit to have a mass

and width of 1.39 ±0.23 and 0.58 ±0.05 GeV. The results initially look promising but

the result of the fit of the phase is poor. In the resonance spectra the acceptance

decreasing from 0.8 to 0.15 % in the last five bins in the fit (shown in Fig. 4.9), the

shift in phase difference is possibly a product of poorly known fits due to a combination

of low statistics in the data (9 to 38 events per bin) and rapidly changing acceptance.

Table 4.3 summarizes the fit results.

The mass-dependent fits to find the mass and width of the π1 state are inconclusive

because the change in phase of the data between the P and D waves is too large to

be described by the interference of the π1(1400) and a2(1320), where the expected

phase difference would be 1 radian between the mass range of 1.2 and 1.4 GeV as

shown in Fig. 4.17. Including the second mass to the π1 amplitude resulted in two

fitted masses for the π1 of 1.1 ±4.4 GeV and 1.51 ±0.11 GeV. The accepted π1 states

are π1(1400) and π1(1600). The final fit did not find the π1(1400) mass but did come
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type mass a2 width a2 counts mass π1 width π1 mass π1 width π1

1 1.32 0.154 2690
±0.01 ±0.011 ±98

2 1.32 0.14 2678
±0.01 ±0.01 ±151

3 1.343 0.174 3062 1.39 0.58
± 0.003 ± 0.003 ± 49 ± 0.23 ± 0.05

4 1.33 0.128 2484 1.1 0.1 1.51 0.52
± 0.08 ± 0.022 ± 376 ± 4.4 ± 2.4 ± 0.11 ± 1.21

Table 4.3: Summary of the mass-dependent fits, all masses and widths are in units
of GeV.

within the width of the π1(1600). The result of this fit is not conclusive and shows

the limit of the statistics available.
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Figure 4.13: The GJ angles for the data (points) used in the PWA fit overlaid with
the predicted distribution from the PWA solution (histogram).
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Figure 4.14: Invariant masses of pπ+η and pη of the data in red, with the invariant
masses predicted by the PWA solution in blue.
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Figure 4.15: Invariant masses of π+π−η and π+η of the data in red, with the invariant
masses predicted by the PWA solution in blue.
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Figure 4.16: Fit 1: Intensity mass dependent fit for a2. Fitting the BW intensity
function (Eq. 4.36), the mass and width if the a2 is 1.32 ±0.01 and 0.154 ±0.011
GeV, includes both reflectivities added together. This included no contribution from
the phase difference or the intensity of the π1.
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Figure 4.17: Calculated BW phase differences.
The x axis is the resonance mass, the y axis is the difference of φ calculated from
equations 4.38 and 4.30. The plot shows the expected phase for a π1(1400) minus
a2(1320) in blue, π1(1600) minus a2(1320) in red, and constant phase minus

a2(1320) in purple.
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Figure 4.18: Fit 2: Coupled phase motion and intensity mass dependent fit for a2.
Fitting the BW intensity function, the mass and width if the a2 is 1.32 ±0.01 and
0.14 ±0.01 GeV, for positive reflectivity. The fit diverges at masses greater than 1.4
GeV in the phase difference.

96



Figure 4.19: Fit 3: Coupled phase motion and intensity mass dependent fit for a2
and π1, for positive reflectivity. The mass and width of the fitted a2 is 1.343 ±0.003
and 0.174 ±0.003 GeV. The mass and width of π1 is 1.39 ±0.23 and 0.58 ±0.05 GeV
but the phase difference of the fit does not model the data.

97



Figure 4.20: Fit 4: Coupled phase motion and intensity mass dependent fit for a2
and π1, for positive reflectivity. The mass and width of the fitted a2 is 1.33 ±0.08
and 0.128 ±0.022 GeV. The mass and width of π1 is 1.1 ±4.4 and 0.1 ±2.4 GeV for
the first pole and 1.51 ±0.11 and 0.52 ±1.21 GeV for the second.
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4.7 Upper Limit on the π1(1400)

The cross section is a measure of the probability for two particles to interact. At

the subatomic level a particle is replaced with a probability density and is no longer

treated as a point particle. The cross section of a reconstructed particle is, σ:

σ =
N

L
, (4.41)

where L is the integrated luminosity over the energy range of the data used in the

analysis and N is the acceptance-corrected number of particles. The luminosity is

calculated from the density and length of the target, as well as the number of incident

photons. With L a function of the experimental setup, the ratio of the cross section

of π1 to a2 is

σπ1

σa2

=
Nπ1

Na2

, (4.42)

where Nπ1
and Na2

are the total number of counts for the π1 and a2 respectively.

This section presents the calculation of the upper limit estimation of the π1 to

a2 cross section ratio. From the mass-dependent fit of the a2 intensity, the yield is

the integral of the mass dependent function fit to the JPm = 2+1 wave contribution

from 0 to ∞. From various fits, there are approximately 54,580 a2 events with a

systematic uncertainty of ± 4, 900, where the number of a2 events is the integral of

the Breit-Wigner form divided by the bin size. The fitted function of the intensity

does not include a background function because any background under the a2 peak

in the initial ηπ− mass is sorted out in the amplitude analysis.

The partial wave analysis of the ηπ− shows no clear peak in the 1−1 wave contribu-

tions. The data from this wave in the final fit are shown in Fig. 4.10(b). The π1(1400)

expected mass and width taken from the E852 analysis is 1370 ± 16 MeV and 385

± 40 MeV. Using the mass and width of the π1(1400) from E852 and setting them

as fixed values for a mass-dependent fit, the yield from the integral from 0 to ∞ is
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Figure 4.21: Coupled Phase Motion and Intensity Mass Dependent Fit for a2 and π1,
using a fixed π1 mass and width from E852 of 1370 ± 16 MeV and 385 ± 40 MeV.

19,340 with a CL of 95.4 % for the π1. The upper limit of the cross section of π1(1400)

is σ(γp → ∆++(π−1 → ηπ−)) = 0.35 (C.L. of 95.4 %) × σ(γp → ∆++(a−2 → ηπ−)).

The uncertainty was calculated from the uncertainty in the fitted magnitude of the

π1 when the mass and width is fixed. The upper limit of the π1 yield is calculated to

be the fitted yield plus two σ.

Considering the bins covering the expected mass range of the π1, the sum of the

events is 14,686 ±4674 ±9008 for the 1−. For the a2, the sum of the events is 49,518

±7090 ±2652. Where the statistical uncertainty is calculated by the sum of the

squares of the error bars of the yields and the systematic uncertainty is calculated

from the results of multiple PWA results. The upper limit of the cross section of

π1(1400) is σ(γp→ ∆++(π−1 → ηπ−)) = 0.30(±0.21)× σ(γp→ ∆++(a−2 → ηπ−)).
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CHAPTER 5

DISCUSSIONS AND CONCLUSIONS

In summary, the reaction γp→ ∆++ηπ− was analyzed to search for a JPC = 1−+

exotic meson state. The invariant mass of the X shows a peak consistent with the

presence of the non-exotic a2(1320). The PWA of the ηπ− system shows partial

wave contributions from the JP |m| = 2+1 state are consistent with the a2(1320). No

statistically significant evidence was seen for partial waves from the π1(1400). The

mass-dependent fits of the interference between the JP |m| = 2+1 and 1−1 finds the

a2 but the π1 results do no consistently reconstruct the π1(1400) when the second

pole is added for the possibility of the π1(1600) and did not explain the phase shift.

This analysis started with the hypothesis of photoproduction will produce an

exotic state comparable to the a2 state, from Ref. [4]. The idea of choosing this

analysis channel was the ∆++ will filter out background contributions from other

interfering channels. The expected spin projection |m| is limited to 1 from the spin

projection of the incident photon. Additional higher order waves were included but

the contributions were negligible and made no difference in the outcome of the fit.

For 1−+0 and 2++0 waves, the contributions turned out to be negligible. Including

the ∆++ simplified the wave set by restricting the available states.

The results show the upper limit cross section estimate is about 1/4th of the a2

cross section, implying the π1 is not produced in photoproduction comparable to the

estimates theorized, which were 50 to 100 % of the a2. It is possible the upper limit

found in this analysis contains π1 events with a cross section comparable to the E852

results but to refine the upper limit to the actual cross section will require a PWA on

the same mass range but with narrower mass bins and a larger data sample.

The goal of analysis was to find the partial wave combination that contribute to

the final stated of ηπ−. The contributions from the a2(1320) were found. However,
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the exotic π1(1400) remains just as elusive and mysterious as when g12 was first

proposed. Although the exotic wave is not as pronounced compared to the a2 as

thought to be in photoproduction and with the π1(1400) 5.5% of the a2 intensity in

E852, it would be beneficial to look at this channel again with higher statistics.
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APPENDIX A

APPENDIX

Results for wave set 2+0−, 2+1, 1−0−, 1−1 and 0+0−
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(a) Intensity of 2+0− (red) and 1−0− (blue)

(b) Intensity of 2+1

Figure A.1: Intensity distributions for the PWA using waves 2+0−, 2+1, 1−0−, 1−1
and 0+0−.
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(a) Intensity of 1−1

(b) Intensity of 0+0−

Figure A.2: Intensity distributions for the PWA using waves 2+0−, 2+1, 1−0−, 1−1
and 0+0−.
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Results for wave set 2+0−, 2+1, 1−1 and 0+0−
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(a) Intensity of 2+0−

(b) Intensity of 2+1

Figure A.3: Intensity distributions for the PWA using waves 2+0−, 2+1, 1−1 and
0+0−.
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(a) Intensity of 1−1

(b) Intensity of 0+0−

Figure A.4: Intensity distributions for the PWA using waves 2+0−, 2+1, 1−1 and
0+0−.
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Mass-Independent Fit Uncertainty

To calculate the variance for x as a function of u and v, the error propagation equation

[41] is defined as

σ2
x ≃ σ2

u(
δx

δu
)2 + σ2

v(
δx

δv
)2 + ... + 2σ2

uv(
δx

δu
)(
δx

δv
) + .... (A.1)

It is used to calculate the uncertainties of the PWA final fit parameters into a final

uncertainty for fit parameters that could possibly be correlated. For the PWA fit the

results include the final production amplitudes, V0 to Vw, and the covariance matrix

calculated by the fitter, for w number of waves. The covariance matrix is a 2w by 2w

matrix, where the total number of waves included in the fit is w but the production

amplitudes are complex resulting in 2w fit parameters. The uncertainty in the yield

for a set of waves is calculated from the production amplitudes,

Vi = ai + ibi, (A.2)

and the raw normalization integral,

Rij = rijx + irijy . (A.3)

Vi is a complex number for wave i in the output of the PWA fitter described in section

4.4. Rij is the sum of ρǫiǫjA
∗
iAj divided by the number of raw simulation events. The

raw events are the generated events before the events are processed in the CLAS

simulation. The final acceptance corrected yield of a set of waves is defined as

N =
n

η

w∑

i,j

V ∗i RijVj

=
n

η
M,

(A.4)

where the sum is over i, j, for every combination of waves in the set. n is the number

of data events in the fitted bin and η is the acceptance.
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The fitter outputs a covariance matrix to express the variance between every

combination of Vi elements. Using equation A, the uncertainty in the yield of the set

of waves is

σ2
N ≃
n

η

w∑

i,j

[σaiσaj
δM

δai

δM

δaj
+ 2σbiσaj

δM

δbi

δM

δaj
+ σbiσbj

δM

δbi

δM

δbj
]. (A.5)

The σuσv are the u-th column and v-th row of the covariance matrix from the output

of the fitter. The partial derivatives are calculated from:

for i > j

δM

δai
= 2Riiai + 2

∑

j

[rijx aj + rijy bj ] (A.6)

δM

δbi
= 2Riibi + 2

∑

j

[rijx bj − rijy aj], (A.7)

and for i < j

δM

δaj
= 2Rjjaj + 2

∑

i

[rijx ai − rijy bi] (A.8)

δM

δbj
= 2Rjjbj + 2

∑

i

[rijx bi + r
ij
y ai]. (A.9)

The phase of a complex production amplitude, equation A, is defined as

φi = tan−1 bi
ai

(A.10)

and the phase phase difference between two waves can be expressed as

∆Φ1,2 = φ2 − φ1. (A.11)

To calculate the uncertainty in ∆Φ1,2, the derivatives of ∆Φ1,2 are calculated with

respect to the output variables of the fitter (ai and bi). The derivatives are defined

as:

δφi
δai

= − bi
a2i + b2i

(A.12)

and

δφi
δbi

=
ai
a2i + b2i

. (A.13)
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Following equation A, the uncertainty of ∆Φ is calculated from:

(δ∆Φ)2 =(
δφ2

δb2
)2(σb2)2 + (

δφ2

δa2
)2(σa2

)2 + (
δφ1

δb1
)2(σb1)2 + (

δφ1

δa1
)2(σa1

)2

+ 2(
δφ1

δa1
)(
δφ1

δb1
)(σa1

)(σb1)− 2(
δφ1

δa1
)(
δφ2

δa2
)(σa1

)(σa2
)

− 2(
δφ1

δa1
)(
δφ2

δb2
)(σa1

)(σb2)− 2(
δφ1

δb1
)(
δφ2

δa2
)(σb1)(σa2

)

− 2(
δφ1

δb1
)(
δφ2

δb2
)(σb1)(σb2) + 2(

δφ2

δa2
)(
δφ2

δb2
)(σa2

)(σb2)

(A.14)

where (σu)(σv) are the same matrix element of the covariance matrix as used in the

yield calculation, and are the (u, v) element of the matrix.

An alternative to directly calculating the uncertainty from the covariance matrix

is to reiterate the PWA fit using random initial parameter values. To select the

absolute minimum, the fit was reiterated ten times with randomly generated initial

fitting parameters between -10.0 and 10.0, and the fit with the smallest − lnL was

selected. The results of these various fits can be used to examine the uncertainty in

the fit. For the mass bin 1250-1300 MeV, the mean of the fits are 1477 ± 307 for

wave contributions is P , 11787 ± 120 for D, and 4813 ± 489 for S. Compared to

the values in Figs. 4.10 and 4.11, the uncertainty in the mean is much less than the

uncertainty from the error propagation calculation, resulting in the mean and σmean

being used for monitoring purposes and not the final uncertainty calculation. The

σmean is calculated by

σ2 = (N̄)2 − (N̄2) (A.15)

Definition and Uncertainty Propagation of χ2 for Mass-Dependent Fit

To combine the intensity and phase distribution into a χ2 function, the procedure

used was adopted from the algorithm used by A. Ostrovidov in the E852 analysis

[42]. The procedure translates the covariance matrix describing the variance of V1,

V2, and V ∗1 V2 into the covariance matrix describing N1, N2, and ∆Φ, resulting in
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a final covariance matrix Eb. Eb is calculated from the following. Setting up the

variables:

A =
(

a1 b1 a2 b2 a12 b12

)

(A.16)

and

B =
(

N1 N2 a12 b12

)

(A.17)

Matrix A is the set of initial parameters and matrix B can be calculated from A.

Using the covariance matrix σiσj from the fit, a covariance matrix for the variables

of matrix A is assembled,

E =























δa1δa1 δb1δa1 δa2δa1 δb2δa1 δa12δa1 δb12δa1

δa1δb1 δb1δb1 δa2δb1 δb2δb1 δa12δb1 δb12δb1

δa1δa2 δb1δa2 δa2δa2 δb2δa2 δa12δa2 δb12δa2

δa1δb2 δb1δb2 δa2δb2 δb2δb2 δa12δb2 δb12δb2

δa1δa12 δb1δa12 δa2δa12 δb2δa12 δa12δa12 δb12δa12

δa1δb12 δb1δb12 δa2δb12 δb2δb12 δa12δb12 δb12δb12























, (A.18)

where δa12 = σa1
a2 + σa2

a1 + σb1b2 + σb2b1 and δb12 = −σa1
b2 + σa2

b1 + σb1a2 − σb2a1.

The next step is to calculate a matrix of derivatives of matrix B in terms of matrix

A to form the matrix D:

D =















δN1

δa1

δN1

δb1
0 0 0 0

0 0 δN2

δa2

δN2

δb2
0 0

δa12

δa1

δa12

δb1
δa12

δa2

δa12

δb2
1 δa12

δb12

δb12

δa1

δb12

δb1
δb12

δa2

δb12

δb2
δb12

δa12
1















(A.19)

The new uncertainty matrix is now:

E1 = DED−1 (A.20)
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and relates the initial uncertainty in the variables of matrix A to matrix B. The next

derivative matrix needed is the derivates of N1, N2, and ∆Φ in terms of matrix B:

D1 =











1 0 0 0

0 1 0 0

0 0 δΦ12

δa12

δΦ12

δb12











(A.21)

E2 = D1E1D
−1
1 (A.22)

The final χ2 is defined as

χ2 =
B∑

b=0

FbE
−1
2,bF

−1
b (A.23)

Fb =
(

∆N1 ∆N2 ∆(∆Φ1,2)

)

(A.24)

where the sum is over the set of mass bins, B, and Fb is a matrix of the difference

between the predicted and the PWA calculated N1, N2, and ∆Φ. The predicted N1,

N2, and ∆Φ are calculated from equations 4.37 and 4.39. The mass-dependent fitter

varied the mass, width, and magnitude of the predicted values to minimize χ2.

The approximate uncertainties of the χ2 for parameters are calculated from the

resulting covariance matrix of the mass-dependent fit. The uncertainty in a fit pa-

rameter is the square root of the corresponding covariance matrix element.
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