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ABSTRACT OF THE DISSERTATION 

SPACE-TIME CODING FOR POLYNOMIAL PHASE MODULATED SIGNALS 

by 

Omar Granados 

Florida International University, 2011 

Miami, Florida 

Professor Jean H. Andrian, Major Professor 

Polynomial phase modulated (PPM) signals have been shown to provide improved error 

rate performance with respect to conventional modulation formats under additive white 

Gaussian noise and fading channels in single-input single-output (SISO) communication 

systems. In this dissertation, systems with two and four transmit antennas using PPM 

signals were presented. In both cases we employed full-rate space-time block codes in 

order to take advantage of the multipath channel. For two transmit antennas, we used the 

orthogonal space-time block code (OSTBC) proposed by Alamouti and performed 

symbol-wise decoding by estimating the phase coefficients of the PPM signal using three 

different methods: maximum-likelihood (ML), sub-optimal ML (S-ML) and the high-

order ambiguity function (HAF). In the case of four transmit antennas, we used the full-

rate quasi-OSTBC (QOSTBC) proposed by Jafarkhani. However, in order to ensure the 

best error rate performance, PPM signals were selected such as to maximize the 

QOSTBC’s minimum coding gain distance (CGD). Since this method does not always 

provide a unique solution, an additional criterion known as maximum channel 

interference coefficient (CIC) was proposed. Through Monte Carlo simulations it was 

shown that by using QOSTBCs along with the properly selected PPM constellations 



 

CHAPTER 1  

vi 

based on the CGD and CIC criteria, full diversity in flat fading channels and thus, low 

BER at high signal-to-noise ratios (SNR) can be ensured. Lastly, the performance of 

symbol-wise decoding for QOSTBCs was evaluated. In this case a quasi zero-forcing 

method was used to decouple the received signal and it was shown that although this 

technique reduces the decoding complexity of the system, there is a penalty to be paid in 

terms of error rate performance at high SNRs.  
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CHAPTER 1                         CHAPTER 1 

INTRODUCTION 

Current commercial communication systems are required to support a wide range of 

applications. As the number of services that wireless mobile devices (such as cell phones, 

BlackBerries, and other types of smart phones) provide increases, the need to make 

available higher bandwidth and battery life for such devices becomes more critical. 

Traditionally, systems with one antenna at the transmitter and one at the receiver, also 

known as single-input single-output (SISO) systems, have been used for most wireless 

applications; however, such systems have been shown to be less energy efficient than 

systems using more than one antenna at both ends of the communication link [1]. The 

reason for this lack of energy efficiency is that SISO systems are particularly vulnerable 

to the deep fading characteristics of the mobile wireless channel and therefore require 

more average energy per symbol to ensure a specific error rate. As transmission rates 

increase the total energy needed also increases and for SISO systems this ultimately leads 

to a steep reduction of the wireless device’s battery life. To address some of these issues, 

multiple antenna communication systems have recently gained significant attention due 

to the increased transmission rates and reliability they provide with respect to their single 

antenna counterparts. In fact, many modern communication systems such as Third 

Generation (3G) cellular systems, wireless local area networks (WLAN), wireless 

metropolitan area networks (WMAN), long term evolution (LTE) advanced, and 

worldwide interoperability for microwave access (WiMAX) use multiple antenna 

techniques to exploit their benefits in order to take advantage of the increased capacity 

that these provide. 



CHAPTER 2  

2 

Orthogonal space-time block coding (STBC) is one of such multiple antenna techniques 

that have drawn attention from researchers in recent years. Due to the diversity gain they 

provide to communication systems, these codes are used to more effectively exploit the 

multi-path characteristic of the wireless channel [2]. For two transmit antennas, Alamouti 

in [3] provided a simple scheme in which an orthogonal design is employed to provide 

both full diversity and simple single symbol maximum likelihood decoding. It has been 

shown, however, that orthogonal codes for complex constellations and more than two 

transmit antennas cannot achieve full transmission rate [4]. For this reason, Jafarkhani in 

[4] proposed a code structure in which the columns of the transmission matrix are divided 

into groups. While the columns within a group are not orthogonal to each other, different 

groups are orthogonal to each other. This code structure is known as quasi-orthogonal 

STBCs (QOSTBCs) and although such codes guarantee full transmission rate, they do 

not provide full diversity or simple symbol-wise ML decoding. 

In [5], Su and Xia presented quasi-orthogonal STBCs that achieve full rate and full 

diversity. There, it was shown that such characteristics can be achieved by optimally 

selecting a constellation rotation angle based on the maximization of the diversity 

product. Specifically, half of the symbols transmitted in one signaling interval are chosen 

from the rotated constellation, while the other half are chosen from the unmodified 

constellation. In [5], [6], and [7] the optimal rotation angles for PSK and QAM 

constellations are presented. There it was demonstrated that the QOSTBCs employing 

constellation rotation have an improved bit-error rate (BER) performance over the 

QOSTBC systems without it. However, using PSK or QAM does not guarantee the best 

possible error rate performance in highly mobile scenarios.  
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To improve BER performance of single antenna systems and thus increase the battery life 

of such systems, Sinha et al. in [8]  introduced a power efficient modulation format in 

which the coefficients of polynomial phase functions were used to carry information. 

This modulation format, known as polynomial phase modulation (PPM), when compared 

to PSK and QAM, was shown to provide significant improvements in BER performance 

under AWGN channels. 

Following the results in [8] for single input single output (SISO) systems, Dam et al. in 

[9] proposed a space-time module structure for PPM signals. The proposed module 

structure allows for the simple design of real orthogonal space-time codes for more than 

two transmit antennas because the encoding is performed on the phase coefficients. 

Nevertheless, in [9], it is also shown that the error rate performance of such structure is 

worse than conventional modulation formats at high signal-to-noise ratios (SNR). The 

reason behind this decline in performance is that by encoding only the phase coefficients, 

the module structure does not ensure that the transmitted signals will provide full transmit 

diversity.  

1.1 Objective and Contributions 

Polynomial phase modulated signals are a promising alternative to conventional 

modulation formats such as M-ary PSK because of their lower error rates in additive 

white Gaussian noise (AWGN) and Rayleigh fading channels. Sinha et al. presented this 

modulation technique for a single-input single-output (SISO) system and evaluated its 

performance under different channel conditions when the high order ambiguity function 

(HAF), also known as the polynomial phase transform (PPT) [10] [11], was used as a 
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decoding method [8].  However, in the error rate performance study shown in [8], the 

carrier power is used for BER calculations instead of the average energy per bit, which 

leads a more accurate indication of the system’s power efficiency. 

In this dissertation three different decoding methods for SISO PPM systems are studied. 

Specifically, a maximum likelihood (ML), a sub-optimal maximum likelihood (S-ML) 

[16] [19], and a HAF-based decoder, such as the one in [8], are considered. These 

decoding structures are based on common techniques used for parameter estimation of 

polynomial phase signals for radar applications [19]; however, here we employ them in 

the context of digital communication systems. Using Monte Carlo simulations, the 

evaluation of the error rate performance of each one of these systems is presented and 

compared to that of M-ary PSK. Assuming normalized average energy per symbol, it is 

shown that PPM outperforms PSK when an optimal ML decoder is employed. In addition 

to this, a bit labeling strategy based on gray coding for linear, 2nd order, and 3rd order 

PPM signals is also presented.    

Since MIMO systems have the potential of providing higher transmission rates 

(multiplexing gain) or improved error rate performances (diversity gain) [2], Sinha 

extended his results to systems with two transmit antennas. In chapter 3, the bit error rate 

(BER) performance of such PPM based systems is studied through Monte Carlo 

simulations. Because the orthogonal space-time block code (OSTBC) in [3] is used as the 

transmission scheme, symbol-wise decoding is possible, and thus any of the three PPM 

demodulators from chapter 2 can be used depending on the complexity requirements of 
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the system. Again, a comparison of the performance of each one of these decoding 

methods when applied to PPM OSTBC systems is presented. 

As the number of transmit antennas is increased, a higher diversity order is achieved and 

thus, lower error rates at high signal-to-noise ratios (SNR) can be obtained [18]. Dam in 

[9] proposed a so called space-time module structure in order to exploit the advantages of 

using multiple transmit antennas along with PPM signals. This technique allows for 

simple code design; however, it was shown in [9] that at high SNRs, the BER is of this 

PPM based system is higher than that of space-time codes using PSK formats. This is 

probably evidence that the module structure does not ensure the highest diversity order 

given the number of transmit antennas. In chapter 4, full diversity PPM space-time coded 

systems for four transmit antennas are presented. Here, we make use of the quasi-

orthogonal space-time code (QOSTBC) proposed by Jafarkhani in [4]. However, it is 

well known that such codes do not achieve full diversity unless half of the transmitted 

symbols are chosen from an optimally rotated constellation. Su et al. in [5] obtained 

optimal rotation angles for different PSK, QAM, and TRI constellations by maximizing 

the system’s minimum coding gain distance (CGD); nevertheless, to the author’s 

knowledge, no prior work has been done to find such rotation angles for PPM signals. 

Also, since the maximization of the minimum CGD does not yield a unique optimal 

rotation angle, in this work a new metric known a channel interference coefficient (CIC) 

is proposed. The CIC is a factor that is multiplied by the channel matrix components 

during optimal ML decoding. It, therefore, has a direct effect on the ultimate error rate 

performance of the system. That is, ensuring that the value of this parameter is as low as 

possible guarantees that the interference caused by the channel terms is also low and thus, 
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an improved error rate performance can be obtained. In this dissertation it is shown 

through Monte Carlo simulations that selecting the angle that yields the best trade-off 

between the minimum CGD and the maximum CIC ensures full diversity and allows for a 

better error rate performance than when only the minimum CGD is considered. 

One of the main disadvantages of QOSTBCs is that decoding of the transmitted 

information can only be performed through a pair-wise ML algorithm [20]. This is 

inconvenient for PPM signals as lower complexity decoding techniques such as S-ML or 

HAF cannot be employed. In chapter 5, the quasi zero-forcing (ZF) technique introduced 

by Jeong in [15] is applied to the Jafakhani QOSTBC in order to decouple the received 

symbols and enable symbol-wise decoding. At that point, the lower complexity PPM 

decoding algorithms are applied and their BER performance is evaluated and compared 

to that of PSK systems using the same quasi-ZF method. 
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CHAPTER 2                          CHAPTER 2 

POLYNOMIAL PHASE MODULATION 

In this chapter, a review of polynomial phase modulated signals is presented. The 

mathematical model of such signals is illustrated and different demodulation methods 

based on maximum-likelihood (ML) and the high-order ambiguity function (HAF) are 

explained. A comparison of the performance of each of these methods is provided 

through Monte-Carlo simulations at the end of the chapter. 

2.1 Signal Model 
 
A polynomial phase modulated signal s(t) for a symbol period 𝑇𝑇0 is described in [8] as: 

 𝑠𝑠(𝑑𝑑) = �
2𝐸𝑠
𝑇𝑇0

𝑐𝑜𝑠𝑠(𝜔𝑐𝑑𝑑 + 𝜑(𝑑𝑑)) (2.1) 

where 𝐸𝑠 is assumed to be the normalized energy per symbol and  

𝜑(𝑑𝑑) = 𝑎𝑀 �𝑑𝑑 𝑇𝑇0� �
𝑀

+  𝑎𝑀−1 �𝑑𝑑 𝑇𝑇0� �
𝑀−1

+ ⋯+ 𝑎1 �𝑑𝑑 𝑇𝑇0� � + 𝑎0 

for 0 ≤ 𝑑𝑑 ≤ 𝑇𝑇0 is the time-varying phase whose phase coefficients are chosen from 𝑎𝑚 

∈ {±𝜋/2}. Therefore, depending on the transmitted symbol, a specific combination of 

phase coefficients is selected. From Equation (2.1), it can be seen that one could increase 

the transmission rate of a PPM system by increasing the order of the polynomial phase 

function in order to accommodate more bits per symbol. It is also important to note that 

although the value of the polynomial phase coefficients can be chosen arbitrarily, it has 

been shown in [21] that selecting these values from the set {±𝜋/2} yields PPM signals 

without discrete components in their spectrum and with similar spectral characteristics as 

PSK signals with the same transmission rate. This ensures fairness in the error rate 
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performance comparisons that will follow later on in this chapter and throughout this 

dissertation.   

In addition, throughout this work, the complex analytical form will be used to describe 

polynomial phase modulated signals. Based on the Hilbert transform, a model of the PPM 

signal in Equation (2.1) can also be written as [8]: 

 𝑠𝑠(𝑑𝑑) = �
2𝐸𝑠
𝑇𝑇0

exp (𝑖(𝜔𝑐𝑑𝑑 + 𝜑(𝑑𝑑))) (2.2) 

2.2 Gray Bit Labeling for Polynomial Phase Modulated Signals 
 
Gray bit labeling has been extensively studied for specific constellations of modulation 

formats such as PSK and QAM with the aim of reducing the number of bit errors incurred 

on at the receiver end [22]. Based on the minimum Euclidean distance between pairs of 

signal points, in this section a Gray bit labeling approach for PPM signals of different 

orders is presented. As previously mentioned, this technique is used to reduce the number 

of bit errors by ensuring adjacent symbols differ by only one bit.  

Assuming the signals 𝑠𝑠𝑚(𝑑𝑑) and 𝑠𝑠𝑛(𝑑𝑑), for 1 ≤ 𝑚 ≤ 𝑀𝑀 and 1 ≤ 𝑛 ≤ 𝑀𝑀, belong to an M-

ary PPM signal set, then the squared Euclidean distance between all possible pairs of 

symbols is calculated using the following definition for 𝑚 ≠ 𝑛: 

 𝑑𝑑2 =  � (𝑠𝑠𝑚(𝑑𝑑) − 𝑠𝑠𝑛(𝑑𝑑))2𝑑𝑑𝑑𝑑
𝑇0

0
 (2.3) 

The Euclidean distance for each symbol of a linear-binary PPM signal set shown in Table 

2.1 was found using the above formulation. Notice that one could arrive to the same 

results by obtaining the signal space representation of the linear-binary PPM 

constellation. 
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After that, Gray bit labeling was performed so that the closest symbols would differ by 

only one bit. The resulting bit labeling strategy is shown in Table 2.1. 

In the table, it is observed that since initially symbols represented by {𝑎0 = −𝜋/2, 

𝑎1 = −𝜋/2} and {𝑎0 = 𝜋/2, 𝑎1 = 𝜋/2} are adjacent to each other and the number of bit 

changes from one to the other was two, a viable approach is to change the symbol 

labeling from 11 to 10 and from 10 to 11. Notice that this technique effectively reduces 

the number of bit changes from adjacent PPM symbols to one. 

Table 2.1 Euclidean Distance between Symbols for Linear-Binary PPM 

 00 01 10 11 

00 __ √2 2 √2 

01 √2 __ √2 2 

10 2 √2 __ √2 

11 √2 2 √2 __ 

 

Table 2.2 Polynomial Phase Coefficient Mapping for Linear-Binary PPM 

Binary Word 𝒂𝟎 𝒂𝟏 Gray Labeling 

00 −𝜋/2 −𝜋/2 00 

01 −𝜋/2 𝜋/2 01 

10 𝜋/2 −𝜋/2 11 

11 𝜋/2 𝜋/2 10 
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The same approach used to obtain the Gray labeling representation for the linear-binary 

PPM set was also applied to second and third order binary PPM signals. The resulting 

mappings are presented in Table 2.3 and Table 2.4 respectively. 

 

Table 2.3 Polynomial Phase Coefficient Mapping for 2nd Order-Binary PPM 

Binary Word 𝒂𝟎 𝒂𝟏 𝒂𝟐𝟐 Gray Labeling 

000 −𝜋/2 −𝜋/2 −𝜋/2 000 

001 −𝜋/2 −𝜋/2 𝜋/2 001 

010 −𝜋/2 𝜋/2 −𝜋/2 011 

011 −𝜋/2 𝜋/2 𝜋/2 010 

100 𝜋/2 −𝜋/2 −𝜋/2 100 

101 𝜋/2 −𝜋/2 𝜋/2 101 

110 𝜋/2 𝜋/2 −𝜋/2 111 

111 𝜋/2 𝜋/2 𝜋/2 110 

 

2.3 Optimum PPM Demodulator using Maximum-Likelihood Estimation 

Assuming the PPM signal, 𝑠𝑠(𝑑𝑑), is transmitted through an additive white Gaussian noise 

(AWGN) channel, the received signal will have the form: 

 𝑟𝑟(𝑑𝑑) = 𝑠𝑠(𝑑𝑑) + 𝜂𝜂(𝑑𝑑) (2.4) 

where 𝜂𝜂(𝑑𝑑) represents the thermal noise at the receiver and it is modeled as AWGN. 

If a vector of N observations of the received sequence is denoted by 𝒓𝒓, and given that all 

the possible transmitted sequences, 𝒔𝒔𝒎, have the same probability, then the transmitted 

PPM signal can be optimally estimated by finding the sequence for which the conditional 

probability, 𝑃(𝒔𝒔𝒎|𝒓𝒓), is maximized [18]. That is, 
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 𝒔𝒔�𝒊 = 𝑎𝑟𝑟𝑔max
𝒔𝒔𝒊

𝑃(𝒔𝒔𝒎|𝒓𝒓) (2.5) 

where 𝑚 = 1, … ,𝑀𝑀.  

In [18] it is shown that this decision is equivalent to finding the signal 𝒔𝒔𝒎 that minimizes 

the Euclidean distance metric: 

 𝐷(𝒓𝒓, 𝒔𝒔𝒎) =  �(𝑟𝑟𝑘 − 𝑠𝑠𝑚𝑘)2
𝑁

𝑘=1

 (2.6) 

where 𝑟𝑟𝑘 represents the kth observation of a received sequence of length N. 

Table 2.4 Polynomial Phase Coefficient Mapping for 3rd Order-Binary PPM 

Binary Word 𝒂𝟎 𝒂𝟏 𝒂𝟐𝟐 𝒂𝟑 Gray Labeling 

0000 −𝜋/2 −𝜋/2 −𝜋/2 −𝜋/2 0000 

0001 −𝜋/2 −𝜋/2 −𝜋/2 𝜋/2 0001 

0010 −𝜋/2 −𝜋/2 𝜋/2 −𝜋/2 0100 

0011 −𝜋/2 −𝜋/2 𝜋/2 𝜋/2 0010 

0100 −𝜋/2 𝜋/2 −𝜋/2 −𝜋/2 0011 

0101 −𝜋/2 𝜋/2 −𝜋/2 𝜋/2 0101 

0110 −𝜋/2 𝜋/2 𝜋/2 −𝜋/2 0111 

0111 −𝜋/2 𝜋/2 𝜋/2 𝜋/2 0110 

1000 𝜋/2 −𝜋/2 −𝜋/2 −𝜋/2 1000 

1001 𝜋/2 −𝜋/2 −𝜋/2 𝜋/2 1001 

1010 𝜋/2 −𝜋/2 𝜋/2 −𝜋/2 1100 

1011 𝜋/2 −𝜋/2 𝜋/2 𝜋/2 1010 

1100 𝜋/2 𝜋/2 −𝜋/2 −𝜋/2 1011 

1101 𝜋/2 𝜋/2 −𝜋/2 𝜋/2 1101 

1110 𝜋/2 𝜋/2 𝜋/2 −𝜋/2 1111 

1111 𝜋/2 𝜋/2 𝜋/2 𝜋/2 1110 
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In addition to this, one can also show that, assuming the energy of all possible transmitted 

signals is equal, the maximum likelihood (ML) decoder is equivalent to maximizing the 

correlation metrics 

 𝐶(𝒓𝒓, 𝒔𝒔𝒎) =  � 𝑟𝑟(𝑑𝑑)𝑠𝑠𝑚(𝑑𝑑)𝑑𝑑𝑑𝑑
𝑇0

0
. (2.7) 

The diagram for this type of decoder is illustrated in Fig. 0.1. It is important to note that, 

as shown in equation (2.6), the correct estimation of a transmitted sequence depends on 

the Euclidean distance of that symbol to all other possible symbols within a modulation 

format. Therefore, the error rate of this demodulation scheme also depends on such 

distance. 

Select the 
Largest Value 

� ( )𝑑𝑑𝑑𝑑
𝑇𝑇0

0
 

� ( )𝑑𝑑𝑑𝑑
𝑇𝑇0

0
 

� ( )𝑑𝑑𝑑𝑑
𝑇𝑇0

0
 

𝑠𝑠1(𝑡𝑡) 

𝑠𝑠2(𝑡𝑡) 

𝑠𝑠𝑀𝑀(𝑡𝑡) 

𝑟𝑟(𝑡𝑡) 

⋮ 

𝑠̃𝑠(𝑡𝑡) 

 

Fig. 0.1 Optimum Maximum Likelihood Receiver for AWGN Channels  

2.4 Suboptimal Maximum-Likelihood Demodulation  
 
The demodulation of PPM signals can also be performed through the estimation of the 

polynomial phase coefficients {𝑎𝑀,𝑎𝑀−1, … ,𝑎1,𝑎0}.The following algorithm, introduced 

by Boashash in [16], performs such estimation by first using a maximum-likelihood (ML) 



CHAPTER 2  

13 

decision rule for the high-order coefficients. It then uses the estimated values to unwrap 

the constant phase coefficient and finds its value by calculating the angle of the 

unwrapped function. Since the grid search dimension for an Mth order PPM signal is now 

reduced from 𝑀𝑀 + 1 to 𝑀𝑀, this method allows for a lower complexity demodulation 

process, compared to the optimum ML algorithm presented in the previous section, at the 

expense of poorer error rate performance. This technique is illustrated as follows:   

After down conversion and sampling, the received finite length polynomial phase 

sequence can be written as: 

 𝑟𝑟(𝑛) =  𝐴𝑒𝑒𝑥𝑝�𝑗𝑗𝜑(𝑛)� + 𝜂𝜂(𝑛) (2.8) 

where 𝜂𝜂(𝑛) is additive white Gaussian noise with zero mean. The phase polynomial is 

given as 𝜑(𝑛) = 𝑎𝑀(𝑛∆)𝑀 +  𝑎𝑀−1(𝑛∆)𝑀−1 + ⋯+ 𝑎1(𝑛∆) + 𝑎0, for   0 ≤ 𝑛 ≤ 𝑁 − 1 

and N samples. ∆ is the sampling interval and is obtained from ∆ = 𝑇𝑇0/𝑁.  

Then, the phase coefficients of the PPM signal can be found using the ML estimator 

given by 

(𝑎�𝑀,𝑎�𝑀−1, … ,𝑎�1) = 𝑎𝑟𝑟𝑔 𝑚𝑎𝑥
𝑎𝑀,𝑎𝑀−1,…,𝑎1

�� 𝑟𝑟(𝑛) 𝑒𝑒𝑥𝑝 �−𝑗𝑗 � 𝑎𝑚

𝑀

𝑚=1

(𝑛∆)𝑚�
𝑁−1

𝑛=0

�. (2.9) 

The constant phase term can be found from 

 𝑎�0 = 𝑎𝑛𝑔𝑙𝑒𝑒 �� 𝑟𝑟(𝑛)𝑒𝑒𝑥𝑝 (−𝑗𝑗 � 𝑎�𝑚

𝑀

𝑚=1

(𝑛∆)𝑚)
𝑁−1

𝑛=0

�. (2.10) 

Since the alphabet is finite (𝑎𝑚 ∈ {±𝜋/2}), the complexity of the estimator given in (2.9) 

is small for low order polynomials; however, just as in the case of the optimal ML 

decoder, as the order increases, the algorithm complexity grows exponentially due to the 

multidimensional grid search required for decoding.  
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2.5 Parameter Estimation Using the High-Order Ambiguity Function  
 
Because of the complexity of the ML algorithm, we also consider a suboptimal 

estimation method called polynomial phase transform, later known as the high-order 

ambiguity function (HAF) [10]. In this method, the polynomial phase coefficients are 

estimated sequentially. In other words, the highest order coefficient is estimated first.  

Given the received signal in (2.8), the HAF algorithm is defined recursively as: 

 

𝑟𝑟1(𝑛; 𝜏) =  𝑟𝑟(𝑛) 

𝑟𝑟2(𝑛; 𝜏) =  𝑟𝑟1(𝑛; 𝜏)𝑟𝑟1∗(𝑛 − 𝜏) 

⋮ 

𝑟𝑟𝑀(𝑛; 𝜏) = 𝑟𝑟𝑀−1(𝑛; 𝜏) 𝑟𝑟𝑀−1∗ (𝑛 − 𝜏; 𝜏) 

(2.11) 

where τ is a predetermined lag whose optimal value is 𝜏 = 𝑁/𝑀𝑀. Then, the high-order 

ambiguity function HAF can be calculated from 

 𝑅𝑀(𝑓, 𝜏) = �𝑟𝑟𝑀(𝑛;  𝜏) 𝑒𝑒𝑥𝑝(−𝑖2𝜋𝑓𝑛∆)
𝑁−1

𝑛=0

 (2.12) 

The Mth-order phase coefficient is then obtained by finding the frequency 𝑓𝑚𝑎𝑥 of the 

HAF’s highest peak and calculating 𝑎𝑀 = 2𝜋𝑓𝑚𝑎𝑥
𝑀!(𝜏∆)𝑀−1. Here, the peak search can be 

restricted to the frequency values corresponding to the alphabet 𝑎𝑚 ∈ {±𝜋/2}. The 

estimated Mth-order phase coefficient is then removed using 

𝑟𝑟𝑀−1 = 𝑟𝑟𝑀𝑒𝑒𝑥𝑝 (−𝑖𝑎𝑀(𝑛∆)𝑀) and the process from (2.11) and (2.12) is repeated until M 

= 0. At that point, an estimate of the coefficient  𝑎0 can be found by using the same 

method as in the S-ML algorithm in equation (2.10). As it can be seen, the search grid is 

one-dimensional and as the polynomial order increases, the complexity grows linearly. 
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However, because in the HAF-based decoding method the phase coefficients are 

estimated sequentially and the estimation error propagates from higher to lower order 

coefficients, it is considered a suboptimal method and thus, there is a penalty to be paid in 

terms of error rate performance with respect to ML for high-order polynomials, as it will 

be seen later on. 

2.6 Simulation Results and Discussion  
 
In this section, the performance of single-input single-output (SISO) PPM systems is 

evaluated when transmission is performed under a frequency flat Rayleigh fading 

channel. In Fig. 2.2 through Fig. 2.4, the error rate performance of PPM systems with 

Gray bit labeling at different transmission rates is compared to equivalent systems 

employing natural encoding. In Fig. 2.2, a linear-binary PPM system is studied. There, it 

is observed that bit labeling using Gray encoding leads to a signal-to-noise ratio (SNR) 

improvement of approximately 1dB for a BER of about 10−2 with respect to the system 

using natural encoding. The BER performance for 2nd and 3rd order PPM signal sets is 

also shown in Fig. 2.3 and Fig. 2.4, respectively. As expected, an improvement in the 

error rate performance can be seen when the proposed bit labeling format is employed. 

Specifically, for the 2nd order-binary PPM a gain of 1dB at an error rate of 10−1 is 

achieved, while for the 3rd order-binary PPM the improvement is of about 2dB at the 

same error rate.  

Next, the performance of different algorithms used for the demodulation of PPM signals 

(presented in sections 2.3 to 2.5) is investigated through Monte-Carlo simulations. For 

these simulations it is assumed that the PPM signals are generated without Gray bit 
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labeling and are transmitted over a Rayleigh flat fading channel with additive white 

Gaussian noise. In Fig. 2.5, the BER curves for different linear-binary PPM systems are 

displayed. In this figure, it is clear that in order to achieve an error rate of 10−1 the PPM 

system using an ML decoder requires 3dB less than for the other two schemes, 

demonstrating that ML is a more power efficient alternative; however, this performance 

advantage comes at the cost of higher complexity.  

Fig. 2.6 shows the performance of a 2nd order-binary PPM system. Just as in the case of 

the linear-binary PPM system, ML estimation outperforms all other methods. In addition 

to this, it can be observed that the Suboptimal ML algorithm also provides a more 

advantageous bit error rate characteristic than the HAF-based approach. Because the 

polynomial phase coefficient estimation using HAF is performed in a sequential manner, 

the error in the estimation of the highest order coefficient propagates to the estimation of 

every lower order coefficient causing an overall increase in BER.  

Finally, a comparison between PPM and PSK formats for various modulation levels is 

presented. For these Monte-Carlo simulations, transmission is again done through a 

frequency flat Rayleigh fading channel and it is assumed that Gray bit labeling has been 

used in both, PPM and PSK constellations. In addition to this, the receiver for the PPM 

system employs the optimal ML decoding algorithm presented in section 2.3. 

In Fig. 2.7, the BER curves for linear-binary PPM and QPSK SISO systems are 

displayed. Because both modulation types exhibit the same Euclidean distances between 

symbols and since the decoding algorithm used in this simulation depends on such 

metric, the error rate performance is the same for the two systems. Fig. 2.8 shows a 

comparison of the error rate performances of 2nd Order PPM and 8PSK. It can be 
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observed that the PPM system requires approximately 1dB less power than 8PSK in order 

to achieve an error rate of 10−1. In this case PPM clearly outperforms 8PSK because of 

its overall higher Euclidean distances between symbols. This effect can also be observed 

in Fig. 2.9, where a 3rd Order PPM and a 16PSK system are compared. In this instance a 

separation of almost 2.5dB in the BER curves at an error rate of 10−1is discerned. Based 

on the above evidence, one can conclude that PPM is in general a more power efficient 

digital modulation scheme than PSK and thus more suitable for power constrained 

systems. 

 

 

Fig. 2.2 BER Performance of Linear-Binary PPM with and without Gray Bit Labeling 
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Fig. 2.3  BER Performance of 2nd Order-Binary PPM with and without Gray Bit Labeling 

   

 
Fig. 2.4 BER Performance of 3rd Order-Binary PPM with and without Gray Bit Labeling 
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Fig. 2.5 BER Performance Comparison for Linear-Binary PPM using High-Order 

Ambiguity Function (HAF), Suboptimal Maximum Likelihood (S-ML), and Maximum 
Likelihood (ML) Demodulators 

 
Fig. 2.6 BER Performance Comparison for 2nd Order-Binary PPM using High-Order 

Ambiguity Function (HAF), Suboptimal Maximum Likelihood (S-ML), and Maximum 
Likelihood (ML) Demodulators 
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Fig. 2.7 BER Comparison between Linear-Binary PPM and QPSK 

 
 
 

 
Fig. 2.8 BER Comparison between 2nd Order-Binary PPM and 8PSK 
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Fig. 2.9 BER Comparison between 3rd Order-Binary PPM and 16PSK 

 
 

2.7 Conclusions 
 
In this chapter, polynomial phase modulation (PPM) was presented as a power efficient 

alternative to conventional modulation techniques such as phase-shift keying (PSK). 

Optimal bit labeling using Gray coding was proposed for linear, 2nd order, and 3rd order 

PPM formats. It was shown that such technique improves the error rate performance of 

the PPM systems under study when compared to the more intuitive natural bit labeling.  

The performance of three different decoders, maximum likelihood (ML), Suboptimal 

maximum likelihood (S-ML), and high-order ambiguity function (HAF), for PPM signals 

was also investigated. As expected, the ML based decoder showed a much better error 

rate performance than the other two methods, especially for high order PPM signals. The 

reason for this is that S-ML and HAF based methods suffer from error propagation from 
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the estimation of the high order coefficients. This is particularly prominent in the HAF 

decoder, where the estimation error propagates from coefficient to coefficient. 

Nevertheless, it is important to point out that the HAF based receiver requires a less 

complex system than the other two algorithms because the coefficient search grid is one 

dimensional regardless of the PPM order. 

Lastly, a comparison between PPM and PSK modulation formats was performed. There, 

PPM signals were shown to be a more power efficient format than PSK mainly at high 

transmission rates. This highlights the potential of this modulation type in modern 

wireless communications systems where transmission of information at high speeds 

under size, weight, and power (SWaP) constraints is the norm. 
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CHAPTER 3                          CHAPTER 3 

ALAMOUTI ENCODED SYSTEM FOR PPM SIGNALS 

From the discussion and the results presented in the previous chapter, it is clear that 

polynomial phase modulated (PPM) signals have the potential to provide a lower error 

rate for a given signal-to-noise ratio than M-ary PSK constellations. This property is 

advantageous as PPM systems require less power to transmit information at the same rate 

as PSK systems.  Since it has been widely proven that additional improvements in BER 

performance and capacity can be obtained when transmit diversity techniques for MIMO 

systems are employed, in this chapter the results from the SISO system presented in the 

previous chapter are extended to an Alamouti encoded system with two transmit and one 

receive antennas. The performance of the proposed system is studied and compared to 

that of an Orthogonal Space Time Block Coding (OSTBC) system using PSK 

constellations. The argument for justifying the use multiple antennas is presented in the 

first section. Then, the overall model for the proposed system and simulation results 

which demonstrate the improved system’s BER performance are presented in the 

following sections.      

3.1 Multiplexing and Diversity in MIMO Systems 
 
Multiple antenna communication systems have been shown to provide many benefits 

with respect to their single antenna counterparts. Because of the additional degree of 

freedom added to the system through the space dimension, one can either attain 

increasing gains in spectral efficiency or improve the system’s error performance by 

reducing its sensitivity to fading channel conditions. These two aspects are known as 

multiplexing and diversity gain, respectively, and the trade-off between them is a 
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fundamental problem in the design of multiple antenna system. It is important to note, 

however, that such gains are achieved under the assumption that the spatial paths from 

transmit to receive antennas are uncorrelated.  

3.1.1 Multiplexing Gain 

In multiple antenna systems, where the path gains from transmitter to receiver are 

statistically independent, multiplexing gain can be interpreted as the increase in the 

system’s spectral efficiency, represented as the bit rate per Hertz of bandwidth use. 

Assuming multiple antennas at the transmitter end, multiplexing gain can be achieved 

by transmitting different information symbols from each antenna at a given time 

interval. That is, information is transmitted in parallel effectively taking advantage of 

the independent spatial channels from transmitter to receiver. For an increasing 

signal-to-noise ratio (SNR), the multiplexing gain 𝑟𝑟 is expressed as [2]: 

 𝑟𝑟 =  lim
𝑆𝑁𝑅→∞

𝑅(𝑆𝑁𝑅)
log (𝑆𝑁𝑅)

 (3.1) 

 

where  𝑅(𝑆𝑁𝑅) is the rate of the transmission code.  

 
3.1.2 Diversity Gain 

Diversity techniques are based on the premise that by providing multiple copies of a 

symbol transmitted through independent paths, the probability of all copies 

experiencing fading decreases. In multiple antenna systems, assuming the antennas at 

the transmitter are sufficiently separated so as to provide independent fading paths, 

diversity is achieved by exploiting the spatial dimension of the system. That is, at a 

given time interval, replicas of a specific information symbol are transmitted from 
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each antenna. From this definition, it is clear that a system cannot experience 

maximal diversity and multiplexing gains at the same time.  

From the above description of diversity, one can infer that an increase in diversity 

leads to a reduction in the error probability,𝑃𝑒, in fading channels. This can be 

illustrated using the following example: given a binary PSK system under fading 

conditions, the probability of error at high SNR can be approximated as [18]: 

 𝑃𝑒 ≈ � 
1

4𝑆𝑁𝑅
�
𝐿

�2𝐿 − 1
𝐿 � (3.2) 

 

where L is the number statistically independent paths from transmitter to receiver also 

known as diversity order. If 𝐿 = 1, 𝑃𝑒 becomes      

 𝑃𝑒 ≈  
1
4
𝑆𝑁𝑅−1. (3.3) 

 

Increasing the diversity order, L, to two leads to an error probability of: 

 𝑃𝑒 ≈  
3

16
𝑆𝑁𝑅−2. (3.4) 

 

As it can be seen, from the results in equations (3.3) and (3.4), the probability of error 

decreases as the Lth power of the SNR [18]. That is, a higher diversity order yields a 

lower probability of error at a given SNR. 

Just like in the case of multiplexing gain, diversity gain, d, can be expressed in terms 

of the received SNR as [2]: 

 𝑑𝑑 =  − lim
𝑆𝑁𝑅→∞

𝑃𝑒(𝑆𝑁𝑅)
log (𝑆𝑁𝑅)

 (3.5) 
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Since the initial objective of this dissertation is to improve the error rate performance 

of a PPM communications system using multiple antennas, focus is placed on the 

implementation of systems using spatial diversity techniques such as space-time 

coding (STBC).    

3.2 System Model for 2x1 Alamouti Scheme using PPM  
 
We now explore the system model for a 2x1 polynomial phase modulated (PPM) system 

using an orthogonal STBC (OSTBC). The overall scheme is presented in  

Fig. 3.1. For two transmit antennas and two symbol intervals (𝑘 = {1,2}), the OSTBC 

transmission matrix based on the Alamouti scheme, given in [3], is: 

 𝑮(𝑠𝑠) = � 𝑠𝑠1
(𝑑𝑑) 𝑠𝑠2(𝑑𝑑)

−𝑠𝑠2∗(𝑑𝑑) 𝑠𝑠1∗(𝑑𝑑)
� (3.6) 

where 𝑠𝑠1(𝑑𝑑) and 𝑠𝑠2(𝑑𝑑) are two independently generated PPM symbols. Then, given a set 

of two PPM signals, {𝑠𝑠1(𝑑𝑑), 𝑠𝑠2(𝑑𝑑)}, defined for k symbol intervals as [21]: 

 𝑠𝑠(𝑑𝑑) =  𝑒𝑒𝑥𝑝(𝑗𝑗(𝜔𝑐𝑑𝑑 + 𝜑(𝑑𝑑)) (3.7) 

for (𝑘 − 1)𝑇𝑇 ≤ 𝑑𝑑 ≤ 𝑘𝑇𝑇, the Alamouti scheme, in equation (3.6), means that during the 

first transmission interval symbols 𝑠𝑠1(𝑑𝑑) and 𝑠𝑠2(𝑑𝑑) are transmitted from antennas 1 and 2 

respectively. In the second interval, symbol −𝑠𝑠2∗(𝑑𝑑) is transmitted from antenna 1 and 

𝑠𝑠1∗(𝑑𝑑) from antenna 2. Based on this, for a single transmission block, the received signal 

𝑟𝑟𝑘 at symbol interval k is  

 𝑟𝑟𝑘(𝑑𝑑) = �𝛼𝛼𝑛𝑒𝑒𝑗𝜃𝑛𝐺(𝑠𝑠)𝑘,𝑛 + 𝜂𝜂𝑘(𝑑𝑑)
2

𝑛=1

 (3.8) 

where each coefficient of the 2 × 2  transmission matrix G(s) is denoted as 𝐺(𝑠𝑠)𝑘,𝑛. Here 

we consider the case where the average energy of the symbols transmitted from each  
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Fig. 3.1. Transmitter and Receiver Model for PPM-OSTBC 

 

antenna has been normalized. Also, the coefficients 𝛼𝛼𝑛𝑒𝑒𝑗𝜃𝑛 are independent identically 

distributed (i.i.d) complex Gaussian random variables which represent the components of 

a 𝑁 × 1 quasi-static flat fading wireless channel. Finally, 𝜂𝜂𝑘(𝑑𝑑) are the components of a 

2×1 vector of independent samples of a zero mean complex Gaussian random variable. 

Assuming perfect channel knowledge at the receiver and after maximal ratio combining 

(MRC), an estimate of the transmitted sequence can be obtained from 

 

𝑠̂𝑠1(𝑑𝑑) = (𝛼𝛼12 + 𝛼𝛼22)𝑠𝑠1(𝑑𝑑) + 𝛼𝛼1𝑒𝑒−𝑗𝜃1𝜂𝜂1(𝑑𝑑) + 𝛼𝛼2𝑒𝑒𝑗𝜃2𝜂𝜂2∗(𝑑𝑑) 

𝑠̂𝑠2(𝑑𝑑) = (𝛼𝛼12 + 𝛼𝛼22)𝑠𝑠2(𝑑𝑑) − 𝛼𝛼1𝑒𝑒𝑗𝜃1𝜂𝜂2∗(𝑑𝑑) + 𝛼𝛼2𝑒𝑒−𝑗𝜃2𝜂𝜂1(𝑑𝑑). 
(3.9) 

 

Since the signals in (3.9) are essentially scaled PPM signals embedded in noise, the 

transmitted information bits can be recovered by demodulating 𝑠̂𝑠1(𝑑𝑑) and 𝑠̂𝑠2(𝑑𝑑) using 

either the ML method from equation (2.9) or the lower complexity algorithms such as S-

ML in (2.10), or the HAF illustrated through (2.11) and (2.12). Because of the 

orthogonality of the Alamouti code, symbol-wise decoding can be performed at the 
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receiver and low-complexity algorithms such as S-ML or HAF can be used to recover the 

transmitted information. 

3.3 Simulation Results  
 
In this section, the BER performance of the proposed PPM-OSTBC with symbol-wise 

decoding using Monte-Carlo simulations is evaluated. The system performance was 

studied when different decoders (ML, S-ML, and HAF) were used for demodulation and 

under the assumption of normalized average energy per transmitted symbol. For these 

simulations, we employed systems using linear-binary, 2nd order-binary, and 3rd order-

binary PPM signals. In addition to this, it was assumed that the coefficients of the 

Rayleigh frequency flat fading channel were constant during one block of code 

transmission and were known at the receiver.  

The BER performance of the OSTBC system for two transmit antennas and one receive 

antenna, presented in the previous section, with linear-binary PPM is shown in Fig. 3.2. 

The error rate for a SISO linear-binary PPM and a 2x1 OSTBC system using QPSK are 

also plotted in this figure. There, the advantage of using multiple antennas at the 

transmitter end is demonstrated by the obvious difference in error rate performance 

between the SISO and the OSTBC systems especially at high SNRs, where the diversity 

gain is more evident. In the figure, it is also observed that the linear-binary PPM system 

using ML has a similar performance to that using QPSK. This is expected from the 

results obtained in the SISO case, where it was noted that both systems have the same 

minimum Euclidean distance for contiguous symbols. On the other hand, when 

suboptimal decoders are used the BER increases due to propagation errors from high to 

low order coefficients.  
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Fig. 3.3 shows the error rate performances of the 2x1 OSTBC systems for 2nd order-

binary PPM using an ML demodulator. The BER of a 2x1 OSTBC using 8PSK is also 

shown for comparison. It is again observed that PPM-OSTBC systems exhibit lower error 

rates than the 8PSK-OSTBC one. Specifically, at an error rate of 10−1, the PPM-OSTBC 

system using ML requires approximately 1dB less power than the 8PSK-OSTBC system. 

Also, as observed in the SISO case, as the polynomial order increases, the error rate 

performance of the PPM-based system degrades when sub-optimal decoders are used for 

demodulation.  

 

 

Fig. 3.2 BER Performance Comparison of SISO Linear-binary PPM, Linear-Binary 
PPM-OSTBC and QPSK-OSTBC 

 

In Fig. 3.4  the comparison between the BER curves for the 3rd order-binary PPM-

OSTBC and the 16PSK-OSTBC systems is presented. From the figure, it is evident that 
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the PPM system outperforms the 16PSK system by more than 2dB at an error rate 

of 10−1. Again, the observed results are a direct consequence of the higher Euclidean 

distances between 3rd order-binary PPM symbols. 

 

Fig. 3.3 BER Performance Comparison of 2nd Order-Binary PPM-OSTBC and 8PSK-
OSTBC 

 

3.4 Conclusions 

In this chapter, a study on the performance of PPM signals in systems with two transmit 

antennas was presented. Through Monte-Carlo simulations, it was demonstrated that such 

systems exhibit an improvement in error rate performance with respect to the single 

antenna case. Using the Alamouti scheme allows for the use of sub-optimal decoding 

algorithms that alleviate the complexity of the system. Nevertheless, it was observed that 

such techniques also lead to increased error rates. In addition to this, just as in the SISO 
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case, the proposed OSTBC systems using PPM signals and ML showed a better error rate 

performance than their PSK counterparts, especially when high transmission rates were 

required. This error rate performance improvement translates into lower energy 

requirements for the mobile device and therefore larger battery life. 

 

Fig. 3.4 BER Performance Comparison of 3rd Order-Binary PPM-OSTBC and 16PSK-
OSTBC 
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CHAPTER 4                         CHAPTER 4 

FULL DIVERSITY QOSTBC FOR PPM SIGNALS 

In Chapter 3, it was shown that increasing the number of transmit antennas might lead to 

a considerable improvement in error rate performance given that the paths from these 

antennas to the receiver are independent. To take advantage of the potential diversity 

gain, Dam et al [9] proposed a space-time module structure for PPM signals. The 

proposed module structure allows for the simple design of real orthogonal space-time 

codes for more than two transmit antennas because the encoding is performed on the 

phase coefficients. Nevertheless, in [9], it is also shown that the error rate performance of 

such structure is worse than conventional modulation formats at high signal-to-noise 

ratios (SNR). The reason behind this decline in performance is that by encoding only the 

phase coefficients, the module structure does not ensure that the transmitted signals 

would in fact provide full transmit diversity. In addition to this, the system in [9] requires 

significant changes from current MIMO systems used for conventional modulation 

formats, which would make system upgrades and/or adaptation more difficult and 

expensive. 

In this chapter, in contrast with [9], we design full-diversity STBC PPM systems for four 

transmit antennas by directly encoding the PPM modulated signal. However, since full 

transmission rate cannot be accomplished with complex orthogonal STBCs when more 

than two transmit antennas are used, the quasi-orthogonal STBC proposed by Jafarkhani 

in [4] is used to encode optimally rotated PPM constellations. Here, we obtain the 

optimal rotation angle for binary PPM signal constellations that guarantee maximum 

diversity. Then, through Monte Carlo simulations, it is shown that rotating the 
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constellation by the optimal angle yields an improved bit error rate (BER) performance 

compared with non-rotated PPM constellations. In these simulations, it is also shown that 

the proposed systems perform better in terms of error rate than conventional systems 

using PSK modulation.   

This chapter is organized as follows. In section 4.1, the system and polynomial phase 

modulation (PPM) signal model are presented. In section 4.2, the Jafarkhani scheme for 

quasi-orthogonal space time codes is described, as well as, its condition for full diversity. 

In section 4.4, the optimal constellations for the proposed modulation format using 

different polynomial phase orders are obtained. Simulation of the error rate performance 

of a QOSTBC using different PPM constellations is presented in section 4.5. Concluding 

remarks are presented in section 4.6.    

4.1 System and Signal Model 

For a system with N transmit and M receive antennas, the received signal 𝑟𝑟𝑘,𝑚 at time 

instant k and antenna m is given by 

 𝑟𝑟𝑘,𝑚 = �ℎ𝑛,𝑚𝐶𝑘,𝑛 + 𝜂𝜂𝑘,𝑚

𝑁

𝑛=1

 (4.1) 

 

where 1 ≤ 𝑘 ≤ 𝑇𝑇 and each coefficient of the 𝑇𝑇 × 𝑁  transmission matrix C is denoted as 

𝐶𝑘,𝑛. The coefficients ℎ𝑛,𝑚 are independent identically distributed (i.i.d) complex 

Gaussian random variables which represent the components of an 𝑁 × 𝑀𝑀 quasi-static flat 

fading wireless channel. Finally, 𝜂𝜂𝑘,𝑚 are the components of a T × M matrix of 

independent samples of a zero mean complex Gaussian random variable. 
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In this chapter, a wireless communications system with four transmit antennas and one 

receive antenna is considered for simplicity; however, the system can be easily extended 

to more than one receive antenna.     

The modulation format used here is known as polynomial phase modulation and the 

modulated signal s(t) for a symbol period 𝑇𝑇0 is 

 𝑠𝑠(𝑑𝑑) = 𝐴𝑒𝑒𝑥𝑝(𝑗𝑗(𝜔𝑐𝑑𝑑 + 𝜑(𝑑𝑑)) (4.2) 

 

where A is the signal amplitude and is assumed to be unity, 0 ≤ 𝑑𝑑 ≤ 𝑇𝑇0, and  

 𝜑(𝑑𝑑) = 𝑎𝑀 �𝑑𝑑 𝑇𝑇0� �
𝑀

+  𝑎𝑀−1 �𝑑𝑑 𝑇𝑇0� �
𝑀−1

+  … + 𝑎1 �𝑑𝑑 𝑇𝑇0� � + 𝑎0  

is the time-varying phase whose phase coefficients are chosen as 𝑎𝑖 ∈ {±𝜋/2}.  

The system block diagram is illustrated in Fig. 4.1. In the diagram, it is shown that the 

input binary stream is mapped onto a sequence of PPM symbols. Each set of four 

symbols (𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3, 𝑠𝑠4) is then transformed by the 𝑇𝑇 × 𝑁 transmission matrix C. At the 

receiver end, the signal is decoded through pair-wise maximum likelihood (ML) 

decoding to recover the original bit stream.  
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Fig. 4.1System Block Diagram 
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4.2 STBC from Quasi-Orthogonal Design 

Since full transmission rate cannot be accomplished with complex orthogonal STBCs 

when more than two transmit antennas are used, the quasi-orthogonal STBC proposed by 

Jafarkhani in [4] is employed.  

As mentioned in chapter 2, for two transmit antennas, Alamouti [3] proposed the 

following full rate orthogonal STBC for complex signal constellations. 

 𝑮(𝑠𝑠1, 𝑠𝑠2) = �
𝑠𝑠1 𝑠𝑠2
−𝑠𝑠2∗ 𝑠𝑠1∗

� (4.3) 

 

Then, for four transmit antennas Jafarkhani expanded the Alamouti scheme to 

 𝑪 = �
𝑮(𝑠𝑠1, 𝑠𝑠2) 𝑮(𝑠𝑠3, 𝑠𝑠4)
−𝑮∗(𝑠𝑠3, 𝑠𝑠4) 𝑮∗(𝑠𝑠1, 𝑠𝑠2)� (4.4) 

 

From (4.3) and (4.4), it follows that 

 𝑪 = �

    𝑠𝑠1   𝑠𝑠2    𝑠𝑠3 𝑠𝑠4
−𝑠𝑠2∗   𝑠𝑠1∗ −𝑠𝑠4∗ 𝑠𝑠3∗

−𝑠𝑠3∗ −𝑠𝑠4∗    𝑠𝑠1∗ 𝑠𝑠2∗
   𝑠𝑠4 −𝑠𝑠3  −𝑠𝑠2 𝑠𝑠1

� (4.5) 

 

The block code shown in equation (4.5) clearly achieves full rate as one symbol is 

transmitted per time interval. Nevertheleson of the code orthogonality requirement, 

decoding complexity increases with respect to that of orthogonal codes because only 

pairwise decoding is possible. That is, based on ML decoding, the transmitted symbols 

can be estimated as the symbols that minimize the decision metrics 𝑓14(𝑠𝑠1, 𝑠𝑠4) and 

𝑓23(𝑠𝑠2, 𝑠𝑠3) over all pairs of symbols as [12]: 
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𝑓14(𝑠𝑠1, 𝑠𝑠4) = (|𝑠𝑠1|2 + |𝑠𝑠4|2)��|ℎ𝑛|2
4

𝑛=1

�

+ 2ℜ{(−ℎ1𝑟𝑟1∗ − ℎ2∗𝑟𝑟2 − ℎ3∗𝑟𝑟3 − ℎ4𝑟𝑟4∗)𝑠𝑠1

+ (−ℎ4𝑟𝑟1∗ + ℎ3∗𝑟𝑟2 + ℎ2∗𝑟𝑟3 − ℎ1𝑟𝑟4∗)𝑠𝑠4}

+ 4ℜ{ℎ1ℎ4∗ − ℎ2∗ℎ3}ℜ{𝑠𝑠1𝑠𝑠4∗} 

 

(4.6) 

and 

 

𝑓23(𝑠𝑠2, 𝑠𝑠3) = (|𝑠𝑠2|2 + |𝑠𝑠3|2)��|ℎ𝑛|2
4

𝑛=1

�

+ 2ℜ{(−ℎ2𝑟𝑟1∗ + ℎ1∗𝑟𝑟2 − ℎ4∗𝑟𝑟3 + ℎ3𝑟𝑟4∗)𝑠𝑠2

+ (−ℎ3𝑟𝑟1∗ − ℎ4∗𝑟𝑟2 + ℎ1∗𝑟𝑟3 + ℎ2𝑟𝑟4∗)𝑠𝑠3}

+ 4ℜ{ℎ2ℎ3∗ − ℎ1∗ℎ4}ℜ{𝑠𝑠2𝑠𝑠3∗} 

(4.7) 

 
4.3 Constellation Rotation for Full Diversity QOSTBC Systems 

Assuming an ML decoder is being used, for a pair of transmitted codewords 

 𝑪 = 𝑪(𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3, 𝑠𝑠4)  and  𝑪′ = 𝑪(𝑠𝑠1′ , 𝑠𝑠2′ , 𝑠𝑠3′ , 𝑠𝑠4′ ), (4.8) 

 

the upper bound of the probability of wrongfully decoding a transmitted word 𝑪 as 𝑪′, 

known as the pairwise error probability (PEP), for one receive antenna is [20] 

 

 𝑃(𝑪 → 𝑪′) ≤
4𝑟

(∏ 𝜆𝑛𝑟
𝑛=1 )𝛾𝑟

 (4.9) 
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where 𝛾 is the received SNR and 𝑟𝑟 is the rank of the difference matrix 𝑫𝑫(𝑪,𝑪′) =

(𝑪′ − 𝑪). Also the parameters 𝜆𝑛  represent the eigenvalues of the matrix 𝑨(𝑪,𝑪′) =

𝑫𝑫(𝑪,𝑪′)𝐻𝑫𝑫(𝑪,𝑪′) where and 𝑫𝑫(∙)𝐻 is the Hermitian of 𝑫𝑫(∙). 

From equation (4.9), it can be seen that in order to reduce the pairwise error probability 

one should design space–time codes to ensure that the rank of the difference matrix and 

the minimum value of the product ∏ 𝜆𝑛𝑟
𝑛=1  over all possible codeword pairs are as large 

as possible. These two conditions are known as the diversity and the product criterion, 

respectively [20]. Notice that the diversity criterion is also equivalent to ensuring that the 

coding gain distance (CGD) defined as  

 𝐶𝐺𝐷 = 𝑑𝑑𝑒𝑒𝑑𝑑[𝑫𝑫(𝑪,𝑪′)𝐻𝑫𝑫(𝑪,𝑪′)] (4.10) 

 

is non-zero for any possible pair of distinct codewords.  

For the quasi-orthogonal STBC in (4.5), this condition cannot be met when all symbols in 

each codeword are chosen from the same constellation; therefore full diversity cannot be 

attained. So in addition to receiver complexity, the resulting lower diversity is another 

important limitation of QOSTBCs. This ultimately causes a decrease in BER 

performance at high SNRs compared to orthogonal STBCs. In order to achieve full 

diversity it is necessary to ensure the CGD in equation (4.10) is not zero; therefore, a way 

to address this issue is to choose symbols 𝑠𝑠1and 𝑠𝑠2 from the regular constellation and 𝑠𝑠3 

and 𝑠𝑠4 from a different one. It has been proven in [5] and [12] that this simple scheme 

guarantees the system is full-diversity; however, in order to truly take advantage of the 

multiple transmit antennas, the product criterion must also be met. Consequently, if 

matrix 𝑨(𝑪,𝑪′) is full rank, then the product criterion is satisfied if the second 
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constellation is chosen such that the minimum CGD is maximized. For a signal 

constellation 𝒜, this optimization problem is described in [12] as 

 𝐶𝐺𝐷𝑚𝑖𝑛(𝜙(𝑑𝑑)) = max
(𝑠1,𝑠̃3)≠�𝑠1′ ,𝑠̃3′ �

��𝑠𝑠1 − 𝑠𝑠1′ �
2
− (𝑠̃𝑠3 − 𝑠̃𝑠3′ )2�

4
 (4.11) 

 

where  s1 ∈  𝒜 and  s3� ∈  ej∅(t)𝒜. 

If  𝑑𝑑𝑚𝑖𝑛 = min (�𝑠𝑠1 − 𝑠𝑠1′ �), then the upper bound of the minimum CGD can be expressed 

as [12] 

 𝐶𝐺𝐷𝑚𝑖𝑛(𝜙(𝑑𝑑))  ≤  𝑑𝑑𝑚𝑖𝑛8  (4.12) 

 

That is, if a modulation type has a 𝐶𝐺𝐷𝑚𝑖𝑛 equal to 𝑑𝑑𝑚𝑖𝑛8 , it is said that this modulation 

format has achieved the maximum minimum CGD possible. Thus, the rotation angle at 

which this happens is considered to be the optimum rotation angle in terms of providing 

the highest minimum CGD possible.  

4.4 Optimal PPM Constellations 

As mentioned in the previous section, full diversity can be achieved if symbols 𝑠𝑠3� and 𝑠𝑠4�  

are chosen from a constellation rotated with respect to the one used for symbols 𝑠𝑠1 and 

𝑠𝑠2. The optimization problem is thus, to select the proper rotation angle function, ∅(𝑑𝑑), 

that maximizes the minimum CGD defined in equation (4.11). 

For the case of linear binary polynomial phase modulation, where the phase coefficients 

are chosen from 𝑎𝑖 ∈ {±𝜋/2}, the rotation angle function considered is of the form  

 ∅(𝑑𝑑) = ∅1 �
𝑑𝑑
𝑇𝑇0
� + ∅0 (4.13) 
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where ∅1and ∅0 are the rotation angles for the first-order and constant phase coefficients 

respectively and can be chosen from the range 0 ≤ ∅𝑖 ≤ 𝜋/2. Based on this, the surface 

plot of the minimum CGD for linear-binary PPM using different rotation angles was 

generated and it is shown in Fig. 4.2. In this figure, it can be seen that the rotation angle 

function that maximizes the minimum CGD is not unique. In fact, as long as the rotation 

angle for the constant phase coefficient is approximately higher than π/6, the system 

achieves the upper bound of the CGDmin, shown in equation (4.12), regardless of the value 

of ∅1. Therefore, it is only necessary to appropriately choose the value of ∅0. 

 

Fig. 4.2 𝐶𝐺𝐷𝑚𝑖𝑛(𝜙(𝑑𝑑)) for Rotations on the Constant and First-Order Coefficients 

 

In order to have a better idea of what rotation angle yields the best error rate performance 

and thus the most energy efficient system, based on the cost functions in equations (4.6) 

and (4.7), a new metric known as channel interference coefficient (CIC) is introduced. 

The CIC is the coefficient that multiplies the channel components in the fourth term to 
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the right of equations (4.6) and (4.7). Namely, 𝐶𝐼𝐶 =  |ℜ{𝑠𝑠1𝑠̃𝑠4∗}| =  |ℜ{𝑠𝑠2𝑠̃𝑠3∗}| for 𝑠𝑠1, 

𝑠𝑠2  ∈ 𝒜 and 𝑠̃𝑠3, 𝑠̃𝑠4  ∈ 𝑒𝑒𝑗𝜙𝒜. It can be observed that as the value of this factor increases, 

the effect of the channel interference on the cost functions, (4.6) and (4.7), grows, leading 

to an increase in error rate. This means that this parameter has a direct effect on the 

transmitted sequence estimation process; therefore, one should choose the rotation angle 

so that the maximum CIC is minimized over all possible symbol pairs 𝑠𝑠1, 𝑠̃𝑠4. That is, one 

should find the angle, 𝜙, that minimizes  

 

 𝐶𝐼𝐶𝑚𝑎𝑥(𝜙) =  min
𝑠1,𝑠̃4

(|ℜ{𝑠𝑠1𝑠̃𝑠4∗}|).  (4.14) 

 

In Fig. 4.3, the plots for the maximum CGDmin and the minimum CICmax are shown for 

different rotation angles for a QOSTBC system using a linear-binary PPM. Notice that 

the figure is only shown for the case when the rotation is applied to 𝑎0. From the figure, 

it is clear that the value that optimizes both metrics is ∅ = ∅0 = 1. 

Let us now consider the case in which the constellation consists of 2nd order-binary PPM 

signals where, again, the phase coefficients are selected from 𝑎𝑖 ∈ {±𝜋/2}. Just as in the 

case of the linear-binary PPM, we optimize (4.11) and (4.14) numerically for the case 

where the rotation is applied to the constant phase coefficient. Based on the resulting 

curves for the maximum CGDmin and the minimum CICmax, it can be seen that the optimal 

rotation angle is ∅ = ∅0 = 1.4. 

Finally, the optimal rotation angle for 3rdorder-binary PPM was obtained using the same 

numerical procedure described for the previous lower order PPM signals.  Fig. 4.5 shows 

the curves for the maximum 𝐶𝐺𝐷𝑚𝑖𝑛 and the minimum 𝐶𝐼𝐶𝑚𝑎𝑥 as functions of the 
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rotation angle ϕ. In the 𝐶𝐺𝐷𝑚𝑖𝑛 curve one can observe a global maximum at 

approximately 0.6 and a local maximum at 𝜋/2. The 𝐶𝐼𝐶𝑚𝑎𝑥 curve, on the other hand, 

has only a global minimum at 𝜋/2. Since the peaks of the 𝐶𝐺𝐷𝑚𝑖𝑛 curve are relatively 

close in magnitude, the rotation angle that provides the best possible error rate 

performance is 𝜋/2 as it yields a significantly lower 𝐶𝐼𝐶𝑚𝑎𝑥 than 0.6. It must be 

observed, however, that the improvement in error rate performance for this order of 

modulation is not as significant as in the lower order cases, especially at low SNRs. The 

reason behind this is that even at the optimal rotation angle, the minimum CGD is not 

significantly larger than for all other rotation angles.       

   

 

Fig. 4.3 𝐶𝐺𝐷𝑚𝑖𝑛 and 𝐶𝐼𝐶𝑚𝑎𝑥 vs. Rotation Angle for Linear-binary PPM 
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Fig. 4.4 𝐶𝐺𝐷𝑚𝑖𝑛 and 𝐶𝐼𝐶𝑚𝑎𝑥vs. Rotation Angle for 2nd Order-Binary PPM 

 

Fig. 4.5  𝐶𝐺𝐷𝑚𝑖𝑛and 𝐶𝐼𝐶𝑚𝑎𝑥vs. Rotation Angle for 3nd Order-Binary PPM 
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The results for the above PPM signal formats are summarized on Table 4.1 and compared 

to M-ary PSK constellations with similar spectral efficiency.  At this point, it is important 

to note that the minimum coding gain distance comparison in Table 4.1 is just to show 

that, when rotated by the optimal angle, PPM signals achieve a 𝐶𝐺𝐷𝑚𝑖𝑛 close to the 

upper bound given by 𝑑𝑑𝑚𝑖𝑛8 , which is not the case for PSK signals. However, this is not 

an absolute measure of the system’s BER performance since it only takes into 

consideration the coding gain distance among the closest codeword pairs. In order to 

properly evaluate the error probability, one should take into account the CGD among all 

possible codeword pairs. As a way of validating these results, in the following section, 

we evaluate the error rates for QOSTBCs using linear, 2nd, and 3rd order binary PPM 

signals through Monte Carlo simulations and compare them to those using M-ary PSK 

constellations. 

 

Table 4.1Comparison of CGDmin and CICmax values for PPM and PSK Constellations 

 Linear 

PPM 

QPSK 2nd Order 

PPM 

8PSK 3rd Order 

PPM 

16PSK 

𝛟 1 𝜋/4 1.4 𝜋/8 𝜋/2 𝜋/16 

CGDmin 16 16 0.0100 0.0404   6.20e-5 1.24e-5 

𝒅𝒎𝒊𝒏𝟖  16 16 0.0100 0.1178   7.39e-5 5.37e-4 

CICmax 0.5403 0.7071 0.6287 0.9239 0.6655 0.9808 
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4.5 Simulation Results and Discussion 

In the following Monte Carlo simulations, the BER performance of PPM using the 

Jafarkhani [4] QOSTBC for systems with four antennas at the transmitter and one 

antenna at the receiver was studied. For these simulations, we used systems with Gray 

encoded linear, 2nd, and 3rd order-binary PPM constellations. We also assumed that the 

coefficients of the Rayleigh flat fading channel were constant during one block of code 

transmission and were perfectly known at the receiver. 

 

 

Fig. 4.6 BER Performance of Linear-Binary PPM with QOSTBC for Different Rotation 
Angles 
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Fig. 4.7 BER Performance for QOSTBC using Linear- Binary PPM and QPSK 

 
In Fig. 4.6, the error rate for a QOSTBC system with a linear binary PPM constellation 

using different rotation angles is shown. There, it can be seen that the systems with 

rotation angles of 𝜋/2  and 1 display a higher diversity order than for any other rotation 

angle. Specifically, we can notice that the system using the non-rotated constellation has 

the highest BER for high values of signal-to-noise ratio (SNR). Also, observe that even 

though 𝜙 =  0.6 yields the maximum CGDmin, the BER is higher than for 𝜙 =  𝜋/2 

because at 0.6 the system doesn’t achieve the minimum CICmax, as shown in Fig. 4.3. 

This is evidence of the need for optimizing both metrics, CICmax and CGDmin, in order to 

obtain the best BER performance. Next, in Fig. 4.7, the performance of the proposed full 
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QPSK and, as shown in the figure, the proposed system clearly outperforms the system 

using QPSK in terms of their error rate performance. We can see that at an error rate of 

10-4, the SNR gap between both modulation schemes is about 1dB making the linear-

binary PPM system a more power efficient alternative than the QOSTBC using QPSK. 

Notice that even though both systems achieve the same minimum CGD, the scheme with 

the linear-binary PPM signals achieves a lower CICmax over all other codeword pairs. 

From the figure, it can be observed that this ultimately yields a better error rate 

performance. 

The simulated BER performance of 2nd order-binary PPM for different rotation angles is 

presented in  Fig. 4.8. As expected from the discussion in the previous section, the 

rotation angles 1.4 and 𝜋/2, yield the highest minimum CGD and the lowest maximum 

CIC and thus, the lowest error rate. The proposed full diversity PPM-QOSTBC scheme 

was then compared with one employing an optimally rotated 8PSK constellation. Again, 

it can be observed that at an error rate of 10-2, the system using 8PSK requires 

approximately 1dB more power than the proposed PPM system. However, as the SNR 

increases the BER gap between both systems decreases because the PSK-based system 

has a higher CGDmin than the one of the PPM system as shown in Table 4.1. 

Fig. 4.10 shows the BER curves for QOSTBC systems using 3rd order-binary PPM with 

different rotation angles. From the figure, however, it is difficult to distinguish which 

rotation angle yields the best error rate performance. For this reason the error rates for 

different rotation angles are also summarized in Table 4.2. It can be seen that for a 

rotation angle 𝜙 =  𝜋/2 the QOSTBC system achieves the best BER performance as the 

error rate is lower than for any other angle at a specific SNR; thus, a more power efficient 
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system is obtained. In consequence, based on this and the previous results for lower order 

binary PPM signals, where the phase coefficients are chosen from 𝑎𝑖 ∈ {±𝜋/2}, it can be 

conjectured that, for any polynomial order, PPM signals of this family a convenient 

rotation angle is 𝜙 =  𝜋/2. 

 

 

 Fig. 4.8 BER Performance for QOSTBC using 2nd Order-Binary PPM for Different 
Rotation Angles 

 

 

Lastly, in Fig. 4.11 the performance of a full diversity 3rd order-binary PPM QOSTBC 

system is compared to that of a similar system using 16PSK. At an error rate of 10−2, the 

PPM system requires approximately 2dB less power than the PSK based system.    
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Fig. 4.9 BER Performance for QOSTBC using Full Diversity 8PSK and 2nd Order-Binary 
PPM 

 

 
Fig. 4.10 BER Performance for QOSTBC using 3rd Order-Binary PPM for Different 

Rotation Angles 
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Table 4.2 BER Performance for QOSTBC using 3rd Order Binary-PPM for Different 

Rotation Angles 

 BER for 3rd Order Binary-PPM  

SNR 𝜙 = 𝜋/2 𝜙 = 0.6 𝜙 = 𝜋/8 𝜙 = 0 

0 3.390E-01 3.417E-01 3.442E-01 3.439E-01 

3 2.636E-01 2.672E-01 2.724E-01 2.732E-01 

6 1.788E-01 1.828E-01 1.894E-01 1.913E-01 

9 1.026E-01 1.053E-01 1.129E-01 1.146E-01 

12 5.159E-02 5.324E-02 5.857E-02 5.932E-02 

15 2.350E-02 2.446E-02 2.647E-02 2.721E-02 

18 9.582E-03 9.760E-03 1.035E-02 1.070E-02 

21 2.844E-03 2.990E-03 3.142E-03 3.399E-03 

24 6.525E-04 6.575E-04 7.300E-04 7.717E-04 

 
 

 
Fig. 4.11 BER Performance for QOSTBC using Full Diversity 16PSK and 3rd Order-

Binary PPM 
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4.6 Conclusions 

In this chapter, it was proposed to make use of PPM modulated signals and QOSTBCs 

with the aim of improving the BER performance and thus, the power efficiency of 

multiple antenna systems where four antennas are used at the transmitter end. However, 

in order to take advantage of the multi-path characteristics of the channel, full-diversity 

must be ensured. Also, it was noted that the highest diversity order can only be achieved 

by selecting half of the symbols from an optimally rotated constellation. Therefore, the 

optimal rotation angles for binary linear and quadratic PPM were obtained by 

maximizing the system’s CGDmin and maximizing the CICmax. Here, we found that binary 

PPM signals of any order achieve close to optimal performance when the rotation angle is 

π/2. Then, through Monte Carlo simulations it was shown that by using the optimal 

rotation angle, high diversity order and thus an improved BER performance at high SNRs 

can be attained. In these simulations it was demonstrated that the best BER performance 

for the PPM-QOSTBC systems is obtained using the proposed selection criteria for the 

rotation angle based on the CGDmin and CICmax. In addition, it was demonstrated that the 

proposed full diversity PPM-QOSTBC systems outperform systems using conventional 

PSK constellations in terms of their error rate, especially at low SNR. 
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CHAPTER 5                         CHAPTER 5 

SYMBOL-WISE DECODING FOR QOSTBC ENCODED PPM SIGNALS 

The increase in antennas at the transmitter can bring significant improvements in error 

rate performance if the channels from each antenna are uncorrelated. However, for 

systems using complex constellations and more than two transmit antennas this also 

implies an increase in decoding complexity when an optimal maximum likelihood 

decoder is used. This is because in such cases only pairwise decoding is possible. The 

decoding complexity of space-time coded systems for more than two transmit antennas 

can be reduced by using suboptimal decoding techniques such as the quasi-zero forcing 

(ZF) method proposed by Jeong in [15]. Here, the received vector is decoupled to allow 

for symbol-wise decoding. This method effectively leads to lower decoding complexity at 

the expense of a decrease in error rate performance. In [15], however, the decoupling 

matrix was only derived for the ABBA-QOSTBC proposed by Tirkkonen, Boariu, and 

Hottinen and the performance of the system was studied only for conventional 

constellations such as QAM.  

In this chapter, a decoupling matrix for the Jafarkhani code is obtained. The decoupling 

matrix is used to perform symbol-wise decoding on PPM-QOSTBC systems using the 

quasi-ZF method from [15]. Then, through Monte Carlo simulations, we evaluate and 

compare the error rate performance of these systems when a maximum likelihood (ML), 

a sub-optimal maximum likelihood (S-ML), and a high-order ambiguity function (HAF) 

based decoders are used for demodulation.  
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Fig. 5.1. Transmitter and Receiver Model for PPM-QOSTBC using Quasi-ZF 
 

5.1 System Model 

The system under study from now on will be referred to as PPM-QOSTBC and its model 

is shown in Fig. 5.1. The specific QOSTBC employed in this chapter is that proposed by 

Jafarkhani in [4]. Then, given a set of PPM signals described as: 

 𝑠𝑠(𝑑𝑑) =  𝑒𝑒𝑥𝑝(𝑗𝑗(𝜔𝑐𝑑𝑑 + 𝜑(𝑑𝑑)) (5.1) 

for (𝑘 − 1)𝑇𝑇 ≤ 𝑑𝑑 ≤ 𝑘𝑇𝑇 and  𝑘 = {1,2,3,4} (four symbol intervals). The transmission 

matrix is: 

𝑮(𝑠𝑠) =

⎝

⎛

    𝑠𝑠1(𝑑𝑑)   𝑠𝑠2(𝑑𝑑)    𝑠𝑠3(𝑑𝑑) 𝑠𝑠4(𝑑𝑑)
−𝑠𝑠2∗(𝑑𝑑)   𝑠𝑠1∗(𝑑𝑑) −𝑠𝑠4∗(𝑑𝑑) 𝑠𝑠3∗(𝑑𝑑)
−𝑠𝑠3∗(𝑑𝑑) −𝑠𝑠4∗(𝑑𝑑)    𝑠𝑠1∗(𝑑𝑑) 𝑠𝑠2∗(𝑑𝑑)
   𝑠𝑠4(𝑑𝑑) −𝑠𝑠3(𝑑𝑑)  −𝑠𝑠2(𝑑𝑑) 𝑠𝑠1(𝑑𝑑)⎠

⎞ (5.2) 

 

The received signal 𝑟𝑟𝑘 at symbol interval k is then given by 

 

 
𝑟𝑟𝑘(𝑑𝑑) = �𝛼𝛼𝑛𝑒𝑒𝑗𝜃𝑛𝐺(𝑠𝑠)𝑘,𝑛 + 𝜂𝜂𝑘(𝑑𝑑)

4

𝑛=1

 (5.3) 
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As it can be seen from the code in (5.2), four symbols are transmitted in four symbol 

intervals. This indicates that this is in fact a full rate code; however, because the columns 

of matrix G(s) are not orthogonal to each other, only pairwise ML decoding can be 

performed at the receiver. This obviously leads to a higher decoding complexity than that 

of OSTBCs. To address this issue one could use a zero-forcing (ZF) algorithm described 

as [14]: 

 𝒔𝒔� = (𝑯𝑯𝐻𝑯𝑯)−𝟏𝑯𝑯𝐻𝒓𝒓� (5.4) 

This is a suboptimal technique commonly used to enable symbol-wise decoding and 

reduce the complexity of MIMO systems. Nevertheless, this method still involves highly 

complex operations such as the computation of a matrix inverse. Therefore, instead of 

zero-forcing, we apply the quasi-ZF scheme proposed in [15] to the Jafarkhani code.  

For convenience, the channel coefficients are denoted as ℎ𝑛 = 𝛼𝛼𝑛𝑒𝑒𝑗𝜃𝑛  for 1 ≤ 𝑛 ≤ 4. 

Again, it is assumed that these coefficients are constant for one transmission block and 

change independently from one block to the next. Then, to apply the aforementioned 

quasi-ZF method, we take the complex conjugate of the second and third components of 

the received signal in (5.3). After writing the resulting expression in vector notation, we 

obtain     

 𝒓𝒓� = 𝑯𝑯𝒔𝒔 + 𝜼𝜼� (5.5) 

where the transformed received signal vector is given as 𝒓𝒓� =

[𝑟𝑟1(𝑑𝑑), 𝑟𝑟2∗(𝑑𝑑), 𝑟𝑟3∗(𝑑𝑑), 𝑟𝑟4(𝑑𝑑)]𝑇, the transmitted sequence vector is 

𝒔𝒔 = [𝑠𝑠1(𝑑𝑑), 𝑠𝑠2(𝑑𝑑), 𝑠𝑠3(𝑑𝑑), 𝑠𝑠4(𝑑𝑑)]𝑇, 𝜼𝜼� = [𝜂𝜂1(𝑑𝑑), 𝜂𝜂2∗(𝑑𝑑), 𝜂𝜂3∗(𝑑𝑑), 𝜂𝜂4(𝑑𝑑)]𝑇, (∎)𝑇 denotes the 

transpose operation, and 𝑯𝑯 is the channel matrix given by  
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 𝑯𝑯 = �

ℎ1 ℎ2
ℎ2∗ −ℎ1∗

ℎ3 ℎ4
ℎ4∗ −ℎ3∗

ℎ3∗ ℎ4∗
ℎ4 −ℎ3

−ℎ1∗ −ℎ2∗
−ℎ2 ℎ1

� . (5.6) 

Then, 

 

 

 

 

𝑯𝑯𝐻𝑯𝑯 = �

𝛼𝛼   0
0 𝛼𝛼

0 𝛽𝛽
−𝛽𝛽 0

0 −𝛽𝛽
𝛽𝛽 0

𝛼𝛼 0
0 𝛼𝛼

� (5.7) 

where (∎)𝐻 is the complex conjugate transpose, 𝛼𝛼 = |ℎ12| + |ℎ22| + |ℎ32| + |ℎ42|, and 

𝛽𝛽 = 2𝑅𝑒𝑒(ℎ1ℎ4∗ − ℎ2ℎ3∗).  

The product of the transformed received sequence and the Hermitian of the channel 

matrix is given as: 

 𝑯𝑯𝐻𝒓𝒓� = 𝑯𝑯𝐻𝑯𝑯𝒔𝒔 + 𝑯𝑯𝐻𝜼𝜼� (5.8) 

By finding a decoupling matrix D such that the interference components,𝛽𝛽, of the product 

𝑫𝑫𝑯𝑯𝐻𝑯𝑯, are forced to zero, symbol-wise estimation of the transmitted sequences can be 

performed. Based on this and from the Gramian matrix in (5.7), the decoupling matrix D 

for the Jafarkhani scheme is obtained as 

 

 𝑫𝑫 = �

𝛼𝛼   0
0 𝛼𝛼

0 −𝛽𝛽
𝛽𝛽 0

0 𝛽𝛽
−𝛽𝛽 0

𝛼𝛼 0
0 𝛼𝛼

�. (5.9) 

To obtain this matrix all is needed is to multiply the 𝛽𝛽 parameters by -1. Notice that this 

process was also independently described in [23]. Then using (5.5), (5.7), and (5.9), the 

transmitted sequence estimates are given as   
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 𝒔𝒔� =
𝑫𝑫𝑯𝑯𝐻𝒓𝒓�
𝛼𝛼2 − 𝛽𝛽𝟐𝟐

 (5.10) 

where 𝒔𝒔� = [𝑠̃𝑠1(𝑑𝑑), 𝑠̃𝑠2(𝑑𝑑), 𝑠̃𝑠3(𝑑𝑑), 𝑠̃𝑠4(𝑑𝑑)]𝑇.  At this point, we can observe that the signals in 𝒔𝒔� 

are PPM signals embedded in noise and can thus be demodulated through the ML, S-ML 

or HAF algorithms presented in chapter 2. 

5.2 Simulation Results 

In the following Monte Carlo simulations, the BER performance of a 4x1 QOSTBC 

system using quasi- ZF for PPM and PSK modulations of various orders is studied. For 

these simulations it is assumed that the information is transmitted over a quasi-static 

frequency flat Rayleigh fading channel and that the channel state information (CSI) is 

perfectly known at the receiver. In addition to this, Gray bit labeling has been applied to 

the PPM and PSK symbols used in the simulations. In Fig. 5.2, we compare the 

performance of linear-binary PPM-QOSTBC and QPSK-QOSTBC. Here, it can be 

observed that because of the similarity in the Euclidean distances of both modulation 

schemes, the proposed linear-binary PPM system has the same error rate performance as 

the system using QPSK. Furthermore, in the same figure, it is shown that the error rates 

of the linear-binary PPM-QOSTBC systems using S-ML and HAF are almost the same 

and clearly suboptimal when compared to the system using ML. In Fig. 5.3, we also 

consider the error rate performance of 2nd order-binary PPM-QOSTBC system using ML, 

S-ML, and HAF decoding structures and compare them to that of an 8PSK-QOSTBC 

system. The 2nd order binary-PPM-based systems’ performance is clearly better than that 

of the QOSTBC using 8PSK. Moreover, the system using the ML decoder has a lower 

error rate than the PPM-QOSTBC system using HAF as its decoding technique. 
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Fig. 5.2. BER Performance Comparison of Linear-Binary PPM-QOSTBC and QPSK-

QOSTBC using Quasi-ZF 
 

 
Fig. 5.3. BER Performance Comparison of Quadratic-Binary PPM-QOSTBC and 8PSK-

QOSTBC using Quasi-ZF 
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Finally, in Fig. 5.4 the error rate curves for a 3rd order-binary PPM-QOSTBC and a 

16PSK-QOSTBC system are displayed. A lower BER is again clearly observed for the 

PPM-based system. In particular, at a BER of  10−1 the proposed scheme requires 5dB 

less energy to transmit a symbol than its PSK-based counterpart. 

 

 
Fig. 5.4. BER Performance Comparison of 3rd Order-Binary PPM-QOSTBC and 16PSK-

QOSTBC using Quasi-ZF 
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wise decoding, we obtained a decoupling matrix, specifically for the Jafarkhani scheme, 

and applied a quasi zero-forcing technique to eliminate interference between symbols.  

Decoding was again performed using three different methods ML, S-ML, and HAF. We 

compared the proposed systems to QOSTBC systems using PSK constellations, and 

simulation results showed that the proposed QOSTBC systems outperform, in terms of 

BER performance, the zero-forced QOSTBC systems using PSK. The lower error rates 

for PPM-based systems stem from the high order coefficients robustness to the effects of 

fading and the fact that when decoding PPM signals their Euclidean distance between any 

pair of possible symbols, which is in general higher than that of PSK constellations, 

yields a lower probability of error than for PSK-based systems. This shows that the 

proposed systems have potential to be used in power efficient communication systems as 

lower power is required to transmit information at a given error rate. Lastly, it was also 

observed that the PPM systems using ML decoding had a considerable improvement in 

performance when compared to the other systems at the expense of higher complexity. 
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CHAPTER 6                           CHAPTER 6 

CONCLUSIONS AND FUTURE WORK 

In this dissertation, the bit-error-rate (BER) performance of different orders of 

polynomial phase modulated (PPM) signals for single-input single-output (SISO) systems 

were evaluated when three different types of decoders were employed and gray bit 

labelling was applied to the modulated symbols. It was shown that PPM SISO systems 

outperform systems using conventional modulations such as PSK especially at high 

transmission rates.  

Multiple antenna systems using PPM signals were also proposed in order to take 

advantage of their lower error rates. For systems with two transmit antennas, the BER of 

different PPM OSTBC schemes was evaluated and compared to that of PSK OSTBC 

systems. As in the SISO case, different decoder structures for PPM signals were 

evaluated. As expected when an optimum ML decoder is employed, the PPM based 

systems outperformed those using PSK. For systems with four transmit antennas, PPM 

signals were encoded using the Jafarkhani QOSTBC in order to take full advantage of the 

multipath channel. However, to achieve the highest diversity order, a new selection 

criterion known as the maximum channel interference coefficient (CIC) was introduced. 

The optimal rotation angles for different PPM signal orders were obtained by selecting 

the values that would maximize the minimum coding gain distance (CGD) and minimize 

the maximum CIC for each respective system. Using Monte Carlo simulations it was 

shown that the angles obtained through this method provide the best error rate 

performance for the given PPM systems. That is, for a required error rate, the proposed 
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full-diversity PPM QOSTBC systems require less transmission power per symbol than 

full-diversity PSK QOSTBC and PPM QOSTBC systems without full diversity. 

Therefore, the resulting systems were shown to have higher transmission power 

efficiency ultimately leading to larger battery life for mobile wireless devices. 

Lastly, PPM QOSTBC systems using symbol-wise decoding were proposed in order to 

reduce the decoding complexity of a PPM system with four transmit antennas. This 

decrease in system complexity was achieved by using a quasi zero-forcing technique 

along with the Jafarkhani QOSTBC. Contrary to full diversity PPM-QOSTBC systems, 

where only pairwise ML decoding is possible, the resulting systems can be used along 

with simple decoding structures such as S-ML and HAF as they can be applied on a 

symbol by symbol basis. It is important to note that, as shown in the simulation results, 

this reduction in complexity comes at the expense of a lower error rate performance. 

In general, it was demonstrated that PPM-based systems provide an attractive alternative 

to conventional modulation formats in cases such as mobile wireless devices where 

transmit power efficiency is an issue. As future work one might consider the further study 

of the BER performance and the spectral efficiency of the PPM-QOSTBC system. 

Finding a closed form or an approximate invertible expression for these two parameters is 

crucial for the implementation of adaptive rate and power allocation algorithms for 

multiple-input multiple-output systems [17]. In such case, the system’s transmission rate 

and power at each antenna can be adapted based on the channel condition.  

Finally, by setting the constant component of a PPM signal as a storage variable for the 

phase of the previously transmitted signal, a constant envelope PPM can be generated 

[21]. This constant envelope signal can be coupled with a STBC in order to further 
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reduce the system’s peak-to-average power ratio (PAPR). The issue of reducing a 

system’s PAPR is of particular relevance in orthogonal frequency division multiplexing 

(OFDM) systems. High PAPR values increase the amount of quantization errors in the 

analog-to-digital and digital-to-analog conversion processes and, perhaps more 

importantly, increase the system’s sensitivity to the power amplifier nonlinearities [24].   
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