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ABSTRACT OF THE DISSERTATION
STATISTICAL AND MACHINE LEARNING ANALYSIS OF THE HUMAN
BRAIN FUNCTIONAL NETWORK IN A MULTI-SITE RESTING-STATE
FUNCTIONAL MRI DATABASE FRAMEWORK
by
Oswaldo Artiles
Florida International University, 2023
Miami, Florida

Professor Fahad Saeed, Major Professor

The human brain has a complex network structure that is non-random and multi-
scale. It consists of subsystems coupled by a nonlinear dynamic, enabling it to pro-
duce complex responses to various external inputs and self-organize. To understand
the physical structure and specific brain functions, it is essential to comprehend the
connectivity of the hundreds of billions of neurons in the human brain. Functional
connectivity (FC) in modern neuroscience is the statistical temporal dependencies
between neuronal activation events occurring in spatially separated brain regions.
Resting-state functional magnetic resonance imaging (rs-fMRI) is a non-invasive
imaging technique widely used in neuroscience to understand the functional con-
nectivity of the human brain. The studies presented in this dissertation were based
on the models and methods from network neuroscience, which is an active area of
research developed in the last three decades. These methods were used to model and
analyze the functional human brain networks in a multi-site rs-fMRI data frame-

work.
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The contributions made in this dissertation to the study of the functional con-

nectivity of the human brain network are:

1. The GPU-based Sparse Fast Fourier Transform (SFFT) of k-sparse signals;
2. The GPU-based breadth-first search algorithm;
3. The GPU-based betweenness centrality graph metric algorithm;

4. A comprehensive approach to solving the problem of confounding effects in

the machine learning classification models of rs-fMRI multi-site data; and

5. A preliminary assessment of time-varying functional connectivity in a multi-

site data rs-fMRI framework.

We hope that the neuroscience research community will use and improve these
contributions to enhance the discovery of the functions and structure of the human
brain. This will lead to a better understanding of the causes of brain disorders and

the development of useful and effective biomarkers for their diagnosis.
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CHAPTER 1
INTRODUCTION

In this chapter, we present a brief review of human brain functional connectivity,
as well as an introduction to network and computational neuroscience as a gen-
eral framework for the studies presented in this dissertation. We also include a
brief description of the goals and main results of our contributions to network and

computational neuroscience.

1.1 Human Brain Functional Connectivity

The human brain is the most complex physical network which we know. A human
brain is composed of nerve cells, or neurons, elements for processing information and
signaling, and glial cells which are supporting elements. There are about 95 billion
neurons and the same number of nonneuronal cells in the human brain [ACGT09],
connected by approximately 100 trillion synapses, connections through which a neu-
ron receives information from other neurons [VG20], a model first proposed in the
seminal works of Ramon y Cajal [RyC06, yC97].

The human brain has a structure physically organized over three scales of space:
microscopic, mesoscopic, and macroscopic [BWB109, STKO05]. The microscopic
scale is represented by individual neurons and synapses (> 1u m), this scale refers
to properties of the human brain that are only visible with microscopy devices. In
this scale, the reconstruction of networks of individual neurons and synapses requires
the use of invasive techniques over sections of brain tissues [FZB16]. The mesoscale
(~ 0.3—3.3 mm) refers to populations of neurons such as cortical columns, of similar
types, sharing similar properties. In this scale, a combination of microscopy and

macroscopic techniques are combined to understand neuronal connectivity for a large



part of the brain. In the macroscopic scale, the brain is divided into a set of distinct
and coherent regions of interest (ROI), where each ROI has a biological meaning
[Spoll]. In this scale, noninvasive imaging techniques such as magnetic resonance
imaging (MRI) of the entire brain are used to map its structural and functional
connectivity on a range of millimeters to centimeters [FZB16, BS05, BWB*09].

Understanding the connectivity of the hundreds of billions of neurons in the hu-
man brain is essential to knowing its physical structure and the nature of specific
brain functions. In modern neuroscience, there are three important interrelated
concepts of connectivity: structural or anatomic, functional, and effective. The
structural connectivity or connectome [STKO05, Hag05] refers to the set of phys-
ical connections between neuronal elements forming the human brain, mainly at
the macroscopic and mesoscopic scales [STK05, Spoll, CJYT13]. Functional con-
nectivity (FC) is defined as the statistical temporal dependencies between neuronal
activation events occurring in spatially separated brain regions [FFLF93|. Effec-
tive connectivity (EC) is described as the influence of a neuronal system on another
[FFF93]. A detailed review of functional and effective connectivity is given in refer-
ence [Frill].

Resting-state functional magnetic resonance imaging (rs-fMRI) is a non-invasive
imaging technique based on the blood oxygen level of the brain [OLNG90, OMT*93],
widely used in neuroscience to understand the functional connectivity of the human
brain (see Section 5.2.1). At the macroscopic scale, functional connectivity (FC) can
be measured as the statistical correlations between rs-fMRI time series recorded at
different brain regions. In imaging neuroscience, there are two classes of functional
connectivity: Static functional connectivity and time-varying functional connectiv-
ity. Static functional connectivity (sFC) is computed by assuming that functional

connectivity is constant in time. sFC is usually computed within the entire rs-fMRI



scanning session, capturing instantaneous statistical relationships between brain ar-
eas within a scanning session. Time-varying functional connectivity (tvFC) is the
functional connectivity that varies as a function of time. tvFC can be computed
within given segments of the rs-fMRI scanning session, shorter than the entire scan-
ning session, capturing instantaneous statistical relationships between brain areas
within each given segment of the scanning session. The tvFC is therefore a time
sequence of sFC values computed from the rs-fMRI time series in each segment.
tvFC can be used to extract dynamic functional connectivity from the rs-fMRI data
[CG10, HWAT13, ZFC'14, GB14]. In this dissertation, we computed the linear
correlation between the time series for all pairs of nodes of the functional networks,

using the Pearson correlation function (See Section 5.2.2)

1.2 Network and computational neuroscience: a brief intro-
duction

The human brain has been modeled as a complex network with a non-random multi-
scale structure, with subsystems coupled by nonlinear dynamics [BT02], with the
capability of generating complex responses to simultaneous and diverse external
inputs, and with self-organization capabilities.

Network neuroscience [BS17] is an active area of neuroscience research, devel-
oped in the last three decades for the data analysis and modeling of the healthy
and diseased functional and structural human brain networks [BS09, BB11, Spo13,
Spoll, Spol2, BS17]. Network neuroscience emerges from the intersection of the
availability of large and complex neural imaging data recorded from the human
brain, and the development of modern network science, a theoretical and practical

framework for the study of networks [BSV*07].



Computational neuroscience an important branch of computer science, has been
fundamental for the progress of network neuroscience in the last three decades.
Computational neuroscience encompasses a myriad of applications ranging from
statistical techniques for processing and analysis of brain imaging [Fri07, JBB13],
computational modeling of dynamic neural systems [DA05, FD10, Cool0, KAAT18,
KD18, KD20, SSZ23, SJD"23|, graph theoretical analysis of structural and func-
tional brain networks [BS09, PF13, MWBV18, Spol8], and statistical and machine
learning analysis of brain networks for classification and discovery of biomarkers for
brain disorders [FZB15, YKK17, MWBV18].

In network neuroscience, the resting-state functional magnetic resonance imaging
(rs-fMRI) time series are modeled as a functional brain network, which is represented
as a weighted, undirected graph G = (V, E), where V' is the finite set of nodes, repre-
senting brain regions, and E the set of edges, representing the connections between
the brain regions [Spol3]|. The weights of the edges of the functional networks are
equal to the values of the static functional connectivity between the brain regions
(see Section 5.2.2).

The importance of nodes (brain regions) and edges (connections between brain
regions) of the functional networks are usually measured using graph metrics such
as node strength, closeness centrality, node betweenness centrality (BC), eigenvector
centrality (EVC), and clustering coefficient (CC). A node strength is computed as
the sum of the weights of the edges attached to the node. The closeness centrality of a
node is equal to the inverse of the average shortest path distance to the node. A node
betweenness centrality (BC) measures the proportion of shortest paths between all
pairs of nodes in the graph that passes through the node. The eigenvector centrality
of a node in a graph is a measure of the centrality of its neighbors, which is formally

defined as the corresponding element of the leading eigenvector of the adjacency



matrix representing the graph. The clustering coefficient (CC) of a node is the
proportion of closed triangles that are attached to the node, relative to the total
number of closed triangles that are possible between the neighbors of the node.
These local topological graph measures have been applied to the detection of hubs,
highly and very important brain regions, in the human brain network [SHKO07], as

well as in the dynamic functional network of the human brain at rest [KEFK*17].

1.3 Contributions to Network and Computational Neuro-
science

In this dissertation, we present two groups of contributions to network and com-
putational neuroscience applied to the study of the functional connectivity of the
human brain network.

Our first group of contributions is the design and development of GPU-based
high-performance algorithms to compute: 1) the Sparse Fast Fourier Transform
(SFFT) of k-sparse signals [AS19]; 2) the breadth-first search algorithm [AS21d];
and 3) the betweenness centrality graph metric [AS21c|, all of which can be used
for the analysis of large structural and functional brain networks.

Our second group of contributions, applicable to the statistical and machine
learning analysis of human brain functional networks in a multi-site resting-state
functional MRI database framework, are: 1) A comprehensive approach to the
solution of the problem of confounding effects over the machine learning classifi-
cation models of rs-fMRI multi-site data [AS21b, AAMS23|, and 2) a preliminary
assessment of time-varying functional connectivity in a multi-site data rs-fMRI data

framework. In the following sections, we summarize our contributions.



1.3.1 High-performance Algorithms

GPU-SFFT: A GPU Based Algorithm to Compute the Sparse Fast Fourier
Transform (SFFT) of k-sparse Signals (Chapter 2)

The Sparse Fast Fourier Transform (MIT-SFFT) is a sequential algorithm developed
to compute the discrete Fourier transform of a signal with a sublinear time com-
plexity, i.e., algorithms with runtime complexity proportional to the sparsity level k,
where k is the number of non-zero coefficients of the signal in the frequency domain.
In this dissertation, we proposed a highly scalable and parallel high-performance
CPU-GPU algorithm called GPU-SFFT for computing the SFFT of k-sparse sig-
nals.

Our experiments showed that the specific optimizations applied to the design of
GPU-SFFT resulted in large decreases in the execution times needed for comput-
ing the SFFT. The comparison of the execution times of the GPU-SFFT with the
execution times of the sequential MIT-SFF'T algorithm showed that the speedup ob-
tained with the GPU-SFF'T was up to 38x when the times for data transfer between
the CPU and the GPU were not considered, and up to 22x when these times were
included. Moreover, up to 5x speedup was obtained when the execution times of
the GPU-SFFT were compared to the corresponding times of cuFFT, the NVIDIA
CUDA Fast Fourier Transform (FFT) library.

TurboBFS: A GPU Based Breadth-first Search (BFS) Algorithms (Chap-

ter 3)

TurboBFS is a GPU based linear-algebraic formulation and implementation of the
well-known Breadth-First Search (BFS) algorithm, that exhibits excellent scalability

on unweighted, undirected, or directed sparse graphs of arbitrary structure.



Our experimental results demonstrated that our TurboBFS algorithms obtained
up to 40 GTEPs (billions of transverse edges per second), and were on average
15.7x, 5.8x, and 1.8x faster than the other state-of-the-art BFS algorithms imple-

mented on the sequential SuiteSparse:GraphBLAS, and GPU-based GraphBLAST,

and gunrock libraries, respectively.

TurboBC: A GPU Based Betweenness Centrality Algorithms (Chapter
4)

TurboBC is, as far as we know, the first GPU-based linear-algebraic formulation
and implementation of a set of memory-efficient betweenness centrality algorithms
that exhibits good performance and high scalability on unweighted, undirected, or
directed sparse graphs of arbitrary structure.

Our extensive set of experiments showed that the TurboBC algorithms obtained
more than 18 GTEPs (billions of transverse edges per second), and an average
speedup of 31.9x over the sequential version of the BC algorithm, and were on
average 1.7x and 2.2x faster than the state-of-the-art BC algorithms implemented
on the high performance, GPU-based, gunrock [WDP*16], and CPU-based, ligra
[SB13] libraries, respectively. These experiments also showed that by minimizing
their memory footprint, the GPU memory usage of of the gunrock library was higher
than the memory usage of the TurboBC algorithms, allowing these algorithms to
compute the BC of relatively big graphs, for which the gunrock algorithms ran out
of memory. Our experiments also demonstrated that the performance obtained by
the TurboBC algorithms, measured as MTEPs, as a function of the GPU memory
bandwidth, were much greater than those obtained by the BC algorithms in the
gunrock library, showing that the GPU memory was used more efficiently by the
TurboBC algorithms.



1.3.2 Statistical Analysis of Human Brain Functional Net-

works

The preprocessed rs-fMRI data used in the studies presented in this Section was ob-
tained from the international imaging sites publicly available in the ABIDE database

[CBC*13, DMYL*14, DMOC™*17].

A comprehensive approach to the solution of the problem of confounding
effects over the machine learning classification models of rs-fMRI multi-

site data (Chapter 5)

One main challenge for the neuroscience research community using rs-fMRI multi-
site databases is the existence of confounding effects, associated with variables result-
ing from imaging and population heterogeneity among different sites. Several studies
have shown that these confounding factors affect the performance of the machine
learning models when executed on rs-fMRI multi-site data [PBM15, KFMBT16,
AMDM™17]. One main effect is the increase in variability, as well as the imposition
of upper limits on the classification scores, due to the decrease of statistical power
of the machine learning classification of patients and control subjects.

As a solution to this challenge, we proposed a comprehensive approach to improv-
ing the classification scores of the machine learning models applied to the analysis
of multi-site rs-fMRI data by i) identifying the population and imaging variables
producing the confounding effects, and ii) controlling these confounding effects to
maximize the classification scores. For this study, we computed functional networks
derived from static functional connectivity.

The main results obtained with our proposed models and methods were an ac-

curacy of 76.4 %, sensitivity of 82.9 %, and specificity of 77.0 %, which are 8.8 %,



20.5 %, and 7.5 % above the baseline classification scores obtained from the machine
learning analysis of the static functional connectivity computed from the ABIDE
rs-fMRI multi-site data. These experimental results demonstrated the effectiveness
of our proposed approach to quantify the confounding effects of the phenotypic and
imaging variables, as well to maximize the classification scores which were obtained

with the proposed statistical models and methods.

Assessment of Time-Varying Functional Connectivity in a Multi-site rs-

fMRI Data Framework (Chapter 6)

Considering that the human brain is a complex non-linear dynamic system [BT02],
the assumption of static functional connectivity is an important limitation to ad-
vancing our knowledge of the dynamic functional brain. Considering this limitation,
recent research has evolved to use the concept of time-varying functional connec-
tivity (tvFC), i.e., functional connectivity, measured as the statistical correlations
between rs-fMRI time series recorded at different brain regions, that vary as a func-
tion of time.

In this preliminary study, we used functional networks with the nodes represent-
ing brain regions. The rs-fMRI time series of each brain region was segmented using
a sliding time-window technique, and then the time-varying functional connectivity
(tvFC) was obtained as a time-sequence of static functional connectivity (sFC) val-
ues computed for each segment. We performed statistical tests on the tvFC for each
ABIDE subject, to prove the claim that the time-variability of each tvFC represents
non-linear dynamics of the functional brain.

To prove the null hypothesis Hy, i.e., the claim that the variability of tvFC
is due to measurement noise, we needed to obtain the test statistics of the null

distribution to verify whether the test statistics of the tvFC, obtained from the rs-



fMRI time series, are outside the test statistics of the null distribution. Since the
amount of the ABIDE rs-fMRI data is very limited to compute the test statistics of
the null distribution, a solution is to generate this distribution from surrogate data
[TELT92].

The goal of this preliminary study was the assessment of the effects of the width
in seconds of the time windows, the filtering and global signal regression, and the
head motion over the non-linear dynamics of the functional brain network contained
in the tvFC values obtained from the ABIDE rs-fMRI data.

Our experimental results showed that the two greatest number of subjects for
which the null hypothesis Hy was rejected, were obtained for the no-filtering strate-
gies (nofilt-global and nofilt-noglobal) of the CPAC pipeline, respectively. We also
showed that due to the greater cutoff frequencies corresponding to time windows
with a width size of 50 seconds compared to the frequencies obtained for a width
size of 100 seconds, the maximum number of subjects rejecting Hy was 801 sub-
jects for a width size of 50 seconds (91 % of all ABIDE subjects in Table 6.1), 35
% greater than the 594 subjects obtained for a width size of 100 seconds. These
maximum results were obtained for the nofilt-global strategy of the CPAC pipeline.
Furthermore, these results also allowed us to conclude that for these maximum num-
bers, the null hypothesis Hy, i.e., the claim that the variability of tvFC is due to
measurement noise, was rejected with a P-value of 0.1, and, therefore there is suffi-
cient evidence, at a P-value of 0.1, to support the claim that the variability of tvFC
represents non-linear dynamics of the functional connectivity (DFC) of the brain.
Finally, we concluded that the effect of the head motion over the non-linear dynam-
ics of the functional brain network contained in the tvFC values had an upper bound
determined by the percentages of FD greater than 0.2 mm. This upper bound, for

example, was less than 12 % for about 80 % of the subjects rejecting H0, hence, for
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these subjects, a high percentage of the variability of the tvFC values represented
the non-linear dynamics of the functional brain network, with the corresponding
levels of significance determined by the P-values.

We hope that the contributions of this dissertation will be used and improved
by the neuroscience research community, to enhance the discovery of the functions
and structure of the human brain, and the understanding of the causes of brain
disorders, as well as to define useful and effective biomarkers for the diagnosis of

these disorders.
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CHAPTER 2
GPU-SFFT:A GPU-BASED ALGORITHM FOR COMPUTING
THE SPARSE FAST FOURIER TRANSFORM (SFFT) OF K-SPARSE
SIGNALS

In this chapter, we present a highly scalable GPU-based high-performance algorithm,
called GPU-SFFT, for computing the Sparse Fast Fourier Transform (SFFT) of k-

sparse signals [AS19)].

2.1 Introduction

The Discrete Fourier Transform (DFT) is one of the most important algorithms
for the analysis of the spectral representation of signals in engineering and science,
with a wide range of applications from astronomy to medical imaging, and from
seismology to cryptography. The DFT algorithm computes the Fourier transform
of a discrete signal of size n with a time complexity of O(n?). This time complexity
results in unacceptable performance for processing the big data sets characteristic
of modern applications. The Fast Fourier Transform (FFT) is the fastest and most
widely used algorithm to process the DFT of a signal of size n with a time complexity
of O(n log n)[DL42, CT65, CLW67, DS00]. However, the FFT algorithm may be
too slow to process the DF'T of terabyte signals, even when these signals are sparse
in the frequency domain, i.e. with only k frequency coefficients different than zero,
where k& << n. Moreover, in many applications, it is sometimes hard to obtain
enough data to compute the DFT with the desired accuracy [Has18].

The suboptimal performance of the FFT algorithm to compute the DFT of
k-sparse signals, and the existence of an important set of domains(video, audio,

medical imaging, spectroscopy, GPS, seismic data) with signals that are sparse in
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the frequency domain, motivated the development of sub-linear algorithms, i.e. al-
gorithms with runtime complexity proportional to the level of sparsity, which use
only a subset of this data to compute the frequency coefficients which are significant
[GGIT02, GMS05, GI10]. The Sparse Fast Fourier Transform (SFFT) algorithm
developed at MIT (MIT-SFFT) [Has18] are sub-linear algorithms that by exploit-
ing the inherent sparsity of natural signals, are faster than the FFT algorithms for
k-sparse data. The MIT-SFFT algorithm implements a solution to the problem of
computing the DFT, &(f), of a signal, z(t), of size n, with only k non-zero frequency
coefficients, the other n — k coefficients are zero. For general signals, the MIT-SFF'T
computes an approximation Z'(f) of #(f). The time complexity of the version 2.0
of the MIT-SFFT algorithm is O(log n{’/m) with a sparsity level range of
O(n/+/log n), i.e. the algorithm is faster than FFT up to O(n/log n) [Has18].

Our GPU-based Sparse Fast Fourier Transform (GPU-SFFT) is a GPU-based
high-performance parallel algorithm that implements the parallel version of the
functionality corresponding to the stages shown in Figure 2.1 for the MIT-SFFT
sequential algorithm. GPU-SFFT algorithm is based on carefully designed parallel
computing optimization that considers the structure of the MIT-SFFT algorithm as
well as CPU-GPU architectures.

The first optimization was to unroll the for loops in the sequential MIT-SSFT to
increase the parallelism by maximizing the number of concurrent threads executing
independent instructions, as well as ensuring coalesced global memory access by
the threads in each warp. The second one was to minimize the transfer of data
between the CPU and the GPU, by transferring only input data from the CPU to
the GPU, and only output results from the GPU to the CPU, and performing all the
computations on the GPU side. The third optimization was to replace the sequential

sort algorithms in the MIT-SFFT with the high-performance sorting algorithms
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available in the Thrust library for CUDA [BH12], as well as to compute the reduced
size FF'Ts of the algorithm with cuFFT, the NVIDIA CUDA Fast Fourier Transform
(FFT) library [NVI].

2.2 Computational stages of the MIT-SFFT algorithm

Figure 2.1 shows a simplified workflow diagram of the the computational stages of
the sequential MIT-SFFT algorithm [Has18]. The outer loop of the algorithm is
divided into location loops and estimation loops.

The location loops in Figure 2.1 implement the stages of permutation and filter-
ing, FET and cutoff, and reverse hash function. The MIT-SFFT algorithm is based
on binning the large Fourier coefficients of the significant frequencies, present in the
input signal, into a small set of B bins, where B = O(k) is a parameter that divides
n.

The collision problem of having non-zero frequencies coefficients in the same bin
is solved by separating two coefficients that are close to each other, locating them on
separate bins, so that there is only one large frequency per bin with high probability.
The permutation stage of the location loop performs the random permutation of
the input signal so that adjacent coefficients in the frequency domain are evenly
separated. The process of binning the frequency coefficients is implemented by
filtering the permuted input signal. The filter suppresses the frequency coefficients
that hash out of the bin while passing through frequency coefficients that hash into
the bin. The utilization of a filter guarantees the goal of binning one frequency
coefficient per bin, minimizing the leakage of frequencies from one bin to another

[Has18]. The hashing-based spectrum permutation method implemented in the
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MIT-SFFT maps indices of the original signal spectrum to the permuted locations

so that the original locations can then be recovered in the estimation loops.

Location loop Restrict indices of Location loop
@ largest frequency coefficients @

Permutation and Filtering Permutation and Filtering

Y Y

FFT and Cutoff FFT and Cutoff

Y

Y

A

Reverse Hash Function > Reverse Hash Function

Estimation loop ﬁ

Permutation and Filtering

Estimation loop
Indices of largest frequency

coefficients which a number of

votes at least equal to a given Permutation and Filtering
threshold.

FFT

Median of the frequency

Estimate frequency coefficients |— coefficients found in all (—— Estimate frequency coefficients
the estimation loops

Figure 2.1: GPU-SFFT: MIT-SFFT Algorithm Workflow
A simplified workflow diagram of the outer loop of the version 2.0 of the
MIT-SFFT algorithm

After permuting and filtering the input signal, the original problem has been
reduced from a n-dimensional DFT to a B-dimensional DFT. This size-reduced
DFT is computed by the FFT algorithm with time complexity O(B log B). After
computing the B-dimensional DFT, each bin in the frequency domain contains at
most one potential large coefficient. However, in a k-sparse DFT, it is likely that

many of the coefficients in the bins are close to zero. The algorithm guarantees
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that the probability of missing a large coefficient is low if the top O(k) samples are
selected [Has18]. Then, in the cutoff stage, the indices of the top k coefficients of
maximum magnitude are selected from the set of B bins in the frequency domain,
and the indices of the other B — k coefficients are discarded.

In the reverse hash function stage, the k largest coefficients found in the cutoff
stage are reconstructed by finding the original locations in the frequency domain
[SP14]. The version 2.0 of the MIT-SFFT adds a heuristic to restrict the location
of the indices of the largest coefficients using a filter that has no leakage at all. The
intersection of these indices with the indices of the k largest coefficients found in
the cutoff stage is computed in the reverse hash function. In a voting approach, this
function gives a vote to an index, every time the index appears in the intersection
of both sets of indices, when the number of votes reaches a threshold, the index is
added to the output of the function. The output of the location loops are the indices
of the largest frequency coefficients that have a number of votes at least equal to a
given threshold [Has18§].

The estimation loops share the permutation, filtering, and the FFT stages de-
scribed for the location loops, with the goal of having one large frequency coefficient
per bin with high probability. Given the set of indices computed by the location
loops, and the bins in the frequency domain, the estimation coefficients stage of
the estimation loops returns the indices and the values of the k largest frequency
coefficients. To compensate for the collision of large frequencies in the same bin,
the output of the estimation loops is the median of the values of the frequency

coeflicients found on all the estimation loops.
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2.3 GPU based Sparse Fast Fourier Transform algorithm

This section includes a description of the functionality of our GPU-SSF'T algorithm,
including the techniques used to implement such functionality. The description is
based on pseudocodes that map to the stages shown in Figure 2.1. One of the goals
in the design of our GPU-SFFT algorithm was to minimize the transfer of data be-
tween the CPU and the GPU to reduce the I/O time and to improve speedups. The
first procedure to achieve this goal is to compute the time and frequency components
of the filters on the GPU (device) side as a preprocessing stage for the GPU-SFFT
algorithm. The second procedure is to transfer the data of the CPU (host) input
signal of size n to the GPU (device) side only one time at the start of the computa-
tion. Both procedures are represented in Algorithm 2.1 for the outer loop function
of the GPU-SFFT. The input of Algorithm 2.1 are the host input signal, hz, and
the time and frequency components on the device side of the filters, dfilt, and dfilts
respectively, where fs is the size of the filters. Lines 4 and 5 of Algorithm 2.1,
show the allocation of GPU global memory for the device input signal, dz, and the
memory transfer of hx to dr. Lines 6 to 10 of Algorithm 2.1, show the allocation
of GPU global memory for the internal variables. The functions which are called in
the for loops of Algorithm 2.1 implement the GPU version of the stages shown in
Figure 2.1. The output of Algorithm 2.1 is the output signal, ilx, in the device side.

All the functions included in Algorithm 2.1 are described in the following sections.

2.3.1 GPU-SFFT: Permutation and filtering

Algorithm 2.2 is the sequential version of the permutation and filtering stage in

Figure 2.1, implementing (line 6) the hash function given in Equation 2.1 which
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Algorithm 2.1 GPU outer loop function.
1: Input: hz[0..n],dfilt:[0..fs],dfilt;[0..fs]

2: Output: hz[0..1F)
3: procedure OUuTLPGPU (hx,n,dfilt, dfilts,fs,B,B;,W ,L,L¢,Li,Ly;)

4: dx[0..n] < cubAMALLOC(n)

5: CUDAMEMCPY(dz, hx)
6: dbinsi[0..L * B] +— cubAMALLOC(L * B)
7 dbinsf[0..L * B] <— CUDAMALLOC(L * B)
8: dI]0..n] < cupAMALLOC(n)
9: dJ2[0..L. % By] < cuDAMALLOC(L, * By)
10: dH,[0..L] +~ CUDAMALLOCMANAGED(L)
11: for i < 0,L. do
12: LOCLARGECOEFGPU (dz,By,n,W,dJa[i * By])
13: end for
14: IF <0
15: for i < 0,L do
16: o + random() mod n > ged(o,n) =1
17: dH,[i] < modInv(o,n) > dHy[i]o = 1(mod n)
18: dJ[0..B;] <~ CUDAMALLOC(By)
19: PERMFILTERGPU (dx,B,df ilt;, f s,dbins;,dH[i])
20: FFTCutorrGPU(dJ,dbins,,dbinss,B,By)
21: if L < L; then
22: ReVHASHGPU(dI,dJ, By, B,n,Li,dJo,W I F o)
23: end if
24: end for

25:  hx + BESTVALGPU(dI, IF,dbinsy, dfilt;, B,n, L, dH,)
26: end procedure

maps each one of the n elements of the input signal to one of the B bins[Has18|.

ho (i) = fl00r<ni/—aB) > hy gt [n] = [B], (2.1)

On the GPU version of Algorithm 2.2, a thread collision can occur when multiple
threads, for example, threads ¢, B + i,2B + i, ..., try to update the same bin con-
currently, introducing time delays that negatively impact the performance of the
parallel algorithm. Algorithm 2.3 is the GPU version of the sequential Algorithm
2.2. Algorithm 2.3 is designed to solve the thread collision with a tiling based
approach [KWM16]. The number of colliding threads is approximately equal to
T = floor(fs/B), where fs is the size of the filter. Since fs is not divisible by B,

18



Algorithm 2.2 Sequential function to permute and filter the input signal x.

1: procedure PERMFILTER(z,B, filt;,fs,bins:,Hy ;)
2: for i < 0, fs do
3: end for

4: end procedure

when the filter vector is partitioned into T tiles of size B, there are R = fs mod B
remaining elements of the filter after the T tile. The tiling approach resolves the
collision problem because each GPU thread computes 7" unique components of the
permuted and filtered signal and bins them into only one component of the bins;
vector. Each one of the T' components is computed by the GPU thread by convo-
luting one component of the permuted input signal with a filter component that is
for each iteration in a different tile and it is unique for each GPU thread. After
the i = (B — 1) x T iteration of the for loop finishes, the remaining R iterations, on
which ¢ = B, access the last R elements of the filter.

The kernel PFTKERN of the algorithm 2.3 implements the tilling approach for
unrolling the for loop of the sequential algorithm 2.2. Each GPU thread on this ker-
nel bins the components of the permuted and filtered input signal that correspond to
one bin, independently of each other thread on the kernel, making this computation
free of collisions. Each thread computes the first for loop (lines 17 to 22) of size T
After this for loop finishes, the remaining R components of the filter are convoluted
with the permuted input signal in the second for loop (lines 24-28) of PFTKERN.
In the sequential algorithm 2.2, the permutation index (line 7) has an implicit de-
pendence on the index ¢ of the for loop. In the GPU version, the computation of the
indices of the permuted input signal, the filter, and the bins on PFTKERN are ex-
plicitly dependent on the index of the thread. The experimental results showed that
for input signals with sizes n < 2%7, the performance of PFTKERN is much higher

than the performance of the corresponding for loop on the sequential version. The
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Algorithm 2.3 GPU function to permute and filter the input signal .

1: Input: dz[0..n],dfilt;[0..fs]
2: Output: dbins:[0..B]
3: procedure PMFILTERGP U (dx,B,dfilt;, fs,dbins;,dHy ;)
dbins; < CUDAMEMSET(dbins;, 0, B)
T <+ fs/B,R <« fsmod B
if n < 227 then

PFTKERN(dbins,dz,df ilt;,n,B,dH,;,T,R)
else

PFKERN(dbins,,dz,df ilt;,n,B,dH,;,fs)
end if
: end procedure

i e B A

—_ =

12: procedure PFTKERN(dbins:,dz,df ilt;,n,B,dHy;,T,R)
13: 1 < threadlIdx.x + blocklIdx.x * blockDim.x
14: if i< Bori==B then

15: if i < B then

16: for j + 0,7 do

17: id i+ jxB

18: dbinsi|i]+ < dz[(id * dH, ;) mod n] x dfilt,[id]
19: end for

20: end if

21: if i == B then

22: for j + 0,R do

23 id < T +i

24: dbinsi[j]+ < dz[(id * dHy ;) mod n] * dfilt:]id]
25: end for

26: end if

27: end if

28: end procedure

29: procedure PFKERN(dbins;,dx,dfilt;,n,B,dHy ;,fs)

30: i < threadldx.x + blocklIdx.x * blockDim.x

31: if i < fs then

32: dbinsi[i mod Bl+ < dx[(i x dH, ;) mod n] * dfilt,[i]
33: end if

34: end procedure

sizes of the for loops on this kernel are 7' < 30 and R < 1000, which are efficiently
computed by one thread within times that are smaller than the time delays caused
by the potential thread collisions. However, for input signals with sizes n > 2%7, the

value of R is in the range [2000, 250000}, increasing the time to compute the second
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for loop on PFTKERN, degrading the performance of the algorithm. In order to
obtain the expected high performance, the kernel PFKERN (lines 32 to 38) was
added to Algorithm 2.3. This kernel is designed to implement a direct unrolling
of the corresponding sequential for loop. PFKERN has therefore the time delays
introduced by the collision of about 7" threads trying to update the same bin but
does not have the time delays caused by the computation of the second for loop on
PFTKERN, which are greater than the corresponding collision times. PFKERN has
therefore a higher performance than PFTKERN for input signals with sizes n > 227,
Hence, in order to guarantee the high performance of Algorithm 2.2 for all the input
signals, PEFTKERN is selected for input signals with sizes n < 227, and PFKERN for

sizes n > 227 (lines 7-10).

2.3.2 GPU-SFFT: FFT and cutoff

Algorithms 2.4 and 2.5 are the GPU implementation of the FF'T and Cutoff stages
on Figure 2.1. In Algorithm 2.4, the FFT of the bins vector in the domain time

is computed using the cuFFT library. The bins vector in the frequency domain is

Algorithm 2.4 GPU function to compute the FFT of the bins vector in the time domain,
and to find and sort the B; = 2k indices of the largest frequency coefficients in the bins
vector in the frequency domain.
: Input: dbins.[0..B]
: Output: dbins¢[0..B], dJ[0..By]
: procedure FFTCuTorrGPU(dJ,dbins;,dbins¢,B,By)
dbinsy < CUFFT(dbins;, B)
dJ « CutorrGPrU(dJ, dbinsy, By, B)
end procedure

—_

@ Gl

the input to Algorithm 2.5, on which the B; = 2k indices of the largest frequency
coefficients on this vector are computed and sorted. Algorithm 2.5 allocates de-

vice memory for two vectors: dsamples, and dsamples;. The components of both
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Algorithm 2.5 GPU function to find and sort the B; = 2k indices of the largest
frequency coefficients in the input vector.
1: Input: dg[0..m]
2: Output: dId[0..By]
3: procedure CuTOrrGPU(dId,By,dy,m)
: dsampless[0..m] <~ CUDAMALLOC(m)

4:
5: dsamplesy[0..m] <~ CUDAMALLOC(m)
6: SKERN(dy, dsampless, dsamplesy, m)
T THRUST::SORT(dsampless)

8: cutof f < dsamplesg[m — By — 1]

9: id < 0

10: CKERN(dId, cutof f,dsamples, m,id, By)
11: THRUST::SORT(dId)

12: end procedure

13: procedure SKERN(dy,dsampless,dsamplesy,m)
14: 1 < threadldx.x + blockIdx.x * blockDim.x
15: if i <m then

16: dsampless[i] < ||dg]|?
17: dsamplesy|i] < dsamples|i]
18: end if

19: end procedure

20: procedure CKERN(dId,cutof f,dsamplesr,m,id, B;)
21: 1 < threadldx.x + blocklIdx.x * blockDim.x
22: if i <m then

23: if dsamplesy[i] > cutof f and id < By then
24: dId [ATOMICADD(id, 1)] ¢

25: end if

26: end if

27: end procedure

vectors are computed as the square of the magnitudes of the input vector on the
SKERN kernel. After sorting the dsamples, vector, with the sort functionality of
the Thrust library [BH12], a cutoff value is computed. The kernel CKERN imple-
ments the unrolling of the corresponding for loop on the sequential version of the
MIT-SFFT algorithm. The cutoff value is used on CKERN to compute the indices
of the largest frequency coefficients. These largest frequency coefficients are the

elements in dsamples; with values greater or equal to the cutoff.
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Algorithm 2.6 GPU function to restrict the location of the 2k largest frequency coef-
ficients in the DFT of the input signal x.
1: Input: dz[0..n]
2: Output: dJ3]0..By]
procedure LOCLARGECOEFGPU(dz,By,n,W .dJ3)
dx'[0.W] + cupaAMALLOC(W)
dy[0..W] <— cupaMALLoC(W)
o n/W,T < random() * o
LLCKERN(da', dx, W, T,0)
dy <+ cUFFT(dz', W)
dJy < CutorrGPU(dJs, By, dy, W)
end procedure

11: procedure LLCKERN(da',dz,W ,7,0)

12: 1 + threadldx.x + blocklIdx.x * blockDim.x
13: if i <W then

14: dx'[i] < dz[T + i 0]

15: end if

16: end procedure

2.3.3 GPU-SFFT: Frequency coefficients of the input signal

The function to restrict the location of the 2k largest frequency coefficients in the
DFT of the input signal z is a heuristic that was added as a preprocessing stage in
version 2.0 of the MIT-SFFT (see Figure 2.1), to improve the performance of the
algorithm [Has18]. This function implements an aliasing filter which is very efficient
because has no leakage. Algorithm 2.6 implements the GPU version of this function.
The output of the kernel LLCKERN is the filtered input signal dz’. After comput-
ing the FFT of da’,dy, by cuFFT, the set of indices of the 2k largest frequencies

contained in dy is computed by the procedure CUTOOFGPU on Algorithm 2.5.

2.3.4 GPU-SFFT: Reverse hash function

The GPU version of the reverse hash stage of Figure 2.1 is implemented by Algorithm

2.7 by unrolling the corresponding for loop on the sequential version of the MIT-
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SFFT algorithm. The goal of Algorithm 2.7 is to reverse the hash function (Equation
2.1) to compute the true indices of the largest frequency coefficients that have been
hashed to non-empty bins [Has18]. The input of Algorithm 2.7 is the set of indices
of frequency coefficients, dJ, computed by Algorithm 2.5, and the set of indices
of frequency coefficients, d.J;, computed by Algorithm 2.6. For each location loop,
Algorithm 2.7 computes the set of indices I of the largest frequency coefficients
that map to J under the hash function and that are in the permuted set of indices

d.Jss, namely
I, ={ip € [n]|(hy(iy) € dJ) N (i € dJay)}, (2.2)

where dJy, = (dJs * 0) mod W. Algorithm 2.7 implements a voting approach
[Has18] on which each time an index is added to the set I, the index will get a vote
(line 14). The output of Algorithm 2.7 is the set of true indices dI of the largest
frequency coefficients which get a number of votes equal or greater than a given

parameter L, i.e.
dI = {ig € L|dV[ig) > Ly}, (2.3)

where I; € 1.

2.3.5 GPU-SFFT: Estimate values

The GPU version of the estimate frequency coefficients stage of Figure 2.1 is imple-
mented by Algorithm 2.8 by unrolling the corresponding for loop on the sequential
version of the MIT-SFFT algorithm. This algorithm is based on the theorem that
the DFT of a signal in the time domain corresponds to phase rotation in the fre-
quency domain, i.e. z(n — 7) < e ?™72(f) [SI06]. The goal of Algorithm 2.8 is to

compute the true values of the largest frequency coefficients that have been hashed
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Algorithm 2.7 GPU function to reverse the hash function and to return the set of
indices of the largest frequency coefficients that occurred in at least L; of the location
loops.

: Input: dJ[0..B],dJ2[0..B]
: Output: dI[0..]F]
: procedure REVHASHGPU(dI,dJ,B,B,n,Li,dJo,W I F o)
dV'[0..n] <~ CUDAMALLOC(n)
dV < CUDAMEMSET(dV, 0, n)
dJ25[0..B¢] <~ CUDAMALLOC(B)
dJye < (dJo * 0) mod W
RHKERN(dI,dJ,dV ,dJas,Li, I F W)
end procedure

—

© 0PI N

10: procedure RHKERN(dI,dJ,dV ,dJoy,Li, I F W)
11: i < threadldx.x + blockldx.x * blockDim.x
12: if i < B; then

13: IL:{iL S [n”(hg(’iL) edJ)n (ig EdJQU)}<—iL7i
14: ATOMICADD(dV[if 4], 1)

15: if dV[ir;] == L, then

16: dI [ATOMICADD(IF,1)] i ;

17: end if

18: end if

19: end procedure

to non-empty bins, by removing the phase rotation introduced by the permutation
and filtering of the input signal in the time domain [Has18]. The input of Algorithm
2.8 is the set of indices of frequency coefficients, dI, computed by Algorithm 2.7.
Each thread of the kernel EVKERN of Algorithm 2.8 runs a for loop of size equal to
the total number of loops (L), on which the index () is permuted, and the value
of the largest frequency coefficient bins[h, g(1]i])] is divided by the corresponding
component of the frequency component of the filter to remove the phase rotation.
It is possible that more than one frequency hash to the same bin, hence, to com-
pensate for errors due to this hash collision, the median of the values computed in
the for loop is assigned to the /(i) component of the SFFT(x) = . The device
memory transfer of the SFFT output signal, dz to the host memory, hZ, completes

the output of Algorithm 2.8.
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Algorithm 2.8 GPU function to estimate the values of the largest coefficients given the
indices of such coefficients.
1: Input: dI[0..1F],dfilts[0..fs],dbinsf[0..L x B]
2: Output: hz[0..1F]
3: procedure EVALGPU(dI,IF ,dbinsy,dfilts,B,n,L,dHy)
dz[0..IF] <— cubAMALLOC(IF)
EVKERN(dz,dI,IF,dbinsy,Ln,dH,,B,dfilty)
CUDAMEMCPY (hZ, dZ)
return h
end procedure

9: procedure EVKERN(dz,dI,IF ,dbinss,L,n,dH,,B,dfilty)
10: 1 < threadIdx.x + blocklIdx.x * blockDim.x
11: if i <IF then

12: pos + 0

13: for j < 0,L do

14: id < (dHy[j] % dI[i]) mod n

15: xy [pos] « bins¢|he,p(I[i])]/ filtf[id mod (n/B)]
16: DPOS4 4+

17: end for

18: dz[I[i]] - median(z))

19: end if

20: end procedure

2.4 Results

In this Section, we present the results of the experiments performed to compare
the performance of the proposed GPU-SFFT algorithm with the performances of
the sequential MIT-SFFT algorithm [Has18|, and of cuFFT, the NVIDIA CUDA
Fast Fourier Transform (FFT) library [NVI]. We were not able to compare the
performance of GPU-SFFT with other similar algorithms proposed on reference
[WCC16] because neither the code nor the parameters used in their experiments
were available.

As a preliminary stage for the design and implementation of GPU-SFFT, we port
the MIT-SFFT in C++ to C. This version called MIT-SFFTC is more compatible
with the CUDA C language easing the implementation of GPU-SFFT. We used this

version for all the experiments included in this Section.
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2.4.1 Experiments

The input signal, x, to the experiments in the time domain was computed as inverse
DFTs of a signal, ¢, in the frequency domain with k£ randomly chosen elements equal
to 1 and n—Fk elements equal to zero. The output SFF'T signals of the experiments, z,
were compared to the corresponding input signal in the frequency domain. Only the
experiments whose results replicated exactly the input signals, i.e., with no missing
components, were accepted as valid results. For all the experiments presented in

this section, the output signal error was measured by the mean square error (MSE)

defined by [TDO00]

MSE = (@[] — glil.=)* + (&[il.y — gli].v)7), (2.4)

where z[i|.z(y[i].z) and z[i].y(y[i].y) are the real and imaginary components of
z[i](y[i]) respectively.

The experiments designed to evaluate the performance of the GPU-SFFT algo-
rithm were divided into two sets. The first set of experiments had input signals with
sizes in the range [2!%,2%7], and a level of sparsity of & = 1000. The second set of
experiments had input signals with sparsity levels in the range [1000, 43000], and a
size of n = 2%7. The parameters used in the experiments are given in Tables 2.1 to
2.4, and the symbols used in these tables to identify the parameters are described

in the Sparse Fourier Transform Code Documentation [HIKP12].

Table 2.1: Parameters MIT-SFFT (n = 29, k = 1000)

q 19 120 21| 22 | 23| 24 25 26

B 3.85|1.4(2.16]0.683]0.99|0.663 |0.662|0.478
Comb-cst | 256 [128| 128 | 256 | 256 | 128 | 128 | 128
loc-loops 3 2 2 2 2 2 2 2
est-loops ) 6
thre-loops | 2 2
Comb-loops| 2 2

5 S 3 5 5 5
2 2 2 2 2 2
2 2 2 2 2 2
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Table 2.2: Parameters GPU-SFFT (n = 27 k& = 1000)

q 19 120 | 21 22 23 24 25 26
B 3.85|1.412.16]0.683]0.99]0.663[0.662[0.478
Comb-cst | 256 [128[ 128 | 256 | 256 | 128 | 128 | 128
loc-Toops 31271 2 2 2 2 2 2
est-loops 5 5 5 5 3 5 ) O
thre-Ioops | 2 | 2 [ 2 2 2 2 2 2
Comb-loops| 2 2 2 2 2 2 2 2

Table 2.3: Parameters MIT-SFFT (n = 227)

k/1000 1 7 13 | 19 | 25 31 37 43
B 0.68]0.7710.665]0.66 [0.79] 0.69 | 0.70 | 0.8
Comb-cst | 128 [4096 | 4096 4096819216384 | 32768 | 32768
loc-Toops 3 2 2 2 2 3 3 3
est-loops 4 5 9 9 9 9 10 9
thre-Ioops | 2 2 2 2 2 2 2 2
Comb-loops]| 2 2 2 2 2 2 2 2

All the experiments presented in this Section were performed on a Linux server
with Ubuntu operating system version 16.04.5, 44 Intel Xeon Gold processors, a
clock speed of 2.1 GHz, and 125 GB of RAM. The GPU in this server is an NVIDIA
Titan Xp, with 30 SM, 128 cores/SM, maximum clock rate of 1.58 GHz, 12196 MB
of global memory, and CUDA version 10.1 with CUDA capability of 6.1.

2.4.2 Experimental Results

For the first set of experiments, Figure 2.2 a) compares the execution times of the
MIT-SFFTC and the GPU-SFFT, when the I/O times to transfer the input signal
from the host to the device were not included. The GPU-SFFT times reflected the
impact of the parallelization by being nearly independent of the signal size and by
being much lower than the times of MIT-SFFTC. The speedup obtained with the
GPU-SFFT vs MIT-SFFTC (Figure 2.4 a) had a maximum of 21x with an average
of 9x. When the I/O times were included, GPU-SFFT was faster than MIT-SFFTC

for all signal sizes, and faster than cuFFT for signal sizes greater than 22 (Figure
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Table 2.4: Parameters GPU-SFFT (n = 227)

k/1000 1 7 13 | 19 | 25 31 37 43
B 0.68]0.77]0.665/0.66 |0.79] 0.69 | 0.70 | 0.8
Comb-cst | 128 [4096 | 4096 [4096 819216384 32768 | 32768
loc-Toops 3 2 2 2 2 3 3 3
est-loops 4 5 7 9 9 9 8 8
thre-Ioops | 2 2 2 2 2 2 2 2
Comb-loops| 2 2 2 2 2 2 2 2

2.2 b)). For this case, the speedup obtained with GPU-SFFT vs MIT-SFFTC had
a maximum of 4x and an average of 3x, and the speedup of GPU-SFFT vs cuFFT

had a maximum of 5x and an average of 3x.
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a) I/0 times not included b) I/O times included

Figure 2.2: GPU-SFFT: Execution Times vs Signal Size

For the second set of experiments, Figure 2.3 a) compares the execution times
of the MIT-SFFTC and the GPU-SFFT when the I/O times are not included. The
GPU-SFFT times were much lower than the times of MIT-SFFTC in the complete
range of sparsity levels. The speedup obtained with the GPU-SFFT vs MIT-SFFTC
(Figure 2.4 b) had a maximum of 38x with an average of 29x. When the I/O times
were included, GPU-SFFT was still faster than both MIT-SFFTC and cuFFT for
all the sparsity levels (Figure 2.3 b)). For this case, the speedup obtained with
GPU-SFFT vs MIT-SFFTC had a maximum of 22x and an average of 13x, and the

speedup of GPU-SFFT vs cuFFT had a maximum of 5x and an average of 3x.
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Figure 2.3: GPU-SFFT: Execution Times vs Signal Sparsity
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Figure 2.4: GPU-SFFT: Speedup

GPU — SFFT accuracy: Figure 2.5 showed that the mean square error (MSE,
Equation 2.4) of the output signal, for both sets of experiments, was below 1074, with
all the k frequencies components in the output of GPU-SFFT successfully recovered.
Hence, GPU-SFFT showed a better performance than both the MIT-SFFTC and

cuFFT with high levels of accuracy.

2.5 Summary

The Sparse Fast Fourier Transform (MIT-SFFT) is an algorithm to compute the dis-

crete Fourier transform of a signal with a sublinear time complexity, i.e., algorithms

30



103 103
—#+— GPU-SFFT: MSE —+— GPU-SFFT: MSE
107
10-°
10-°

1077

107¢

Output Signal Mean Square Error (MSE)
-
1 d < d 1
Output Signal Mean Square Error (MSE)

107° T T T T 107° T T T T T T T T
218 220 el 224 22 228 0 5000 10000 15000 20000 25000 30000 35000 40000 45000

Signal Size n (k=1000) Signal Sparsity k (n=2%7)

a) Input signal size b) Input signal sparsity

Figure 2.5: GPU-SFFT: Mean Square Errors of the Output Signal

with runtime complexity proportional to the sparsity level k, where k is the number
of non-zero coefficients of the signal in the frequency domain. In this chapter, we
proposed a highly scalable and parallel CPU-GPU algorithm called GPU-SFFT for
computing the SFFT of k-sparse signals. GPU-SFFT was designed to achieve a
high-performance algorithm by carefully crafting parallel regions in the sequential
MIT-SFFT code [Has18], increasing the parallelism by maximizing the number of
concurrent threads executing independent instructions. The design of GPU-SFFT
also adopted a specific data-management strategy to minimize the data transfer
between the CPU and the GPU leading to reduced I/O times, by transferring only
input data from the CPU to the GPU, and only output results from the GPU to
the CPU, and performing all the computations on the GPU side.

Our experiments showed that the specific optimizations applied to the design
of GPU-SFFT resulted in a substantial decrease in the execution times needed for
computing the SFFT. The comparison of the execution times of the GPU-SFF'T with
the execution times of the sequential MIT-SFFT algorithm showed that the speedup
obtained with the GPU-SFFT was up to 38x when the times for data transfer

between the CPU and the GPU were not considered, and up to 22x when these
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times were included. Moreover, up to 5x speedup was obtained when the execution
times of the GPU-SFFT were compared to the corresponding times of cuFF'T, the
NVIDIA CUDA Fast Fourier Transform (FFT) library. For all the experiments
performed with the GPU-SFFT algorithm, the mean square error (MSE) was below
10~*, and there were no missing frequencies in the computed SFFT output signal.

The source code for GPU-SFFT is available at https://github.com/pcdslab/gpu-stft.

CUDA Computer Model

The GPU-based high-performance algorithms presented in this chapter and in chap-
ters 3 and 4, were implemented using the following CUDA computer model.

The programmable Graphics Processing Units (GPUs) is a highly parallel, mul-
tithreaded, many-core processors with very high computational power and memory
bandwidth [Gui20]. The GPU is organized into an array of highly threaded stream-
ing multiprocessors (SMs). Each SM contains several cores that share control logic
and instruction cache. The GPU architecture is called Single Instruction Multiple
Thread (SIMT), on which hundreds of threads on each core can concurrently execute
the same instruction [CM14].

In 2006, NVIDIA introduced the Compute Unified Device Architecture (CUDA),
a general-purpose parallel computing platform and programming model that allows
programmers to use CUDA-enabled GPUs to solve many complex computational
problems [Gui20]. A key component of the CUDA programming model is the kernel,
the code that implements the instructions to be executed by the threads on the GPU
device. The threads executing the instructions in a kernel are grouped into one or
two-dimensional grids. The grids are made up of threads blocks. The threads in a
block are organized in groups of 32 called warps. All the threads in a warp execute

the same instruction at the same time.

32



The CUDA memory model contains different types of programmable memory
spaces: Registers, shared memory, local memory, constant memory, texture memory,
and global memory. Each thread has private local memory. Each thread block has
shared memory visible to all threads of the block and with the same lifetime as
the block. Using shared memory improves the performance when threads inside the
block need to access the same data multiple times. All threads have access to the
same global memory. Global memory is the largest, highest latency, and most used
memory on a GPU. Data transferred from CPU to GPU resides in global memory.
Transferring data between CPU and GPU is a slow process with a negative impact on
the performance of a CUDA code, hence this type of transfer should be minimized.
Coalesced memory accesses occur when all the 32 threads in warp access adjacent
memory locations. Ensuring coalesced global memory access is an important goal

for high-performance GPU-based algorithms [CM14].
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CHAPTER 3
TURBOBFS: A GPU BASED BREADTH-FIRST SEARCH (BFS)
ALGORITHMS

In this chapter, we present the design and implementation of TurboBF'S, a highly
scalable GPU-based set of top-down and bottom-up BFS algorithms in the language
of linear algebra [AS21d].

3.1 Introduction

Graphs that are used for modeling of human brain [BS17], omics data [GOB*10], or
social networks [JWBW16], are huge, making a manual inspection of these graphs
practically impossible. A popular, and fundamental, method used for making sense
of these large graphs is the well-known Breadth-First Search (BFS) algorithm with
many interesting applications. However, the high complexity of BFS algorithms is a
severe bottleneck for numerous computational problems. Due to its importance, and
high computational complexity with numerous applications; the BFS algorithm has
been used to evaluate the performance of practically all the high-performance graphs
processing libraries such as Ligra for shared memory machines [SB13], Gunrock on
the GPU [WDPT"16], the implementation for the GraphBLAS standard, SuiteS-
parse:GraphBLAS [ACD*20], and the GPU based GraphBLAST library [YBO22]
built over the GrapBLAS library. Furthermore, the Graph 500 benchmark uses BF'S
as one of the algorithms for ranking supercomputers [BFG*06].

BFS algorithms and their applications are both interesting and challenging for
Graphics Processing Units (GPU’s) [Gui20], because these algorithms (and archi-
tecture) have enough parallelism, but the data-access patterns are highly irregular.

Other challenges for implementing BFS in a scalable fashion include limited global
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memory of the GPU’s, the data-transfer PCle bottleneck, and warp divergence on
the GPU kernels. These challenges are primary reasons for limits on the size of
the graph that can be processed in a scalable fashion by the available BFS algo-
rithms, and to elicit limited speedups on CPU-GPU architectures, being, therefore,
an active area of research [PWW*17, WDP*16, YBO22].

We designed and implemented TurboBFS, a highly scalable set of GPU-based
BFS algorithms in the language of linear algebra. As far as we know, the first BFS
algorithm in the language of linear algebra was described in chapter 6 of reference
[KG11] as a first step of the betweenness centrality algorithm proposed by Brandes
[Bra08, KG11]. This algorithm was implemented on the SuiteSparse:GraphBLAS
and GraphBLAST libraries. The performances of both GPU-Based BFS algorithms
were compared in reference [YBO22].

The algorithms on TurboBFS are applicable to unweighted, directed, and undi-
rected graphs represented by sparse adjacency matrices in the Compressed Sparse
Column (CSC) format, or in the transpose of the Coordinate (COO) format, which
were equally applicable to direct and undirected graphs. The design of TurboBFS
was based on parallel optimizations selected to solve some of the problems associ-
ated with the challenges that we just discussed. We implemented a top-down BFS
algorithm exploiting the sparsity of the frontier vector, which contains the number
of shortest paths from the discovered vertices to the connected undiscovered ver-
tices. Further exploitation of the sparsity is acquired by using the sparsity of the
output vector, which contains the number of shortest paths from the root vertex to
the discovered vertices. We also implemented the bottom-up BFS algorithm pre-
sented in reference [BAP12], as well as an algorithm that combined both approaches
[BBAP13], which showed the best performance for some groups of graphs. To opti-

mize the use of the limited global memory of the GPU, we considered all the graphs
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unweighted, i.e., represented by Boolean sparse adjacency matrices [KG11], so that,
the value arrays of the corresponding sparse formats were not stored. This opti-
mization resulted in a substantial reduction of the GPU global memory footprint
required by the algorithms, resulting in substantial bandwidth utilization, as well
as an increased performance due to a reduction in the number of unnecessary float-
ing operations. Our algorithms were also designed to use only one type of sparse
compressed format with the corresponding reduction in the memory footprint. A
comprehensive experimental detail and results are presented to assess the perfor-

mance of the algorithms in TurboBFS.

Regular and irregular graphs

To implement the TurboBFS algorithms, the graphs were classified into two classes:
reqular graphs and rreqular graphs. The regular graphs were those with a degree
distribution with a regular pattern, i.e., with relatively low values of maximum,
mean, and variance, while irregular graphs were graphs having some vertices with
maximum degrees that are many orders of magnitude greater than their mean, and
standard deviations relatively larger than those shown by regular graphs. Figure 3.2
shows the differences between the degree distribution of these two classes of graphs.
This Figure shows the relative histogram for the degree distribution of a regular
graph, delaunay23, with a maximum, mean, and standard deviation equal to 28, 6.0,
and 1.0 respectively, as well as the relative histogram for the degree distribution of an
irregular graph, mycielskian19, with a maximum, mean, and standard deviation of
their degree distribution equal to 196607, 2297 and 4530 respectively. The dispersion
of the degree distribution for the irregular graph is as expected much greater than
the corresponding dispersion for the regular graph. In our experiments, we found

that the depth d of the BFS tree for irregular graphs is much lower than the depth
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for regular graphs. A greater depth means that the runtime of the BFS algorithm
increases, for example, for the delaunay23 graph, with 8.4 x 10® vertices and 50 x 10°
edges, d was equal to 1213 and the runtime 2014 ms, while for the mycielskian19
graph, with 393215 vertices and 903 x 10° edges, d was equal to 3 and the runtime
31 ms. Therefore, the topology of the graphs which determines the depth of the

BFS trees had a huge impact on the performance of the TurboBFS algorithms.
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Figure 3.1: TurboBFS: COOC and CSC Sparse Storage Formats

Y
h

Vertices(%)
2

Vertices(%)

10-| I
0 - i

o 2 4 6 8 10 0 1000 2000 3000 4,000 5000
degree (delaunay) degree (mycielskian)

Figure 3.2: TurboBFS: Degree Distribution for Undirected Graphs

3.2 Breadth-First Search (BFS) algorithm

The breadth-first search (BFS) algorithm is applicable to any unweighted, directed

or undirected graph G = (V, E'), where V is the finite set of vertices and E the set
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of edges. Any pair (u,v) € F implies that the vertices u and v in V are connected
by an edge in G. A graph G is directed if F consists of ordered pairs, otherwise,
G is undirected. Given a graph G = (V, E) and a root vertex r € V, the top-down
BFS algorithm performs a systematic search of every vertex on E that is reachable
from r. The algorithm computes the shortest path (smallest number of edges) from
r to each reachable vertex, producing a BFS tree of the graph G. For connected
graphs, the BFS tree is a spanning tree. On every step of the BFS algorithm, the
frontier between discovered and undiscovered vertices is expanded. The algorithm
discovers all the vertices at depth d, before discovering all the vertices at depth
d + 1 on the BFS tree. On every step of the top-down BFS there are three sets of
vertices. The first set, o, contains the number of shortest paths from the root vertex
to the discovered vertices, the second set, f, contains the number of shortest paths
from the discovered vertices to the connected undiscovered vertices, and the third
set is the undiscovered vertices, i.e., V' — o — f. The set f represents the frontier
between the discovered and the undiscovered vertices. For a graph G with n vertices
and m edges represented by a sparse adjacency matrix, the time complexity of the
sequential BFS algorithm is O(n?) [CLRS22].

In every step of the top-down BFS algorithm, the vertices in f are like parents
discovering their children among their neighbors. The step only finishes when each
parent has searched for all the potential children. In the bottom-up BFS algorithm
[BAP12], the searching process is reversed,i.e., at every step, the undiscovered ver-
tices are like children searching for parents, when a vertex finds a parent among its
neighbors, the searching process finishes for that vertex. More details about our

implementation of this algorithm are given in Section 3.3.
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3.3 TurboBFS algorithms for unweighted graphs

This section presents our versions of the top-down and bottom-up BFS algorithms
in the language of linear algebra for directed and undirected unweighted graphs. For
the design and implementation of our algorithms, we used the Coordinate column
COOC (transpose of the COO format) and the Compressed Sparse Column CSC
sparse storage formats to represent the sparse adjacency matrices of the graphs.
These formats are the best choice to compute the transpose sparse matrix-vector
multiplication (y = ATz) performed in the top-down Algorithm 3.1, as well as the
operations needed for the bottom-up Algorithm 3.6. Figure 3.1 shows examples
of these formats for a sparse adjacency matrix representing a directed, unweighted
graph. For a n x n adjacency sparse matrix A with nnz non-zero elements repre-
senting unweighted graphs, the array row, (size nnz) stores the corresponding row
indices of these non-zero values. The array CP4 (size n + 1) stores the sequential
indices (from 1 to nnz) of the non-zero values in A that start a column, the first
element of this array is always equal to 1 and the last element equal to nnz + 1.
The array rows of the COOC format is identical to the corresponding arrays of
the CSC format, while the array cola (size nnz) stores the corresponding column
indices of the non-zero values in A. To reduce the memory footprint and increase
the performance of the TurboBFS algorithms, the arrays that store the non-zero
values of the sparse adjacency matrix of unweighted graphs were not used by our

algorithms.

3.3.1 Top-Down BFS algorithm for COOC or CSC formats

Algorithm 3.1 represents the linear algebra formulation of the top-down BFS algo-

rithm for a graph G = (V, E') with n vertices and nnz edges, represented by n x n
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sparse adjacency matrix A in the COOC sparse storage format, with nnz non-zero
elements. Algorithm 3.2 is the implementation of the same algorithm for the CSC
sparse storage format. These algorithms are inspired by the BFS algorithm de-
scribed in chapter 6 of reference [KG11], where it is presented as a first step of the
linear algebra version of the betweenness centrality algorithm [Bra08]. The main
innovation of our algorithms 3.1 and 3.2 was the utilization of the sparsity of the
frontier vector f and output vector o to substantially improve the performance of

the algorithms described in [KG11]. Algorithm 3.1 computes a top-down BFS from

Algorithm 3.1 Linear algebra formulation of the top-down BFS algorithm for an un-
weighted graph represented by a sparse adjacency matrix A in the COOC format.

1: Input : A,r,n.
2: Output: o(1....n)
3: procedure TDBFS-LA-UG(A,o,r,n)

4: d+<0

9: c+1

6: f+0

7 o+ 0

8: while ¢ > 0 do

9: d+—d+1

10: c+0

11: if d ==1 then

12: f(r)«1

13: o(r)«1

14: end if

15: ft — ATf

16: f<0

17: if Jo(i) ==0 then
18: £0)  Fu(0)

19: end if
20: if 3f(i)! =0 then
21: o(i) < o(i) + f(i)
22: c+1
23: end if

24: end while
25: end procedure

the root vertex r, with d representing the current depth of the discovered vertices.

The final value of d is equal to the height of the BFS tree rooted on r. The output
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vector ¢ contains the number of shortest paths from the root vertex to the discov-
ered vertices. The frontier vector f contains the number of shortest paths from the
discovered vertices to the undiscovered vertices to which there is some edge. The
while loop stops when the vector f is equal to 0, i.e., when all the vertices reachable
from r have been discovered (lines 20 to 22). The vector f is updated by the sparse
matrix-vector multiplication (SpMV) operation with the transpose of the adjacency
matrix (line 15), followed by a mask operation (lines 17 to 19) that updates on f
the shortest paths to vertices no yet contained on the vector o, guaranteeing that
only the new discovered shortest paths are added to o (lines 20 and 21).
Algorithm 3.2 represents the linear algebra formulation of the BFS algorithm for
a graphs G = (V, E') with the sparse adjacency matrix A in the CSC sparse storage
format. This algorithm is similar to Algorithm 3.1, with the difference that due to
the properties of the CSC format, the performance of the algorithm is improved by

including the mask operation in the SpMV operation, as shown in Algorithm 3.4.

3.3.2 Sparse matrix-vector multiplication

Our experimental results showed that the runtime of the SpMV operation on Al-
gorithms 3.1 and 3.2 can be up to 90 % of their total runtime. Hence the overall
performance of these algorithms was mainly determined by the performance of this
operation. Algorithm 3.3 implements the sequential SpMV (f; < AT f) operation
of Algorithm 3.1. The parallel version of this algorithm, designated as scCOOC,
assigns one thread per edge of the graph. The top-down BFS algorithm using the sc-
COOC algorithm for the SpMV operation was designated as TurboBFS-tdscCOOC.

Algorithm 3.4 implements the sequential version of the SpMV operation on Al-

gorithm 3.2. The mask operation (line 2) is implemented by computing the com-
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ponents of the vector f; only when the corresponding component of the o vector
is equal to 0, ensuring that only the new discovered shortest paths are added to o
(lines 19 to 20 of Algorithm 3.2). The straightforward parallelization of Algorithm
3.4, known as CSC-scalar (scCSC), on a GPU kernel assigns one thread per vertex.
In this paper, the acronym TurboBFS-tdscCSC designated the top-down BFS al-

gorithm using the scCSC algorithm for the SpMV operation. Figure 3.3 shows the

thread
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Figure 3.3: TurboBFS: Example of Computation using the TurboBFS-tdscCSC
Algorithm

computation of the top-down BFS for the root vertex 2 of the graph in the example
of Figure 3.1, using the TurboBFS-tdscCSC algorithm. The example assigns one
thread per vertex and shows the values assigned to the vectors ¢ and f on each
one of the two steps of the BFS computation.  For irregular graphs, the scCSC
kernel results in poor performance due to uncoalesced memory access and warp di-
vergence. To improve the performance of the SpMV operation for irregular graphs,
we implemented the CSC-vector(veCSC) algorithm shown in Algorithm 3.5, which

is similar to the CSR-vector algorithm proposed in [BG08]. The veCSC algorithm
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Algorithm 3.2 Linear algebra formulation of the top-down BFS algorithm for an un-
weighted graph represented by sparse adjacency matrices A in the CSC format.

1: Input: A,r,n.
2: OQutput: o(1....n)
3: procedure BFS-LA-UG(A,o,r,n)

4: d+<0
5: c+1
6: f+<0
7 o<+ 0
8: while ¢ > 0 do
9: d+—d+1
10: c+ 0
11: .ft —0
12: if d==1 then
13: f(r)«1
14: o(r)«1
15: end if
16: fi — ATf
17: f — ft
18: if 3f(i)! =0 then
19: o(i) < o(i) + f(i)
20: c+1
21: end if

22: end while
23: end procedure

assigns a warp per vertex. This algorithm incorporates the warp shuffle instruction
(lines 18-22) to reduce the local sums by the threads in the warp without using
shared memory. The first thread in the warp outputs the result (lines 23-25). The
veCSC algorithm solves the problems of no coalesced memory access and the warp
divergence of the scCSC algorithm. The best performance of the veCSC algorithm
is obtained for irregular graphs, on which the warp divergence is minimized. The
acronym TurboBFS-tdveCSC designated the top-down BFS algorithm using the

veCSC algorithm for the SpMV operation.
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Algorithm 3.3 Algorithm to implement the sequential f; - AT f operation of the
BFS algorithm 3.1 with the sparse adjacency matrices in the COOC format.

1: for kK — 1,nnz do

2 if f(rowa(k)) >0 then

3: fi(cola(k)) < fr(cola(k)) + f(rowa(k))
4 end if

5: end for

Algorithm 3.4 Algorithm (scCSC) to implement the sequential f; <+ AT f oper-
ation of the BFS algorithm 3.2 for sparse adjacency matrix in the CSC format.

1: for i — 1,n do
2: if 0(i) == 0 then

3: sum <0

4: start < CP (i)

5: end < CPa(i+1)—1
6: for k — start,end do
7 sum < sum + f(rowa (k))
8: end for

9: if sum >0 then
10: fi (i) < sum
11: end if
12: end if
13: end for

3.3.3 Bottom-Up BFS algorithm for the CSC format

Algorithm 3.6 is the linear algebra formulation of the bottom-up BFS algorithm
described in reference [BAP12], for an unweighted graph G = (V, E) represented
by sparse adjacency matrices A in the CSC sparse storage format. This algorithm
computes a bottom-up BFS from the root vertex r, with d representing the current
depth of the discovered vertices. The final value of d is equal to the height of the
BEFS tree rooted on r. The output vector S contains the level d at which each
vertex is discovered. If the vertex v is undiscovered (line 12), the search for the
parent of v starts at line 15 by searching all the incidents vertices to v (in the vector
I), when a parent is found (line 16), the corresponding element of the matrix S(v)

is updated with the next to the current level (d 4+ 1). After discovering the parent
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Algorithm 3.5 GPU-based algorithm (veCSC) to implement the sparse matrix-vector
multiplication f; + AT f with the sparse adjacency matrix in the CSC format.

1: Input: CPa,rowy,f
2: Output: f;
3: procedure VECSC-SPMV-KERNEL( CPa,rowy,f)

4: thread;q <+ threadldzr.x + blockIdz.x * blockDim.x
5: threadLane;q < thread;q * (threadsPerWarp — 1)
6: warp;q < thread;q/threadsPerWarp
7 col < warp;q
8: while col < n do
9: if o(col) == 0 then
10: start < CPa(col)
11: end <— CP 4 (col + threadLane;q)
12: sum < 0
13: icp < start 4+ threadLane;q
14: while icp < end do
15: sum < sum + f(rowx (icp))
16: icp < icp + threadsPerWarp
17: end while
18: of fset < threadsPerWarp/2
19: while of fset > 0 do
20: sum < sum + shfl — down — sync(of fset)
21: of fset < of fset/2
22: end while
23: if threadLane;; == 0 then
24: fr(warp;q) < sum
25: end if
26: end if
27: col < col + numWarp

28: end while
29: end procedure

of v, the searching process is completed with the break instruction on line 17. This
early termination of the searching process is the main difference with the top-down
BFS algorithms 3.1 and 3.2 on which all the potential children must be checked
on each searching step of the algorithm. The straightforward parallelization of
Algorithm 3.6 by a GPU kernel assigns one thread per vertex, we used the acronym
TurboBFS-busc to designate this algorithm. For irregular graphs, the TurboBFS-
busc kernel results in poor performance due to uncoalesced memory access and

warp divergence. To improve the performance of Algorithm 3.6 for irregular graphs,
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Algorithm 3.6 Linear algebra formulation of the bottom-up BFS algorithm for an
unweighted graph represented by sparse adjacency matrices A in the CSC format.

1: Input: A,C Py, 7, n.

2: Output: S(1....n)

3: procedure BUBFS-LA-UG(A,CPj,r,n)

4: d+<0

5: c+1

6: S+ -1

7: S(r)<«d

8: while ¢ > 0 do

9: c+ 0

10: for v — 1,n do

11: if S(v) == —1 then
12: k < CPs(v)

13: end < CPa(v+1)—1
14: while k > end do
15: if S(I(k)) ==d then
16: S(v) «+d+1
17: c+1

18: break

19: end if
20: k+k+1
21: end while
22: end if
23: end for
24: d<—d+1

25: end while
26: end procedure

we implemented the TurboBFS-buve Algorithm 3.7, which is a simplified version
of Algorithm 3.5 and where a warp is assigned to each vertex. The TurboBFS-
buve algorithm solves the problems of no coalesced memory access and the warp
divergence of the TurboBFS-busc algorithm for irregular graphs. The bottom-up
BFS algorithm has the best performance when a large fraction of the vertices are
in the frontier [BAP12]. At the beginning of the BFS search, the frontier vector
is sparse and the top-down BFS is more efficient than the bottom-up approach.
Hence, to yield the best performance, both algorithms can be combined, running

the top-down BFS at the beginning of the process, and when the frontier vector
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Algorithm 3.7 TurboBFS-buve:GPU-based implementation of Algorithm 3.6, using one
warp per vertex.

1: Input: CP,rowy,S,d

2: OQutput: S

3: procedure VECSC-BU-KERNEL(C Py4,row4,S,d),

4: thread;q <+ threadldzr.x + blockIdz.x * blockDim.x
5: threadLane;q < thread;q&(threadsPerWarp — 1)
6: warp;q < thread;q/threadsPerW arp
7 col <+ warp;q
8: break < 0
9: while !break and col < n and S(col) == —1 do
10: start < CPa(col)
11: end < CPj (col 4 threadLane;q)
12: icp < start 4+ threadLane;q
13: while !break and icp < end do
14: if S(rowax (icp)) == d then
15: S(col) < d
16: c+1
17: break < 1
18: end if
19: icp < icp + threadsPerWarp
20: end while
21: col < col + numWarp

22: end while
23: end procedure

becomes dense to switch to the bottom-up algorithm, in a direction optimizing BF'S
algorithm [BBAP13]. We designed and implemented a combined BFS algorithm
on which the searching process starts with the top-down Algorithm 3.2, and then
when the frontier vector f becomes dense, the searching process continues with the
bottom-up Algorithm 3.6. We use the heuristics proposed in reference [BBAP13],
to switch from the top-down to the bottom-up algorithm when the frontier vector
has a minimum of 10% of nonzero elements. We used the acronym TurboBFS-tdbu

to designate this combined algorithm.
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3.3.4 CUDA implementation of the TurboBFS algorithms

For the CUDA implementation of the TurboBFS algorithms, we designed and im-
plemented Algorithm 3.1 and Algorithm 3.2 with only two kernels on the GPU. The
first kernel initializes the f and o vectors and executes the SpMV(f; + AT f) op-
eration, and the second kernel computes the additional functions of the algorithms.
This implementation increased the performance of the algorithm by reducing the
overhead due to the sequential execution of more than two kernels on the GPU. The

implementation of the bottom-up BFS Algorithm 3.6 used only one GPU kernel.

3.4 Results

The experiments presented in this section were designed to assess the performance
of our TurboBFS algorithms by comparing it to the performance of the benchmark
algorithms available in the SuiteSparse:GraphBLAS library [ACD*20], and in the
GPU-based GraphBLAST [YBO22], and gunrock [WDP*16] libraries.

Our benchmark of sixty-nine graphs used in the experiments are represented
by sparse adjacency matrices selected from the SuiteSparse Matrix Collection (for-
merly the University of Florida Sparse Matrix Collection) [DH11, KAB*19], some
of these graphs are also in the Stanford Large Network Dataset Collection [LK14].
The selected adjacency matrices represent thirty-nine undirected and thirty directed
graphs, with up to 1900 x 10% edges and up to 214 x 10° vertices. The parameters
for each graph are given in the Tables 3.1, 3.3, and 3.5. The weighted graphs were
considered unweighted graphs for all the experiments.

The average running time (milliseconds) for each experiment was obtained by
50 trials per experiment. The MTEPs (millions of transverse edges by second)

achieved for each BFS algorithm were computed as the ratio between the number
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of edges (thousands of edges) and the average running time (milliseconds). We
also implemented a sequential BFS algorithm to verify the results obtained from
the GPU-based algorithms, only the correct results were accepted. For all the
results presented in this section, we chose the TurboBFS algorithm with the best
performance.

All the experiments presented in this Section were performed on a Linux server
with Ubuntu operating system version 16.04.6, 22 Intel Xeon Gold 6152 processors,
a clock speed 2.1 GHz, and 125 GB of RAM. The GPU in this server was an NVIDIA
Titan Xp, with 30 SM, 128 cores/SM, maximum clock rate of 1.58 GHz, 12196 MB
of global memory, and CUDA version 10.1.243 with CUDA capability of 6.1.

3.4.1 Experimental results for regular graphs

This section summarizes the results of the experiments performed for the compu-
tation of BFS on thirty-eight regular graphs, nineteen of them direct (D) graphs
and the rest undirected (U) graphs. The number of vertices and edges, as well as
the parameters (maximum, mean, standard deviation) of the degree (out-degree for
directed graphs) distribution of the graphs, are given for each graph in Table 3.1,
and Table 3.2 includes the MTPEs and the speedup of the TurboBFS algorithms
over the algorithms implemented on the GraphBLAST ((GBLAST)x), gunrock
((gunrock)x), and SuiteSparse:GraphBLAS ((GBLAS)x) libraries. The symbol
OOM means that the corresponding benchmark algorithm ran out of memory, and
the symbol 2.2x in the column ((gunrock)x) means that TurboBFS was 2.2x faster
than the BF'S algorithms in the gunrock libray.

The TurboBFS algorithms obtained up to 2000 MTEPs and were on average 7.4x,
2.0x, and 11.7x faster than the BFS algorithms available on the GraphBLAST, gun-
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Table 3.1: Parameters for the set of directed (D) and undirected (U) regular graphs
with experimental results given in Table 3.2.

File Vx10% | Ex10? | degree(max/u/o) d
gTjac100sc(D) 30 385 153/13/22 14
g7jacl20sc(D) 36 475 153/13/23 14
g7jacl40sc(D) 42 566 153/14/24 15
g7jacl60sc(D) 47 657 153/14/24 16
g7jacl80sc(D) 53. 747 153/14/24 17
g7jac200sc(D) 59 838 153/14/25 17
cit-HepPh(D) 35 422 411/12/15 33

email-Enron(U) | 37 368 1383/10/36 10
delaunayn15(U) 33 197 18/6/2 84
delaunayn16(U) 66 393 17/6/2 110
delaunayn17(U) | 131 786 17/6/1 157
delaunayn18(U) 262 1573 21/6/1 197
delaunayn19(U) 524 3146 21/6/1 306
astro-ph(U) 17 243 360/15,/21 10
ri2010(U) 25 126 44/5/3 66
me2010(U) 70 336 73/5/3 108
az2010(U) 242 1196 137/5/4 128
nc2010(U) 289 1417 83/5/3 207
12010(U) 484 2346 177/5/4 151
ca2010(U) 710 | 3489 141/5/3 216
enron(D) 69 276 1392/4/28 8
Wordnet3(D) 83 133 64/2/2 20
ASIC-100ks(D) | 99 579 206/6/6 33
ASIC-320ks(D) 322 1828 412/6/8 31
ASIC-680ks(D) 683 2329 210/3/4 31
smallworld(U) | 100 | 1000 17/10/1 9
luxemb-osm(U) 115 239 6/2/1 1035
netherl-osm(U) 2217 4883 7/2/1 1796
internet(D) 125 207 138/2/4 21
amazon(0302(D) 262 1235 5/5/1 72
amazon0312(D) 401 3200 10/8/3 45
amazon0601(D) | 403 | 3387 1/8/3 36
amazon(0505(D) 410 3357 10/8/3 36
amazon-2008(D) | 735 | 5158 10/7/4 32
web-NtDame(D) 326 1497 3455/5/22 52
roadNet-PA(U) | 1091 | 3084 9/3/1 542
roadNet-TX(U) 1393 3843 12/31 723
roadNet-CA(U) | 1971 | 5533 12/3/1 555

rock, and SuiteSparse:GraphBLAS libraries respectively. The top-down TurboBFS-
tdscCSC algorithm obtained the best performance for twenty-one (55 %) of the
graphs, and the bottom-up TurboBFS-busc algorithm showed the best performance

for fifteen (40 %) of the graphs in this group.
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Table

3.2:

((GBLAST)x),
((GBLAS)x) libraries, obtained with the TurboBFS algorithms for the com-
putation of BFS for the set of regular graphs given in Table 3.1.

Experimental
gunrock

MTEPs

and

((gunrock)x),

speedup over
and

the

GraphBLAST

SuiteSparse:GraphBLAS

File MTEPs | (GBLAST)x | (gunrock)x | (GBLAS)x
g7jac100sc(D) 769 8.4x 2.2x 10.4x
g7jac120sc(D) 792 7.0x 2.0x 8.3x
g7jacl40sc(D) 1132 9.0x 2.4x 15.6x
g7jacl60sc(D) 1094 8.0x 2.5x 13.3x
g7jac180sc(D) 1068 7.4x 2.3x 13.4x
g7jac200sc(D) 1047 6.2x 2.4x 10.6x
cit-HepPh(D) 703 22.7x 4.2x 13.3x

email-Enron(U) 613 4.5x 1.7x 6.3x
delaunayn15(U) 109 9.0x 3.1x 8.5x
delaunayn16(U) 164 8.9x 3.4x 11.7x
delaunayn17(U) 161 7.6x 2.2x 15.9x
delaunayn18(U) 225 9.1x 2.0x 12.7x
delaunayn19(U) 115 3.6x 1.0x 9.2x
astro-ph(U) 808 15.0x 2.7x 12.7x
ri2010(U) 90 11.1x 3.2x 7.4x
me2010(U) 112 9.4x 2.5x 8.3x
az2010(U) 150 4.1x 1.3x 9.4x
nc2010(U) 104 4.6x 1.2x 9.1x
A2010(U) 165 3.8x 0.9x 10.6x
ca2010(U) 126 2.9x 0.8x 8.0x
enron(D) 690 8.8x 2.0x 13.0x
Wordnet3(D) 190 10.6x 2.3x 6.6x
ASIC-100ks(D) 482 9.0x 2.7x 14.2x
ASIC-320ks(D) 870 7.6x 1.8x 17.1x
ASIC-680ks(D) 776 5.1x 1.4x 21.7x
smallworld(U) 2000 8.0x 2.4x 24.2x
luxemb-osm(U) 20 16.8x 6.7x 3.5x
netherl-osm(U) 26 2.5x 0.8x 1.9x
internet(D) 345 8.3x 3.2x 29.2x
amazon0302(D) 363 6.8x 2.1x 11.8x
amazon0312(D) 593 3.5x 0.9x 9.1x
amazon0601(D) 847 3.9x 1.0x 12.0x
amazon0505(D) 839 3.9x 1.0x 13.3x
amazon-2008(D) 992 2.9x 0.8x 14.2x
web-NtDame(D) 454 9.5x 1.6x 8.5x
roadNet-PA (U) 71 4.3x 1.0x 9.5x
roadNet-TX(U) 62 4.0x 0.9x 8.8x
roadNet-CA (U) 87 3.6x 1.0x 10.1x

3.4.2 Experimental results for irregular graphs

This section presents the results of the experiments performed for the computation

of BFS on twenty-three irregular graphs, six of them direct graphs, and seven-
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Table 3.3: Parameters for the set of directed (D) and undirected (U) irregular graphs
with experimental results given in Table 3.4.

File Vx10% | Ex10? | degree(max/u/o) | d
mycielski12(U) 3 407 1535/133/149 3
mycielskil3(U) 6 1228 3071/200/247.0 3
mycielskil4(U) 12 3696 6143/301/407 3
mycielskil5(U) 24 11111 12287/452/664 3
mycielskil6(U) 49 33383 24575/679/1080 3
mycielskil7(U) 98 100246 | 49151/1020/1747 3
mycielskil8(U) 196.6 | 300934 | 98303/1531/2817 3
mycielskil9(U) 393 903195 | 196607/2297/4530 3

EAT-SR(D) 23.2 | 326 78/14/20 7
kron-logn16(U) 66 4913 17999/75/313 6
kron-logn17 (U) 131.1 10229 29937/78/378 6
kron-lognl8(U) | 262 | 21166 49164/81 /454 6
kron-logn19(U) 524 43563 80676/83/541 6
kron-logn20(U) 1049 89241 131505/85/641 6
kron-logn21(U) 2097 182084 213906/87/756 6
soc-Epiniol(D) 76 509 1801/7/26 11

Linux-call(D) 324 1209 712/4/6 45
web-Stanf (D) 282 2313 255/8/11 147
com-LiveJ (D) | 3998 | 69362 14815/17/43 14
com-Orkut(U) 3072 234370 33133/76/155 8

soc-LiveJour1(D) | 4848 68994 20293/14/36 15
mawi-12345(U) | 18571 | 38040 | 16.4 x 10°/2/3806 | 11
mawi-20000(U) 35991 74485 | 32.5 x 10°/2/5414 11

teen undirected graphs. The number of vertices and edges, as well as the param-
eters (maximum, mean, standard deviation) of the degree (out-degree for directed
graphs) distribution of the graphs, are given for each graph in Table 3.3, and Table
3.4 includes the MTPESs and the speedup of the TurboBFS algorithms over the algo-
rithms implemented on the GraphBLAST ((GBLAST)x), gunrock ((gunrock)x),
and SuiteSparse:GraphBLAS ((GBLAS)x) libraries.

The TurboBFS algorithms obtained up to 40 GTEPs, and were on average 3.0x,
1.3x, and 22.4x faster than the BFS algorithms available on the GraphBLAST, gun-
rock, and SuiteSparse:GraphBLAS libraries respectively. The top-down TurboBFS-
tdveCSC algorithm obtained the best performance for seven (30 %), the bottom-up
TurboBFS-buve algorithm for five (21.7 %), and the combined top-down bottom-up

TurboBFS-tdbu algorithm for six (26.1 %) of the irregular graphs in Table 3.4. The
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Table

((GBLAST)x),

3.4:

Experimental
gunrock

MTEPs and

((gunrock)x),

speedup over
and

the

GraphBLAST

SuiteSparse:GraphBLAS

((GBLAS)x) libraries, obtained with the TurboBFS algorithms for the com-
putation of BFS for the set of irregular graphs given in Table 3.3.

File MTEPs | (GBLAST)x | (gunrock)x | (GBLAS)x
mycielskil2(U) 2036 5.5x 2.2x 7.5x
mycielskil3(U) 4092 3.9x 1.8x 12.5x
mycielskil4(U) 6159 2.0x 1.5x 23.3x
mycielskil5(U) 11111 1.3x 1.7x 30.9x
mycielskil6(U) 16691 1.1x 1.5x 36.2x
mycielskil7(U) 22277 0.8x 1.5x 42.2x
mycielskil8(U) 31347 0.8x 1.7x 48.0x
mycielskil9(U) 39778 OOM 1.8x 57.3x

EAT-SR(D) 1085 6.3x 2.7x 16.7x
kron-logn16(U) 4466 2.1x 1.2x 28.3x
kron-lognl7 (U) 4447 1.7x 0.8x 16.7x
kron-logn18(U) 5292 1.3x 0.9x 30.0x
kron-logn19(U) 5808 1.1x 0.9x 17.3x
kron-logn20(U) 3984 1.1x 1.1x 24.6x
kron-logn21(U) 2642 0.9x 1.2x 15.4x
soc-Epiniol(D) 848 8.0x 2.3x 16.7x

Linux-call(D) 432 6.5x 1.2x 3.2x
web-Stanf (D) 160 6.8x 0.8x 3.3x
com-LiveJ (D) 1286 0.9x 0.8x 9.6x
com-Orkut(U) 1698 0.9x 0.8x 6.4x

soc-LiveJourl(D) 940 1.3x 0.9x 7.5x
mawi-12345(U) 1330 5.7x 0.7x 98.4x
mawi-20000(U) 1357 5.2x 0.7x 29.1x

for these highly irregular graphs.

23

3.4.3 Experimental results for big graphs

top-down TurboBFS-tdscCOOC algorithm obtained the best performance for five
(21.7 %) of these irregular graphs, including the most irregular graphs, the mawi

graphs, in the group, showing that the COOC format is the most suitable format

This section presents the results of the experiments performed for the computation
of BFS on eight relatively big graphs, five of them direct graphs, and three undi-
rected graphs. The number of vertices and edges, as well as the parameters (max-

imum, mean, standard deviation) of the degree (out-degree for directed graphs)



distribution of the graphs, are given for each graph in Table 3.5, and Table 3.6
includes the MTPEs and the speedup of the TurboBFS algorithms over the algo-
rithms implemented on the GraphBLAST ((GBLAST)x), gunrock ((gunrock)x),
and SuiteSparse:GraphBLAS ((GBLAS)x) libraries. The directed graph sk-2005

Table 3.5: Parameters for the set of directed (D) and undirected (U) big graphs
with experimental results given in Table 3.6.

File Vx10° | Ex10° | degree(max/u/o) | d
kmer-P1a(U) 139 298 40/2/1 487
kmer-A2a(U) 171 361 40/2/1 515
kmer-V1r(U) 214 465 8/2/1 342

it-2004(D) 41 1151 9964/28/67 50
twitter7(D) 42 1468 3 x 106/35/2420 13
GAP-twitter(D) 62 1468 3 x105/24/1990 | 15
GAP-web(D) 51 1930 12869/38/78 56
sk-2005(D) 51 1949 12870/39/78 54

Table 3.6: Experimental MTEPs and speedup over the SuiteSparse:GraphBLAS
((GBLAS)x) library, obtained with the TurboBFS algorithms for the computation
of BFS for the set of big graphs given in Table 3.5.

File MTEPs | (GBLAST)x | (gunrock)x | (GBLAS)x
kmer-PIa(U) 110 OOM OOM 10.0x
kmer-A2a(U) 109 OOM OOM 11.5x
kmer-V1r(U) 240 OOM 00OM 19.1x

it-2004(D) 892 OOM OOM 3.3x
twitter7(D) 1537 OOM OOM 10.2x
GAP-twitter(D) | 811 OOM OOM 8.3x
GAP-web(D) 1038 OOM OOM 4.0x
sk-2005(D) 1147 OOM OOM 4.6x

in Table 3.5 is the largest graph for which the BF'S was computed with our available
GPU. The first three graphs of Table 3.5 are regular graphs for which the bottom-up
TurboBFS-busc algorithm showed the best performance, and the other five graphs
are irregular graphs for which the best performance was obtained with the com-
bined top-down and bottom-up TurboBFS-tdbu algorithm. For all the big graphs
on Table 3.6, the BFS algorithms on the gunrock and GraphBLAST libraries ran
out of memory (OOM), asserting our optimization strategy of reducing the mem-

ory footprint to design and implement our highly scalable TurboBFS algorithms.
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Figure 3.4 shows that the greatest speedups of the TurboBC algorithms were ob-
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tained for the regular graphs. This Figure also shows that the maximum speedup of

the TurboBFS-tdbu algorithm over the BFS algorithm on the GraphBLAS library

was obtained for twitter7, the most irregular graph in the group with the smallest

value for the depth (d) of the BFS tree. Figure 3.5 shows that the largest value for

the MTEPs was obtained for the twitter7 graph, while the smallest values for the

METPs were obtained for the regular graphs which had the greatest values for the

depth (d) of the BFS tree.
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3.5 Summary

Graphs that are used for modeling the human brain, omics data, or social networks
are huge, and manual inspection of these graphs is impossible. A popular, and fun-
damental, method used for making sense of these large graphs is the well-known
Breadth-First Search (BFS) algorithm. However, BFS suffers from large computa-
tional cost, especially for big graphs of interest. More recently, the use of Graphics
processing units (GPU) has been promising, but challenging because of the limited
global memory of GPUs, and irregular structures of real-world graphs.

In this chapter, we presented a GPU-based linear-algebraic formulation and im-
plementation of BFS, called TurboBFS, that exhibits excellent scalability on un-
weighted, undirected, or directed sparse graphs of arbitrary structure. GraphBLAST
and gunrock algorithms use combined top-down bottom-up BFS algorithms that re-
quire storing the arrays of the CSC and CSR formats simultaneously on the GPU
for directed graphs, increasing the space complexity of the algorithms, and limiting
the size of the graphs for which the BFS can be computed. Our approach for design-
ing and implementing the algorithms in TurboBFS differed from the GraphBLAST
and the gunrock approaches, because we used highly scalable algorithms which were
simpler and hence with less overhead. We also reduced the memory footprint of the
TurboBFS algorithms by using only the CSC format for both directed and undi-
rected graphs, and by transferring to the GPU only one set of the arrays that store
the indices of the non-zero values of the sparse adjacency matrices representing the
graphs, allowing us to compute the BFS for graphs with higher number of edges
than those computed by GraphBLAST and the gunrock libraries on the same GPU.
This reduction in space complexity also increased the performance of the TurboBFS

algorithms.
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Our experimental results demonstrated that our TurboBFS algorithms obtained
up to 40 GTEPs (billions of transverse edges per second), and were on average
15.7x, 5.8x, and 1.8x faster than the other state-of-the-art BFS algorithms imple-
mented on the sequential SuiteSparse:GraphBLAS, and GPU-based GraphBLAST,
and gunrock libraries, respectively. The codes to implement the algorithms proposed
in this chapter are available at https://github.com/pcdslab/TurboBFS.

Our future work will be focused on improving the performance of the algorithms
in TurboBFS, especially the performance of the algorithms computing the vector
sparse matrix multiplication operations. Our goal will be to design and implement
GPU-based BFS algorithms with higher performance than the state-of-the-art algo-

rithms available on the GraphBLAST and gunrock libraries.
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CHAPTER 4
TURBOBC: A GPU BASED BETWEENNESS CENTRALITY
ALGORITHM

In this chapter, we describe the design, implementation, and experimental results
computed with TurboBC, a set of GPU-based betweenness centrality (BC) algo-

rithms in the language of linear algebra [AS21c].

4.1 Introduction

Centrality is a fundamental concept in graph analytic [Bav48], used to measure the
influence of individual vertices or edges on huge graphs that are used for modeling
and analysis of the human brain [RS10], omics data [BPS13], or social networks
[OAS10]. Ome of the most important measures of centrality is the shortest path
based betweenness centrality (BC), a metric used to measure the importance of
vertices and/or edges in a graph [Fre77].

The BC algorithms have enough parallelism to be implemented on high-performance,
parallel graphs processing libraries such as the CPU-based, shared memory, ligra li-
brary [SB13]. These algorithms can also be implemented using all the computational
power of modern Graphics Processing Units (GPU’s) [cor21], however, this imple-
mentation is challenging because real-world graphs have some vertices whose degrees
are much greater than the mean degree in the graph, resulting in data-access pat-
terns which are highly irregular. This type of data produces load imbalances and
warp divergences that negatively affect the performance of the kernels in GPUs.
The limited global memory and the data-transfer bottleneck of the GPU are also
important challenges to implementing scalable BC algorithms for the BC compu-

tation on modern huge graphs. These challenges result in limits in the scalability
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and performance of the BC algorithms, being therefore an active area of research.
One of the first implementations of this algorithm on GPU was given in reference
[JLHT12] as an edge-parallel approach, followed by the gpu-fan package described
in [SZ11], which was based on an improved All-Pairs Shortest Path (APSP) algo-
rithm. Several hybrid GPU-CPU and multiple GPU implementations are presented
in [MB14, SZ11, SKSC13, PWWT'17, SB13, WDP*16]. As far as we know, the
BC algorithm in the language of linear algebra was first described in chapter 6 of
reference [KG11] and implemented in the GraphBLAS library for CPUs [BMM*17],
being our proposed TurboBC algorithms, the first GPU-based implementation of
BC inspired in this linear algebra algorithm.

The memory-efficient and highly scalable BC algorithms on TurboBC are based
on two parallel optimizations. Our first optimization was to reduce the space com-
plexity of the algorithm by limiting the number and the size of the arrays used on
the computations performed by the GPU kernels. The second optimization was to
design and implement our BC algorithms by exploiting the sparsity of the frontier
and output vectors of the Breadth First Search (BFS) stage.

The TurboBC algorithms are applicable to unweighted, directed, and undirected
graphs represented by sparse adjacency matrices in the Compressed Sparse Column
(CSC) and the transpose of the Coordinate Sparse (COO) formats. The GPU-based
gunrock BC algorithms use techniques such as BFS push-pull, that, as illustrated in
Figure 4.6, require storing additional auxiliary arrays on the GPU global memory,
increasing the space complexity of the algorithms and limiting the size of the graphs
for which the BC can be computed with limited memory GPUs. Our approach for
designing and implementing the algorithms in TurboBC differed from the gunrock
approach because we used memory-efficient and highly scalable algorithms which

were simpler and hence with less overhead. To reduce the memory footprint and
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to increase the memory efficiency and the scalability of TurboBC, the algorithms
were designed to use only one sparse storage format for each BC computation, also
the number of auxiliary arrays on the device side was minimized. The reduction
in the memory footprint increased the memory bandwidth utilization and reduced
the number of unnecessary floating operations. The design and implementation
of the TurboBC algorithms also exploited the sparsity of the frontier and output
vectors of the Breadth First Search (BFS) stage. These optimizations improved
the performance and the scalability of the TurboBC algorithms. A comprehensive

experimental detail and results are presented to assess the performance of the GPU-

based BC algorithms in TurboBC.

4.2 Betweenness centrality algorithm

The shortest-path betweenness centrality (BC) algorithm is applicable to any un-
weighted, directed or undirected graph G = (V) E), where V is the finite set of
vertices and FE is the set of edges. Any pair (u,v) € E implies that the vertices u
and v in V are connected by an edge in G. A graph G is directed if E consists of
ordered pairs, otherwise, G is undirected. Given a source vertex s € V in a graph
G, the Breadth First Search (BFS) stage of the BC algorithm performs a systematic
search of every vertex on F that is reachable from s. The algorithm computes the
shortest path, i.e., the smallest number of edges from s to each reachable vertex ¢.
The number of shortest paths between the vertices s and t is denoted by oy, and
04 (v) is equal to the number of shortest paths between s and ¢ passing through the

vertex v € V., where v is different than s and ¢ [Bra08, AS21d].

60



Betweenness centrality of a vertex v, BC(v), in a graph G was formally defined
by Freeman [Fre77| as

BC(v) = Y ou(v)/ow= > ba(v) (4.1)

sFEVFEL s#v#£L

where o4 (v) /oy = 0, if 05 = 0, and 05 (v) = 04(v) /0, the pair-wise dependences,
is the fraction of shortest paths between the vertices s and ¢ that pass through v.
This definition of BC equally applies to disconnected and connected, directed and
undirected graphs [Fre77]. The straightforward computation of the BC of a vertex v,
starts by computing the number and the length of all pairs’ shortest paths over the
graph, followed by computing the BC for each vertex by looking at all other pairs of
vertices and increasing the value of BC'(v) if the vertex, v, was in the corresponding
shortest path. If |[V| = n, the time complexity of this BC algorithm is O(n?), and
its space complexity is O(n?).

Brandes [Bra08], proposed a more efficient BC algorithm on which the pair-wise
dependences can be aggregated without computing all of them explicitly. Let the
one-sided dependences be defined as

5,(v) = 3 6,4(v) (4.2)

teVv
for all s,v € V. Then

BC(v) =Y d,(v) (4.3)

SsF#v

The following recurrence relation computes the one-sided dependences in the Bran-

des’ BC algorithm

O—SU

5,(v) = (1+6,(w)) (4.4)

g
w:d(s,w)=d(s,v)+1 sw

where d(s, v) is the length of the shortest path from s to v. The recurrence relation

4.4 computes the one-sided dependencies of a vertex s on some vertex v from the
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one-sided dependence of a vertex w one edge far away. For a graph with |E| = m,
the time complexity of Brandes’ algorithm for unweighted graphs is equal to O(nm),
and the space complexity is equal to O(n+m). This algorithm is especially suitable

for graphs represented by sparse adjacency matrices.

4.3 TurboBC algorithms for unweighted graphs.

This section describes the design and implementation of our GPU-based TurboBC
algorithms in the language of linear algebra for unweighted graphs. The TurboBC
algorithms were implemented for graphs represented by sparse adjacency matrices in
the Compressed Sparse Column (CSC) format, as well as in the COOC format which
is the transpose of the Coordinate Sparse (COO) format. Both sparse formats are
suitable to implement the sparse matrix-vector multiplication operations included in
the BC Algorithm 4.1. Figure 4.1 shows an example of the CSC and COOC formats
for a sparse adjacency matrix representing an undirected, unweighted graph. For a
n X n adjacency sparse matrix A with m non-zero elements representing unweighted
graphs, the array row, (size m) of the CSC format, stores the corresponding row
indices of the subsequent non-zero values of the columns in the matrix, and the
array C'Py (size n + 1) stores the indices of the elements in the array rowg,, that
start a column. The first element of C'Py4 is always equal to 1 (one-based format)
and the last element is equal to m + 1. The COOC format contains two arrays:
row, which is equal to the corresponding array in the CSC format, and the col
(size m) array that stores the column indices of the non-zero values of the adjacency
matrix A. To reduce the memory footprint and increase the performance of the
TurboBC algorithms, the arrays that store the non-zero values of the binary sparse

adjacency matrix of unweighted graphs were not used in the corresponding sparse
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matrix-vector multiplication (SpMV) operations of our algorithms.

0 01 10
10 010
A=]/0 1 0 0 O
0 01 0 1
0 01 0 O

CSC

rowa=[2 3 1 4 5 1 2 4]
CPA=[1 2 3 6 8 9

CcOoocC

rowa=[2 3 1 4 5 1 2 4
cola=[1 2 3 3 3 4 4 5

Figure 4.1: Example of CSC and COOC sparse storage formats for a sparse adja-
cency matrix representing a directed, unweighted graph.

Scalar and vector algorithms for regular and irregular graphs

We implemented two types of BC algorithms. The first type, called scalar algo-
rithms, computes the sparse matrix-vector multiplication with GPU kernels, assign-
ing one thread per vertex (CSC format) or one thread per edge (COOC format).
The second type of algorithm, vector algorithms, computes the sparse matrix-vector
multiplication with GPU kernels that assign one warp per vertex (CSC format).

In this chapter, the graphs were classified into two classes: regular graphs and
wrreqular graphs. The regular graphs are those for which, in our experiments, the
scalar BC algorithms obtained the best performance, while irregular graphs are

those for which the vector BC algorithms obtained the best performance.
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We also applied the scale-free metrics, proposed in reference [LATT05], to ap-
proximately quantify when a graph is regular or irregular. The scale-free metrics

scf, for a graph G = (V| E) is defined by
scf = Z degree(u) * degree(v) (4.5)

where degree(u) is the degree of vertex u € V, for directed graphs degree(u) =
out.degree(u). Our experiments showed that for regular graphs the scf metric is in
the range [1,224], and for irregular graphs in the range [5846,651837], more details
about these results are given in Section 4.4 on which the experimental results are

presented.

4.3.1 Brandes’ BC algorithm in the language of linear alge-

bra

Algorithm 4.1 represents the linear algebra formulation of the Brandes’ BC algo-
rithm for a graph G = (V, E) with n vertices and m edges, represented by n x n
sparse adjacency matrix A in the COOC format, with m non-zero elements. This al-
gorithm is inspired by the BC algorithm described in chapter 6 of reference [KG11].
Algorithm 4.1 computes the exact betweenness centrality vector, be, for all the
connected vertices of the graph G using a two-stage procedure.

The first stage of Algorithm 4.1 is a forward stage on which a Breadth First
Search (BFS) from the source vertex s is performed at the first while loop (lines 11
to 28), where d represents the current depth of the discovered vertices. The final
value of d is equal to the height of the BFS tree rooted at s. The output vector
o contains the number of shortest paths from the source vertex to the discovered

vertices. The frontier vector f contains the number of shortest paths from the
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discovered vertices in the last iteration, to the undiscovered vertices to which there
is some edge. The while loop stops when the vector f is equal to 0, i.e., when all
the vertices reachable from s have been discovered. The vector f is updated by the
sparse matrix-vector multiplication (SpMV) operation with the adjacency matrix
(line 19), followed by a mask operation (lines 20 to 22) that exploits the sparsity of
the vector o and updates the shortest paths to vertices on f, not yet contained on
the vector o, guaranteeing that only the new discovered shortest paths are added to
o (line 25). By using the sparsity of the vector f, the vectors S and o are updated
only when the corresponding component of the vector f is not zero (lines 23 to 27).
The vector S stores the depth at which each vertex is discovered.

The second stage of Algorithm 4.1 is a backward stage on which the one-sided
dependences vector, §, is computed within the second while loop (lines 31 to 42),
using Equation 4.4. For the computations in this stage, the vertices are visited
in reverse order of their depth. The computation of the vector § starts when the
auxiliary vector &, is computed (lines 32 to 36) for those values derived from the
children at depth d, which are stored on the vector S. The vector §,, is then weighted
by the adjacency matrix A with the SpMV operation (line 37). The vector § is
updated (lines 38 to 40), with the values corresponding at depth d—1 as determined
by the vector S. Finally, the betweenness centrality vector be is computed, using
Equation 4.3, for all parent vertices, v, not equal to the source vertex s (lines 43 to
47). For undirected graphs the computation of the vector be should compensate by
the double counting of every pair of vertices, hence be(v) < be(v) + 6(v) /2 for these
graphs [Bra08§].

The BC algorithm with the sparse adjacency matrix in the CSC format has the
same two stages of Algorithm 4.1, with the difference that in the first stage, the

mask operation is included in the SpMV operation as shown in Algorithm 4.3.
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Algorithm 4.1 Linear algebra shortest path vertex betweenness centrality algorithm for
a graph represented by a sparse adjacency matrix A in the COOC sparse storage format.

1: Input: A. > sparse adjacency matrix representing a graph.
2: Output: o(1....n) > stores number of shortest paths.
3: Output: be(1....n) > betweenness centrality vector
4: procedure BC-LA(G = A : B"*")
5 bc 0
6: for s < 1,n do > s: source vertex of BFS tree
T d+0 > d: the current depth being examined
8 c+1 > c¢: check if the vector f is equal to 0
9: S+ 0 > stores depth at which a vertex is discovered
10: o+ 0

11: while ¢ > 0 do > BFS stage starts
12: d+<—d+1

13: c, ft —0

14: if d==1 then

15: f(s),o(s) 1

16: end if

17: fi— ATf

18: if Jo(i) == 0 then

19: 1)« fild)

20: end if

21: if 3f(i)! =0 then

22: S(i) «+d

23: o(i) < o(i) + f(3)

24: c+1

25: end if

26: end while

27: d+—d—1

28: 60

29: while d > 1 do > one-sided dependences vector stage starts

30: Oy Oy < 0

31: if S(i)==d and o(i) >0 then

32: 0u(3) <~ (L.O+0(7)) + o(7)

33: end if

34: éut — ATJU

35: if S(i)==d—1 then

36: 0(7) = 0(3) 4 0wt () X o(7)

37: end if

38: d+—d—1

39: end while

40: for v+ 1,n do > update of vector bc starts

41: if v#s then

42: be(v) — be(v) 4+ 0(v)

43: end if

44: end for

45: end for

46: return bc

47: end procedure
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4.3.2 Sparse matrix-vector multiplication (SpMYV).

Our experimental results showed that the runtime of the SpMV operation (lines
19 and 37) can be up to 90 % of the total runtime of Algorithm 4.1, determining,
therefore, the overall performance of the BC algorithm. We implemented the SpMV
operation with three algorithms, the first one based on the COOC format and the

other two based on the CSC format.

Algorithm 4.2 Algorithm to implement the sequential SpMV operations of Algo-
rithm 4.1 (lines 19 and 37) with the sparse adjacency matrix in the COOC format.

: Input: x,row4,col 4
: OQutput: y
: procedure scCOOC-SPMV (z,row 4,col a,y)
for k — 1,m do
if x(rowa(k)) >0 then
y(cola(k)) < y(cola(k)) + z(rowa(k))
end if
end for

—_

© XD

end procedure

There are graphs with some vertices with a much higher degree than the mean
value of the degrees in the graph, the SpMV operation for these graphs creates load
unbalance in the threads of the GPU which negatively affects the performance of the
SpMYV algorithm. Our experiments showed that the SpMV algorithm based on the
COQOC format is less affected by this load unbalance, when applied to regular graphs
that have vertices with much higher degrees than the mean degree of the graph.
Algorithm 4.2 implements the sequential version of the SpMV operations on the
first and second stages (lines 19 and 37) of Algorithm 4.1 with the sparse adjacency
matrix in the COOC format. The sparsity of vector x is exploited by updating the
vector y only when the corresponding component of vector @ is greater than zero

(line 5). The parallelization of Algorithm 4.2, known as COOC-scalar (scCOOC),
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on a GPU kernel assigns one thread per edge. The acronym TurboBC-scCOOC

designates the BC algorithm using the scCOOC algorithm for the SpMV operation.

Algorithm 4.3 Algorithm to implement the sequential SpMV operations of Algo-
rithm 4.1 (lines 19 and 37) with the sparse adjacency matrix in the CSC format.

1: Input: ,CPjs,rowy
2: Output: y
3: procedure sCCSC-SPMV (x,CPa,row,y)

4 for i — 1,n do

5 if 0(i) == 0 then

6: sum + 0

T start <— C'Pa(7)

8: end < CPy(i+1)—1
9: for k — start,end do
10: sum < sum + x(row4(k))
11: end for

12: if sum >0 then

13: y(i) < sum

14: end if

15: end if

16: end for

17: end procedure

Our experiments showed that for some medium-sized graphs (see Table 4.2), the
best performance was obtained with Algorithm 4.3, which implements the sequen-
tial version of the SpMV operations on Algorithm 4.1, with the sparse adjacency
matrix in the CSC format. Algorithm 4.3 implements the mask operation (line 5) by
computing the components of the vector y only when the corresponding component
of the o vector is equal to 0, ensuring that only the new discovered shortest paths
are added to o (line 25 of Algorithm 4.1). The sparsity of vector x is used on line
12 when the vector y is updated only when the variable sum is greater than zero.
The straightforward parallelization of Algorithm 4.3, known as CSC-scalar (scCSC),
with a GPU kernel, assigns one thread per vertex. The acronym TurboBC-scCSC

designates the BC algorithm using the scCSC algorithm for the SpMV operation.
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Algorithm 4.4 GPU-based algorithm to implement the SpMV (veCSC) operation of
Algorithm 4.1 (lines 19 and 37) with the sparse adjacency matrix in the CSC format.

1: Input: ©,CPjs,rowy

2: Output: y

3: procedure VECSC-SPMV-KERNEL(x,C Pa,rowA,y)
4: thread;q < threadldzr.x + blockIdz.x * blockDim.x
5: threadLane;q < thread;q&(threadsPerWarp — 1)
6: warp;q < thread;q/threadsPerW arp
7 while col < n do
8 if o(col) == 0 then

9: start <— C' Pa(warp;q)
10: end < CPs(warp;q + threadLane;q)
11: sum < 0
12: icp < start 4+ threadLane;q
13: while icp < end do
14: sum < sum + y(rowa(icp))
15: icp < icp + threadsPerWarp
16: end while
17: of fset < threadsPerWarp/2
18: while of fset > 0 do
19: sum < sum + shfl — sync(mask, sum, of f set)
20: of fset < of fset/2
21: end while
22: if threadLane;q == 0 A sum > 0 then
23: y(warp;q) < sum
24: end if
25: end if
26: col < col + num — warps

27: end while
28: end procedure

Our experiments for irregular graphs showed that both the TurboBC-scCOOC
and the TurboBC-scCSC algorithms resulted in poor performance due to uncoa-
lesced memory access and warp divergence. To improve the performance of the
SpMV operation for irregular graphs, we implemented the CSC-vector(veCSC) al-
gorithm shown in Algorithm 4.4, which is similar to the CSR-vector algorithm pro-
posed in [BGO8]. The veCSC algorithm assigns a warp for vertex. This algorithm
incorporates the warp shuffle instruction (lines 18-21) to reduce the local sums by

the threads in the warp without using shared memory. The first thread in the warp
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outputs the final result (lines 22-24). The veCSC algorithm solves the problems of
no coalesced memory access and warp divergence of the scalar algorithms when ap-
plied to irregular graphs. The best performance of the veCSC algorithm is obtained
for irregular graphs, on which the warp divergence is minimized. The acronym
TurboBC-veCSC designates the BC algorithm using the veCSC algorithm for the

SpMYV operation.

4>< allocate device memory (f,f_t) ‘

‘ BFS stage ‘

free device memory (f,f_t)
allocate device memory (delta, delta_u,delta_ut)

@ No Q"

one-sided dependences
stage

’ bc update ‘

|

free device memory (delta, delta_u,delta_ut)

Figure 4.2: Pipeline for the CUDA implementation of Algorithm 4.1.

4.3.3 CUDA implementation of the TurboBC algorithm

We designed and implemented Algorithm 4.1 using the pipeline shown in Figure 4.2.
The BFS stage of Algorithm 4.1 was implemented using two kernels, the first kernel
initializes the f and o vectors (lines 15 to 18) and executes the SpMV (f; < fA)
operation (line 19), the second kernel computes the additional functions of this
stage. The computation of the one-sided dependences vector, §, was implemented
using three kernels, the first kernel updates the vector d,, (lines 34-36), the second
kernel computes the SpMV operation (line 37), and the third kernel updates the

vector § (lines 38-40). One additional kernel updates the vector be (lines 43 to
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47). This implementation increased the performance of the algorithm by reducing
the overhead due to the sequential execution of too many kernels on the GPU.
Our experiments showed that the performance of Algorithm 4.1 increased when the
SpMYV operation of the BFS stage was performed over integer data types for the f
and f; vectors. Hence, in order to minimize the memory footprint on the GPU due
to the storage of auxiliary vectors, the deallocation of the device memory for the
vectors f and f; is followed by the allocation of device memory to the float type
vectors &, d,,, and d,;. The SpMV operation with integer data types was up to 2.7x
faster than the same operation with float data types, with a very small overhead

due to the allocation and deallocation operations of the device memory.

4.4 Results

The experiments presented in this section were designed to assess the performance
of our TurboBC algorithms by comparing them to the benchmark parallel BC al-
gorithms available in the state-of-the-art GPU-based gunrock [WDP*16] and CPU-
based, shared memory, ligra [SB13] libraries. We also compared the performance of
the TurboBC algorithms with the performance of our implementation of the sequen-
tial version of Algorithm 4.1 with the sparse adjacency matrix in the CSC format.
Our benchmark of thirty-three graphs used in the experiments were represented
by sparse adjacency matrices selected from the SuiteSparse Matrix Collection (for-
merly the University of Florida Sparse Matrix Collection) [KAB™19], and from the
Stanford Large Network Dataset Collection [LS16]. The selected adjacency matrices
represented eighteen undirected and fifteen directed graphs, covering a wide range

of vertices [28 x 10%,214 x 10°] and edges [171 x 10%,1950 x 10°]. The parameters for
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the selected graphs are given in Tables 4.1, 4.3, 4.5, and 4.7. The weighted graphs
were considered unweighted graphs for all the experiments.

The average runtime (milliseconds) for each experiment was obtained by 50 trials
per experiment. We used the sequential version of the BC algorithm to verify the re-
sults obtained from the TurboBC algorithms, only the correct results were accepted.
For all the results presented in this section, we chose the TurboBC algorithm which
showed the best performance for each graph. For the experiments on which the BC
was computed for one vertex, the MTEPs (millions of transverse edges by second),
achieved for the BC algorithms, were computed as the ratio m/t where m is the
number of edges (thousands) and ¢ is the average runtime (milliseconds). For the
experiments on which the exact BC was computed for all the vertices in the graph,
the MTEPs were computed as mn/t where n is the number of vertices (¢ in seconds,
mn in millions).

All the experiments presented in this section were performed on a Linux server
with Ubuntu operating system version 16.04.6, 22 Intel Xeon Gold 6152 processors,
a clock speed 2.1 GHz, and 125 GB of RAM. The GPU in this server was an NVIDIA
Titan Xp, with 30 SM, 128 cores/SM, maximum clock rate of 1.58 GHz, 12196 MB
of global memory, and CUDA version 10.1.243 with CUDA capability of 6.1.

4.4.1 Experimental results for regular graphs

This section summarizes the results of the experiments performed with the TurboBC
algorithms to compute the BC of one vertex on twenty regular graphs, twelve of them
directed (D) graphs and eight undirected (U) graphs. The number of vertices (n)
and edges (m), the parameters (maximum, mean, standard deviation) of the degree

(out-degree for directed graphs) distribution, the depth of the BFS tree (d), and the
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scale free metrics (scf), are given for each graph in Tables 4.1 and 4.3, and Tables
4.2 and 4.4 include the runtime, MTPEs and the speedup obtained by the TurboBC
algorithms over the algorithms implemented on the gunrock ((gunrock)x) and ligra
((ligra)x) libraries, and over the sequential algorithm ((seq.)x). The symbol 2.7x
in the column ((gunrock)x) means that TurboBC was 2.7x faster than the BC
algorithms in the gunrock library.

The TurboBC-scCSC algorithm showed the best performance by obtaining the

Table 4.1: Parameters for the set of directed (D) and undirected (U) regular graphs
with experimental results given in Table 4.2.

File nx10° | mx10° | degree(max/u/o) | d scf
mark3j060sc(D) 28 171 4476/4 42 10
mark3j080sc(D) 37 228 44/6/4 52 10
mark3j100sc(D) | 46 285 44/6/4 62 | 10
mark3j120sc(D 55 343 44/6/4 72 10

g7j140sc(D 42 566 153/14/24 15 | 197

g7j160sc(D 47 657 153/14/24 16 | 208
delaunayn15(U 33 197 18/6/1 84 13
delaunayn16(U 66 393 17/6/1 110 | 14
luxemb-osm(U) 115 239 6/2/0 1035 | 2

internet(D 125 207 138/2/4 21 | 1

Table 4.2: Experimental runtime, MTPEs and the speedup obtained by the
TurboBC-scCSC algorithm over the algorithms implemented on the gunrock ((gun-
rock)x) and ligra ((ligra)x) libraries, and over the sequential algorithm ((seq.)x),
with the computation of BC/vertex for the set of regular graphs given in Table 4.1.

File runtime | MTEPs | (seq.)x | (gunrock)x [ (ligra)x
mark3j060sc(D 2.1 82 11.5x 2.7x 2.2x
mark3j080sc(D 2.8 82 9.8x 2.5x 1.5x
mark3j100sc(D 3.5 82 11.4x 2.4x 1.5x
mark3j120sc(D 4.4 78 12.9x 2.2x 1.6x

g7j140sc(D 1.2 472 12.5x 1.9x 2.3x
g7j160sc(D 14 469 13.3x 1.8x 2.6x
delaunayn15(U 4.7 42 14.4x 2.4x 1.2x
delaunaynl6(U 7.1 95 25.3x 2.2x 1.9x
luxemb-osm(U) 50.0 5 24.7x 2.3x 1.0x
internet(D 1.5 138 37.8x 1.9x 2.0x

maximum values of speedup and MTEPs, for the ten regular graphs in Table 4.2,

obtaining up to 472 MTEPs, as well as a maximum of 37.8x and an average of
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17.4x speedup over the sequential code, a maximum of 2.7x and an average of 2.2x
speedup over the the BC algorithm available in the gunrock library, and a maximum
of 2.6x and an average of 1.8x speedup over the BC algorithm available in the ligra
library. The scale-free metrics scf for this group of regular graphs varied in the
range [1,208] and 80 % of the graphs had a value below 15 for this metric. The
depth (d) of the BFS tree was below 100 for 80 % of the graphs in this group.

For the ten regular graphs in Table 4.4, the TurboBC-scCOOC algorithm showed

Table 4.3: Parameters for the set of directed (D) and undirected (U) regular graphs
with experimental results given in Table 4.4.

File nx10% [ mx10® [ degree(max/u/o) | d | scf
g7j18OSCED§ 53 747 153/14/24 17| 217
g7j200sc(D 59 838 153/14/25 18 | 224

mark3j140sc(D) 64 400 44/6/4 82| 10
smallworld(U) 100 1000 17/10/1 9 | 61
ASIC—lOOkSED; 99 579 206/6/6 33 3
ASIC-680ks(D) | 683 | 2329 210/3/4 31| 2
com-Youtube(U) | 1135 5975 28754/5/51 14 ] 8
mawi-12345(U) | 18571 | 38040 16 x 10°/2/3806 | 10 | 2
mawi-20000(U) | 35091 | 74485 | 33 x 106/2/5414 | 11| 2
mawi-20030(U) 68863 | 143415 63 x 10°/2/7597 12 ] 2

Table 4.4: Experimental runtime, MTPEs and the speedup obtained by the
TurboBC-scCOOC algorithm over the algorithms implemented on the gunrock
((gunrock)x) and ligra ((ligra)x) libraries, and over the sequential algorithm
((seq.)x), with the computation of BC/vertex for the set of regular graphs given in
Table 4.3.

File runtime(ms) | MTEPs [ (seq.)x | (gunrock)x [ (ligra)x
g?leOSCED 1.6 467 13.0x T.7x 1.7x
27j200sc(D 1.7 493 14.6x 1.7x 1.8x

mark3j140sc(D) 5.3 76 13.2x 2.1x 1.2x
smallworld (U) 1.0 1000 27.6x 1.5x 1.5x
ASIC-lOOkSgD; 2.7 215 25.7x 1.6x 1.7x
ASIC-680ks(D 6.6 353 43.9x 1.0x 1.5x
com-Youtube(U) 9.7 616 48.4x 1.0x 2.8x
mawi-12345(U 74.8 509 33.6x 1.0x 3.6x
mawi-20000(U 143.0 521 33.9x 1.0x 3.4x
mawi-20030(U 261.4 549 32.3x 1.0x 3.2x

the best performance. This algorithm obtained up to 1000 MTEPs, a maximum of

48.4x and an average of 28.7x speedup over the sequential code, a maximum of 2.1x
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and average of 1.3x speedup over the BC algorithm available in the gunrock library,
and a maximum of 3.6x and an average of 2.2x speedup over the BC algorithm
available in the ligra library. The scale-free metrics scf for this group of regular
graphs was in the range [2,224] and 80 % of the graphs have a value less than 100
for this metric.

Our experiments also showed that for the last four graphs in Table 4.4 with
vertices with a maximum degree much higher than the mean value, the TurboBC-
scCOOC based on the COOC format had a better performance than the TurboBC
algorithms based on the CSC format, and also than the corresponding algorithms
in the ligra library, asserting that the COOC format results in scalar algorithms
that are less affected for vertices with high degrees as compared to scalar algorithms

based on the CSC format.

4.4.2 Experimental results for irregular graphs

This section summarizes the results of the experiments performed to compute the
BC of one vertex on the nine irregular undirected (U) graphs. The number of
vertices (n) and edges (m), the parameters (maximum, mean, standard deviation)
of the degree distribution, the depth of the BFS tree (d), and the scale-free metrics
(scf), are given for each graph in Table 4.5, and Table 4.6 includes the runtime,
MTPEs and the speedup obtained by the TurboBC algorithms over the algorithms
implemented on the gunrock ((gunrock)x) and ligra ((ligra)x) libraries, and over
the sequential algorithm ((seq.)x).

As expected, the scale-free metrics scf for the irregular graphs given in Table
4.5, varied in a wider range [5846,651837], than those values of scf obtained for

regular graphs given in Table 4.1. The best performance on the computation of BC
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Table 4.5: Parameters for the set of directed (D) and undirected (U) irregular graphs
with experimental results given in Table 4.6.

File nx10% | mx10° [ degree(max/u/o) | d scf
mycielskild(U 25 11111 12287/452/664 3 | 41166
mycielskil6(U 49 33383 24575/679/1078 3 | 82833
mycielskil7(U 98 100246 49151/1020/1747 3 | 166407
mycielskil8(U 197 300934 98303/1531 /2817 3 | 333199
mycielskil9(U 393 903195 | 196607/2297/4530 | 3 | 651837
kron-logn18(U 262 21166 49164/81/454 6 5846
kron-logn19(U 524 43563 80676/83/541 6 6609
kron-logn20(U 1049 89241 131505/85/641 6 7410
kron-logn21(U 2097 182084 213906/87/756 6 8161

Table 4.6: Experimental runtime, MTPEs and the speedup obtained by the
TurboBC-veCSC algorithm over the algorithms implemented on the gunrock ((gun-
rock)x) and ligra ((ligra)x) libraries, and over the sequential algorithm ((seq.)x),
with the computation of BC/vertex for the set of irregular graphs given in Table
4.5.

File runtime(ms) [ MTEPs | (seq.)x | (gunrock)x [ (ligra)x
mycielskild(U 1.7 6536 17.4x 1.2x 2.3x
mycielskil6(U 3.4 9819 26.6x 1.5x 3.4x
mycielskil7(U 7.9 12689 34.6x 1.7x 4.4x
mycielskil8(U 18.5 16267 45.8x 2.1x 5.1x
mycielskilQEU 48.9 18470 593.1x 2.7x 5.2x
kron-logn18(U 8.7 2433 31.6x 0.9x 1.1x
kron-logn19 U; 174 2504 44.7x 1.0x 0.9x
kron-logn20(U 58.4 1528 34.0x 1.3x 1.0x
kron-logn21 Ug 193.2 943 24.5x 1.1x 1.0x

for these irregular graphs was obtained by the TurboBC-veCSC algorithm as it was
expected. This algorithm obtained up to 18.5 GTEPs, as well as a maximum of 53.1x
and an average of 34.7x speedup over the sequential code, a maximum of 2.7x and an
average of 1.5x speedup over the BC algorithm available in the gunrock library, and
a maximum of 5.2x and an average of 2.7x speedup over the BC algorithm available
in the ligra library. The TurboBC-veCSC algorithm obtained the maximum values
of speedup and MTEPs for the mycielski group of graphs for which the depth (d)

of the BF'S tree was equal to 3, and a scale-free metrics above 41000.
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4.4.3 Experimental results for big graphs

This section summarizes the results of the experiments performed to compute the BC
of one vertex on four big graphs. The first graph in Table 4.7 is a regular graph for
which the TurboBC-scCSC algorithm showed the best performance, and the other
three graphs are irregular directed graphs. The directed graph sk-2005 in Table
4.7 is the largest graph for which the TurboBC was computed with our available
GPU. The number of vertices (n) and edges (m), the parameters (maximum, mean,
standard deviation) of the degree distribution, the depth of the BF'S tree (d), and the
scale-free metrics (scf), are given for each graph in Table 4.7, and Table 4.8 includes
the runtime, MTPEs and the speedup obtained by the TurboBC algorithms over
the algorithms implemented on the ligra ((ligra)x) library, and over the sequential

algorithm ((seq.)x).

Table 4.7: Parameters for the set of directed (D) and undirected (U) big graphs
with experimental results given in Table 4.8.

File nx10° | mx10° | degree(max/u/o) | d [ scf
kmer-Vir(U) 214 165 8/2/1 324 | 2
it-2004(D) 42 1151 9964,/28/67 50 | 543
GAP-twitter(D) | 62 1469 | 3x10°/24/1990 | 15 | 126
sk-2005(D) 51 1950 12870/39/78 o4 | 1262

Table 4.8: Experimental runtime, MTPEs and the speedup obtained by the
TurboBC-veCSC algorithm over the algorithms implemented on the ligra ((ligra)x)
library, and over the sequential algorithm ((seq.)x), with the computation of
BC/vertex for the set of big graphs given in Table 4.7. The BC algorithm im-
plemented on the gunrock library ran out of memory for these big graphs.

File runtime(s) | MTEPs | (seq.)x | (ligra)x
kmer-V1r(U) 14.3 33 94.5 0.9x
it-2004(D) 3.1 371 39.5 0.8x
GAP-twitter(D) 7.3 201 50.4 0.8x
sk-2005(D) 6.8 287 30.5 0.7x
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For the it-2004 irregular graph, the best performance was obtained with the
TurboBC-scCOOC algorithm, for the other two irregular graphs the best perfor-
mance was obtained with the TurboBC-veCSC algorithm, because the TurboBC-
scCOOC algorithm ran out of memory (OOM). For all the graphs on the set, the
BC algorithm on the gunrock library ran out of memory (OOM), asserting our op-
timization strategy of reducing the memory footprint to design and implement our
highly scalable TurboBC algorithms.

The TurboBC algorithms obtained for this BC computation for big graphs, up
to 371 MTEPs, and a maximum of 94.5x and an average of 53.8x speedup over
the sequential code. Since the BC algorithms in the ligra library used the CPU
resources, especially the memory resources, effectively, there were up to 1.4x faster
than the TurboBC algorithms for the computation of BC in these big graphs.

Figure 4.3a) shows that the greatest speedups of the TurboBC algorithms over
the sequential BC algorithm were for the regular graph with the greatest value
for the depth (d) of the BFS tree and that the maximum values for the METPs
were obtained with the TurboBC-veCSC algorithm applied to the irregular directed

graphs, for which the depth (d) of the BFS tree was equal to or less than 50.
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Figure 4.3: Experimental results for a) the speedup over the sequential algorithm
and b)MTEPs obtained for our TurboBC algorithms in the computation of BC of
the set of big graphs of Table 4.7.
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4.4.4 Experimental results for the exact BC computation of

all vertices of a graph

Table 4.9 summarizes the experimental results obtained by the TurboBC algorithms
for the exact BC computation for all vertices of the set of six graphs. The first four
are directed regular graphs, and the last two are undirected irregular graphs. The
parameters and the TurboBC algorithm used for these computations for the regular
graphs are included in Tables 4.1 and 4.3, and for the irregular graphs in Table 4.5.
The parameter n x m is included in Table 4.9, because the MTEPs for the exact
BC computation are computed as the ratio between the number of edges times the
number of vertices (millions) and the average runtime (seconds).

The TurboBC algorithms obtained for this exact BC computation, up to 13.8
GTEPs and a maximum of 38.0x and an average of 18.4x speedup over the sequential
code. The results in Table 4.9, also show that both the speedup and the MTEPs
increased with the size of the graph, showing the high scalability of the TurboBC

algorithms for this type of computation.

Table 4.9: Experimental runtime, MTEPs, and speedup obtained with the TurboBC
algorithms over the sequential algorithm ((seq.)x) for the computation of the exact
BC of all vertices of a set of undirected and directed graphs.

File d [ nxm x10° | runtime(s) | MTEPs | (seq.)x
mark3j60sc(D) | 42 4694 49.3 95 8.2x
mark3j80sc(D) | 52 8345 90.8 92 9.2x

g7j18OSCED§ 17 39906 105.9 377 13.4x
g7j200sc(D 17 49688 129.7 383 14.3x
InycielskilGEUg 3 1639081 159.8 10257 27.5x
mycielskil7(U) | 3 9854152 715.2 13778 38.0x

Figure 4.4 shows that the maximum values for speedups and for MTEPs were
obtained, for the graphs with the smaller values of the depth (d) of the corresponding
BFS trees.
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Figure 4.4: Experimental results for a) the speedup and b) the MTEPs of the exact
computation of BC for all vertices of the graphs given in Table 4.9.

4.4.5 GPU memory usage by the TurboBC algorithms

Figure 4.5 ¢) compares the GPU memory usage by the TurboBC-veCSC algorithm
and by the BC algorithms in the gunrock library during the computation of BC
for the mycielski group of irregular graphs given in Table 4.5. Since the space
complexity of the Brandes’ algorithm is O(m+n), Figure 4.5 ¢) shows that there is
a linear relationship between the GPU memory usage and the sum of the number
of vertices plus the number of edges of the mycielski graphs. Due to the strategy
of reducing the memory footprint of the TurboBC algorithms, the memory usage of
the gunrock library was up to 60 % higher than the memory usage of the TurboBC-
veCSC algorithm.

To quantify the reduction in the memory footprint of the TurboBC algorithms,
Figure 4.6 shows the data flow for the BC algorithms in the gunrock library and
for our TurboBC algorithms. The host (CPU) arrays (yellow) are shown as inputs
to the memory transfer block, the auxiliary arrays (green) are used by the GPU
to compute the BC which results in the output arrays (blue). The size of each
array is given, with n as the number of vertices and m as the number of edges. We

assumed that a lower bound for the global memory required by the GPU during the
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Figure 4.5: GPU memory usage, GPU memory upper bounds, Global Memory Load
Throughput (GLT) and performance(MTEPs) obtained with the TurboBC-veCSC
algorithm compared with the values obtained by the gunrock BC algorithms for the
computation of BC/vertex in the mycielski group of irregular graphs included in
Table 4.5.

BC computation was proportional to the total size of the arrays required by this
computation, which in the case of the gunrock library is equal to 9n + 2m, and for
the TurboBC is equal to 7Tn+m for the BC computation stage. Figures 4.5 a) and b)
show the expected linear relationship between the GPU memory usage, considered
an experimental GPU memory upper bound, and the total size of the arrays for
the computation of BC with TurboBC and with the gunrock libray, respectively.
Our experimental results also showed that the reduction, proportional to 2n + m,
in the GPU global memory requirements of the TurboBC algorithms, illustrated in
Figure 4.5 ¢), allowed the computation of the BC for the relatively big graphs given
in Table 4.7, while the BC algorithms in the gunrock library ran out of memory for

these big graphs.
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Figure 4.6: Data flow for the GPU-based BC algorithms implemented in the gunrock
library and in TurboBC.

GPU Global Memory Load Throughput (GLT) and MTEPS obtained
by the TurboBC-veCSC algorithm: The Global Memory Load Throughput
(GLT) is a GPU metric that measures the rate at which the GPU global memory is
accessed by an SM [cor21], Figure 4.5 d) compares this metric obtained by the most
important kernels of the TurboBC-veCSC algorithm, and by the kernels of the BC
algorithm in the gunrock library. The theoretical maximum GLT achievable for the
GPU (NVIDIA Titan Xp) used in our experiments was 575 GB/s, represented by
the horizontal line in Figure 4.5 d), the GLT obtained by the kernels in the gunrock
library were substantially below this value, while the kernels in the TurboBC-veCSC
algorithm obtained GLT values that were 60 % higher than the theoretical maximum
GLT. Figure 4.5 e) illustrates that the MTEPs, as a function of the GLT metric,
obtained by the TurboBC-veCSC algorithm were much higher than those obtained

by the BC algorithms in the gunrock library.
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In summary, the experimental results presented in Figure 4.5, showed that for
a representative group of highly irregular big graphs, the TurboBC algorithms used

memory more efficiently than the BC algorithms in the gunrock library.

4.5 Summary

Betweenness centrality (BC) is a shortest path centrality metric used to measure the
influence of individual vertices or edges on huge graphs that are used for modeling
and analysis of the human brain, omics data, or social networks. The application of
the BC algorithm to modern graphs must deal with the size of the graphs, as well as
highly irregular data-access patterns. These challenges are particularly important
when the BC algorithm is implemented on Graphics Processing Units (GPU), due to
the limited global memory of these processors, as well as the decrease in performance
due to the load unbalance resulting from processing irregular data structures.

In this chapter, as far as we know, we present the first GPU-based linear-algebraic
formulation and implementation of BC, called TurboBC, a set of memory-efficient
BC algorithms that exhibits good performance and high scalability on unweighted,
undirected, or directed sparse graphs of arbitrary structure.

Our extensive set of experiments showed that the TurboBC algorithms obtained
more than 18 GTEPs (billions of transverse edges per second), and an average
speedup of 31.9x over the sequential version of the BC algorithm, and were on av-
erage 1.7x and 2.2x faster than the state-of-the-art algorithms implemented on the
high performance, GPU-based, gunrock [WDP*16], and CPU-based, ligra [SB13]
libraries, respectively. These experiments also showed that by minimizing their
memory footprint, the GPU memory usage of the gunrock library was higher than

the memory usage of the TurboBC algorithms, allowing these algorithms to com-
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pute the BC of relatively big graphs, for which the gunrock algorithms ran out of
memory. Our experiments also demonstrated that the performance obtained by the
TurboBC algorithms, measured as MTEPs, as a function of the GPU memory band-
width, were much greater than those obtained by the BC algorithms in the gunrock
library, showing that the GPU memory was used more efficiently by the TurboBC
algorithms. The codes to implement the algorithms proposed in this chapter are
available at https://github.com/pcdslab/TurboBC.

Our future work will be focused on improving the performance of the algorithms
in TurboBC, especially the performance of the algorithms computing the vector
sparse matrix multiplication operations. Our goal will be to design and implement
memory-efficient, on which the usage of the shared memory in the GPU will be
optimized, and scalable GPU-based BC algorithms, with higher performance for big

graphs than the state-of-the-art BC algorithms.
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CHAPTER 5
CONFOUNDING EFFECTS ON THE PERFORMANCE OF
MACHINE LEARNING ANALYSIS OF STATIC FUNCTIONAL
CONNECTIVITY COMPUTED FROM RS-FMRI MULTI-SITE
DATA

In this chapter, we present a comprehensive approach for the solution of the problem
of confounding effects over the machine learning classification models of rs-fMRI

multisite-data [AAMS23].

5.1 Introduction

Resting-state functional magnetic resonance imaging (rs-fMRI) is a non-invasive
imaging technique based on the blood oxygen level of the brain [OLNG90, OMT*93],
widely used in neuroscience to understand the functional connectivity of the human
brain. An active area of research in neuroscience is the modeling of rs-fMRI data,
using complex graph theory, to discover the functions and structure of the human
brain, and for the detection of brain disorders [SCKHO04, STK05, SR07, vdHSBPOS,
BB11, Spol2, BS17].

Initial fMRI studies based on data collected in a single imaging site, usually had
limited statistical power, due to the difficulties in obtaining large amounts of data
such as the limited participants with brain disorders in one geographical location,
as well as limited resources [VHT09]. To overcome these limitations, multi-site neu-
roimaging data have been extensively used in network neuroscience research in the
last decade [FGCT06, FSB*T08, VHT09, BMZ"10, GGW*10, PBG"12, NSF*17,
RMMMT17]. The Autism Brain Imaging Data Exchange (ABIDE) functional mag-
netic resonance database [CBC*13, DMYL*14, DMOCT17] exemplifies a modern
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multi-site rs-fMRI database which provides a larger sample size of rs-fMRI data
obtained from a more heterogeneous population living in different geographical lo-
cations, resulting in higher statistical power compared to the rs-fMRI data ob-
tained for a single site [VHT09, BMZ*10]. The ABIDE database is a powerful tool
for enhancing the reproducibility and the reliability of the statistical methods and
models implemented for the diagnosis and discovery of autism spectrum disorders
[AMDM*17, EMF*19, AS21a].

One main challenge for the neuroscience research community using rs-fMRI
multi-site databases is the existence of confounding effects, associated with vari-
ables resulting from imaging and population heterogeneity among different sites.
Several studies have shown that these confounding factors affect the performance
of the machine learning models when executed on rs-fMRI multi-site data [PBM15,
KFMB*16, AMDM*17]. One main effect is the increase in variability, as well as the
imposition of upper limits on the classification scores, due to the decrease of statis-
tical power of the machine learning classification of patients and control subjects.

A first group of confounding effects are those resulting from the imaging acqui-
sition such as MRI scanner vendor, scanner technology, magnetic field strength
and inhomogeneities, and scanning protocols and parameters for the image ac-
quisition, such as scan length, repetition time, echo time, acquisition time, and
voxel size [FGCT06, FSB1T08, GIM*10, BMS*11, BMP"13, KAD"14, CLC'14,
FMGT™14, FSF*15, MNST16, AMDM™17]. The control and reduction of these imag-
ing confound effects have been partially solved by implementing standard protocols
and parameters for the image acquisition procedures [FSB*08, GMT*12, SON*17,
CVZ*18].

A second group of confounding effects are those related to phenotypic data de-

rived from the heterogeneous population from which the MRI data is obtained,
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i.e., clinical information of patients (e.g., taking medications, severity of disor-
der symptoms), instructions given to the subjects during testing (e.g., eyes open
or closed), as well as relevant demographic data (e.g., age range, [Q-range, gen-
der) [VHTO09, DSMI11, BMP*13, CLC*14, VS13, AMR*17, RMMM*17, DBR"17,
FCS*18, BCVO™20, RLH21, RJF™21, BPP*22]. Some studies have implemented
stratification techniques [Parl4] of the rs-fMRI data of the ABIDE sites to control
the confounding effects due to diverse phenotypic data. These stratification tech-
niques were used to generate sub-samples integrated by subjects sharing common
characteristics such as gender, age, right-handed, and eyes open, to obtain more ho-
mogeneous and suitable data sets for the statistical analysis of the static functional
connectivity derived from rs-fMRI multi-site data [CKM13, NZF*13, VMSS13,
CKJ*15, PBM15, lid15, KFMB*16, AMDM 17, GDM*17, KSL17, SKBT17, PKF*18,
WXW19, KGX*T19, KJKS19, LGD*20, SAS™20].

During the last decade, important research efforts have been dedicated to iden-
tifying the confounding variables and controlling the corresponding effects over the
statistical analysis of multi-site MRI data. Diverse studies implemented statistical
regression models to quantify and control the confounding effects over predictive
modeling using multi-site structural MRI data [RMMM™17], as well as rs-fMRI
data [DBR™17]. The harmonization models, also known as combined batch (Com-
Bat) harmonization models, are based on an empirical Bayes model, originally pro-
posed to control batch effects introduced by different samples in gene expression
microarrays experiments by Johnson et. al. [JLRO7]. This model was reformu-
lated in the context of heterogeneous multi-site diffusion tensor imaging data by
Fortin et. al. [FPT*17], to remove confounding effects introduced by the tech-
nical differences of the scanners used by the different sites, while conserving the

variability introduced by selected phenotypic variables. Some studies also imple-
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mented the ComBat harmonization models to correct site effects in the statistical
analysis of static functional connectivity computed from multi-site rs-fMRI data
[YLC*18, YYIT19, RLH21, TMA*21, CSP*22].

In this study, we used the ABIDE rs-fMRI data with the 17 international imaging
sites summarized in Table 5.1. The goals of our study were twofold i) the identifi-
cation of the phenotypic and imaging variables producing the confounding effects,
and ii) to control these confounding effects to maximize the classification scores
obtained from the machine learning analysis the rs-fMRI ABIDE multi-site data.
To achieve these goals, we proposed two sets of methods. The first set of methods
was implemented to generate new features for the machine learning models. These
new features were computed from the static functional connectivity values computed
from the rs-fMRI multi-site data. The first methods implemented in this set were
multiple linear regression (MLR) models mainly applicable to the identification of
the confounding variables, however, the experimental results showed that they were
also useful in maximizing the classification scores computed with the machine learn-
ing models (see Section 5.2.5). The second method implemented in this set was
ComBat harmonization models implemented to control the confounding effects and
to maximize the classification scores (see Section 5.2.6). Since the independent vari-
ables of the MLLR and ComBat harmonization models give only a partial explanation
of the variability of the dependent variables, we also generated new features by using
normalization methods on which the confound variables were unknown (see Section
5.2.7). The second set of methods was based in the stratification techniques defined
by [Parl4] and [Ney92] which basically consists of probability sampling methods on
which the subjects of the target population are divided into sub-samples or strata
where within each sub-sample the subjects have similar characteristics. These tech-

niques were implemented to generate homogeneous sub-samples of the 17 ABIDE
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sites on which the subjects were in different ranges of age and/or full 1Q (FIQ) (see
Section 5.2.8).

The main contribution of the work presented in this chapter is a comprehensive
approach to the solution of the problem of confounding effects over the machine
learning classification models of rs-fMRI multisite data, consisting of the sets of
proposed methods as well as the extensive set of experiments performed with these
methods. The experimental results were also thoroughly analyzed and compared to
evaluate the effectiveness of each one of the implemented methods. The proposed
approach can be used and improved by the neuroscience research community to help
in the diagnosis of brain disorders.

Table 5.1: International Imaging Sites from preprocessed ABIDE resting state
fMRI data (http://preprocessed-connectomes-project.org/abide/) used in this chap-
ter [CBC*13].

Sites: California Institute of Technology (Caltech), Carnegie Mellon University (CMU), Kennedy Krieger Institute
(KKI), University of Leuven (Leuven), Ludwig Maximilian University (MaxMun), Oregon Health and Science Uni-
versity (OHSU), Institute of Living at Hartford Hospital (Olin), University of Pittsburgh School of Medicine (Pitt),
Social Brain Lab (SBL), San Diego State University (SDSU), Stanford University (Stanford), Trinity Center for
Health Sciences (Trinity), University California Los Angeles (UCLA),University of Michigan (UM), University of
Utah School of Medicine (USM), and Child Study Center, Yale University (Yale).

MRI vendors: General Electric (GE), Phillips(P), Siemens(S)

Site C ASD Subjects Avg age Avg FIQ M/F MRI
Caltech 18 19 37 2774+ 103 111.5 + 11.2 29/8 S
CMU 13 14 27 26.6 £5.6 114.6 £ 10.3 21/6 S
KKI 28 20 48 10.0 £ 1.3 106.2 + 4.8 36/12 P
Leuven 34 29 63 18.0 £ 5.0 107.6 + 18.0 55/8 P
MaxMun 28 24 52 25.3 £11.8 1109 £ 114 48/4 S
NYU 100 75 175 15.3 £ 6.5 110.5 + 14.9 139/36 S
OHSU 14 12 26 107 £ 1.8 111.0 &+ 16.3 26/0 S
Olin 15 19 34 16.6 + 3.4 113.2 + 16.5 29/5 S
Pitt 27 29 96 189 +6.9 110.2 + 12.1 48/8 S
SBL 15 15 30 344+85 1079+ 94 30/0 P
SDSU 22 14 36 144+ 1.8 1094 + 13.6 29/7 GE
Stanford 20 19 39 100+ 1.6 11144+ 154 31/8 GE
Trinity 25 22 47 170 £ 3.4 110.0 4+ 13.6 47/0 P
UCLA 44 54 98 13.0 +£ 2.2 103.1 &+ 12.7 86/12 S
UM 74 66 140 14.0 £ 3.2 1069 + 13.6  113/27 GE
USM 25 46 71 22.7 + 83 105.2 £ 17.5 71/0 S
Yale 28 28 56 12.7+ 29 99.8 + 19.9 40/16 S
TOTAL 530 505 1035 878/157
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5.2 Methods and materials

5.2.1 ABIDE resting fMRI multi-site data

Functional magnetic resonance imaging (fMRI) is based on the fact that hemoglobin,
the carrier of oxygen from the lungs to the tissues [MR06], changes its magnetic prop-
erties depending on its level of oxygenation. The neuronal activity of the brain re-
quires energy, which is supplied by glucose, and oxygen transported by hemoglobin.
Hence, in regions of intense neuronal activity, the oxygen carried by the hemoglobin
molecules is consumed, resulting in changes in the magnetic properties of these
molecules. Such oxygen dependence makes hemoglobin a sensitive magnetic marker
of the level of blood oxygenation, and consequently of neuronal activity. The dif-
ferent interactions of the oxygenated and deoxygenated hemoglobin with magnetic
fields can be detected as changes in the fMRI signal. This relationship between
neuronal activity in different regions of the brain and the fMRI signal is known as
the blood oxygenation level-dependent (BOLD) effect, and the resulting functional
imaging is known as BOLD fMRI. Since the rs-fMRI time series, recorded from
subjects who are at rest at the scanner, reflect dynamic changes in the brain due to
neuronal activity in different regions of the brain, they can be used to estimate the
functional connectivity between these regions [AGHP89, BZYHH95, vdVFP04].
The rs-fMRI measured with the MRI scanners need to be preprocessed to cor-
rect for confounding effects such as magnetic field distortions and head motion,
as well as to improve the signal-to-noise ratio [JC18]. The preprocessed rs-fMRI
data used in this study was obtained from the 17 international imaging sites listed
in Table 5.1, publicly available in the ABIDE database, with a total of 530 con-
trol and 505 autism subjects [CBCT13, DMYL"14, DMOC*17]. The preprocessing

pipeline chosen for this data was the Configurable Pipeline for the Analysis of Con-
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nectomes (CPAC), and the filt-global preprocessing strategy, on which the head mo-
tion correction is performed using a two-stage approach as described in https://fcp-
indi.github.io/docs/latest /user/quick.html and [CJ99]. The preprocessing pipeline
is described in detail in the ABIDE Preprocessed website (http://preprocessed-

connectomes-project.org/abide/index.html).

5.2.2 Human brain functional networks

In the last two decades, the graph theoretical analysis of functional connectivity
between brain regions, on which the rs-fMRI data is represented as human brain
functional networks, has been fundamental to identifying organizational principles in
the brain, as well to understanding the causes of brain disorders [SCKH04, STKO5,
SRO7, vdHSBPO08, BB11, Spol2, BS17].

In this work, the human brain functional networks, which will be referred to as
functional networks for the rest of the chapter, were represented as weighted, undi-
rected graphs G = (V, E), where V is the finite set of nodes and E the set of edges.
Any pair (u,v) € F implies that the vertices u and v in V are connected by an edge
in GG, with the weights of the edges equal to the values of the static functional con-

nectivity between the regions of the brain represented by the corresponding nodes.

Nodes of the functional network

The first and most critical step in the construction of functional networks is the
definition of the network nodes. The voxel-based and the brain parcellation are
two of the most used methods for this definition. In the first method, the voxels,
small 3D volumes of the MRI images, are used to define the nodes of the functional

networks. One important limitation of this approach is that the voxels subdivided
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the brain into regions that do not represent any biological structure. Furthermore,
since there are tens of thousands of voxels, the corresponding networks are very noisy
and with very high dimensionality, yielding functional connectivity features that are
unusable for an efficient machine learning analysis of the functional connectivity and
graph metrics derived from the rs-fMRI data.

The brain parcellation approach provides important information about the func-
tional and anatomical organization of the human brain by subdividing the brain into
a set of distinct and coherent regions of interest (ROI), where each ROI is formed
by a group of voxels with biological meaning. Each ROI corresponds to a node of
the functional network, and the rs-fMRI time series of each ROI is computed as
the average of the time series of all the voxels grouped in the region. The static
functional connectivity values are derived from these average rs-fMRI time series.
Hence, the computation of rs-fMRI time series at the ROI-level, results in a bio-
logically informed type of feature extraction, compressing the high dimensionality
of the time series of hundreds of thousands of voxels to the lower dimensionality of
the time series computed for the set of ROIS. These feature extraction procedures
are not only important to avoid over-fitting of the machine learning models used for
the analysis of rs-fMRI data, but also by providing a limited set of nodes for the
application of the mathematical tools of graph theory to the modeling and analysis
of brain connectivity.

In this study, we selected the brain parcellation, referred to as the brain atlas
for the rest of the chapter, for which the highest values of classification scores were
obtained from the machine learning analysis of the static functional connectivity
obtained from the average rs-fMRI time series of the 17 ABIDE sites given in Ta-
ble 5.1. We preselected three of the brain atlases provided by the ABIDE database.

The first one was the cc200 (200 nodes) brain atlas, which was derived from rs-fMRI
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data [CJHIT12]. The other two were the Automated Anatomical Labeling (aal, 116
nodes) [TMLP*02], and the Harvard-Oxford (ho, 111 nodes) [ESM*05] brain at-
lases, both derived from structural anatomic information. Additional information
about these brain atlases is given in [EJCB12, YHX 15, AKM™18, Mes20]. We
computed the classification scores for each ABIDE site, using the values of func-
tional connectivity as features of ASD-DiagNet (see Section 5.2.3). The computed
classification scores showed that the cc200 brain atlas obtained the highest values of
the classification scores for most of the ABIDE sites, hence this atlas was selected
to represent the nodes of the functional networks from which all the experimental

results presented in this chapter were obtained [AS21b].

Edges of the functional network

In this study, the weights of edges, i.e., the elements of the static functional connec-
tivity adjacency matrix of the functional network, were obtained by computing the
linear correlation between the time series for all pairs of nodes, using the Pearson
correlation function available in the NumPy package (https://numpy.org) and given

by

FC,, = ST (tuy — tu) (to, — tv)
VL (g — tu)2 /S (v — f0)?

were tu and tv are the rs-fMRI time series, with length T, of the nodes u and v

(5.1)

of the ¢c200 brain atlas, and tu and tv the averages of these time series. Since
the static functional connectivity adjacency matrix is symmetric, and the diagonal
elements contain no relevant information, a common feature selection method is to
select the upper (or the lower) triangular part of this matrix, which are referred to
as functional connectivity (FC) for the rest of the chapter, reducing the size of the

features from N? to N(N —1)/2, where N is the number of ROIs of the brain atlas.
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For the cc200 atlas, the number of nodes is N = 200, then, the number of values
of the functional connectivity is reduced from 40,000 to 19,990, less than half the

original size.

5.2.3 The machine learning models: ASD-DiagNet and ASD-

SAENet

For this study, we selected two state-of-the-art machine learning models: ASD-
DiagNet and ASD-SAENet to perform the experiments of classification of control
and autistic subjects, and to compare the corresponding results.

The classification scores computed in our experiments were: Accuracy which
measures the ratio of correctly classified patient subjects (true positive) and control
subjects (true negative) over the total number of subjects; sensitivity which measures
the ratio of the correctly classified as patient subjects over the total number of
patients (true positive plus false negative); and specificity which measures the ratio
of the correctly classified as control subjects over the total number of control subjects
(true negative plus false positive), more details about these scores are given in

[ZZW+10].

ASD-DiagNet

ASD-Diagnet was selected as one of the machine learning classifiers to compute the
experimental results included in this study. ASD-DiagNet is a GPU-based machine
learning model for classifying patients and control subjects by using only rs-fMRI
data. ASD-DiagNet was designed to implement a joint learning procedure using
an autoencoder for feature extraction, i.e., to compress the original feature space

into a lower dimensional space that contains useful patterns of the original data.
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The lower dimensional data generated by the autoencoder was used as input for the
classification step performed by a single-layer perceptron (SLP) classifier. The fea-
tures selected for the training samples of ASD-DiagNet were 25 % of the maximum
weights and the same percentage of the minimum weights of the functional con-
nectivity values. For all our experiments, we used the data augmentation method
using linear interpolation implemented for ASD-DiagNet. A detailed description of
ASD-DiagNet is given in [EMF*19].

ASD-SAENet

ASD-SAENet was the other machine learning classifier used to perform a selected
set of experiments to compare their results with those computed with ASD-DiagNet.
ASD-SAENet is a GPU-based machine learning model for classifying patients and
control subjects by using only rs-fMRI data. ASD-SAENet was designed and im-
plemented as a sparse autoencoder (SAE) which results in optimized extraction of
features that can be used for classification. These features are then fed into a deep
neural network (DNN) to perform the classification of control and autistic subjects.
This model is trained to optimize the classifier while improving extracted features
based on both the reconstructed data error and the classifier error. The features se-
lected for the training samples of ASD-SAENet were 25 % of the maximum weights
and the same percentage of the minimum weights of the functional connectivity val-
ues. ASD-SAENet did not implement data augmentation to minimize overfitting.

A detailed description of ASD-DiagNet is given in [AS21a].
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5.2.4 Generation of new features

We implemented a set of methods to generate new features for the machine learning
models. These new features were computed from the functional connectivity values
obtained from the rs-fMRI time series (see Section 5.2.2). The first two methods
were multiple linear regression models, and ComBat harmonization models, which
were implemented assuming that the variables responsible for the confounding effects
were known such as MRI scanner vendor, as well as some phenotypic variables like
age, FIQ, and gender. In the third group of methods included in this set, the new
features were obtained from normalization methods, for which we assumed that the
variables responsible for the confounding effects were unknown. Figure 5.1 illustrates

the workflow implemented in this study to generate the new features.

Functional Connectivity Matrices
(Functional network edges)

Multiple linear regression models
functional connectivity (FC) ComBat Harmonization models
(upper triangular FC matrix)/subject Normalization methods
Machine Learning model New features from FC/subject

Classification scores

Figure 5.1: Workflow for the machine learning analysis of rs-fMRI data using new
features derived from the functional connectivity values to control the confounding
effects of multi-site rs-fMRI data.

A more detailed example of the computation of new features is illustrated by
the workflow of Figure 5.2, where the MLR models are included as an example.

The functional connectivity values as well as the phenotypic values of the ABIDE
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subjects were the input data for the creation of a dictionary for each feature with
the values of the functional connectivity, subject ID, age, gender, FIQ and MRI
vendor of each subject. Then a list of dictionaries was obtained that was used to
compute the new features. Algorithm 5.1 shows the details of the computation of

this list of dictionaries.

functional connectivity (FC) Phenotypic file
(1035 subjects,19900 features) (1035 subjects)

~, ~

dictionary/feature:
subject ID, fc, age, gender,
F1Q, MRI vendor, site

(1035)
list of dictionaries N Multiple linear regression/
(1035,19900) feature (1035,19900)

Machine learning New features
model (1035,19900)

|

Classification scores
(value, std)

Figure 5.2: Workflow for computation of new features for the machine learning
analysis of the ABIDE rs-fMRI data using the MLR models.

5.2.5 Multiple linear regression models

Multiple linear regression (MLR) models are fitted to random dependent variables
Y = (Y1,Y;,....,Y,), with corresponding observation values y = (y1,¥2, ..., Yn), tO

remove the variance that can be explained by the independent or predictor variables.
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Algorithm 5.1 Algorithm for the computation of dictionaries for each value of the
functional connectivity, and the age, gender, and FIQ of the corresponding subject,
as well as the MRI vendor. These dictionaries are appended to a list of dictionaries
whose elements are used to compute the new features for the machine learning
models described in Section 5.2.3.

1: Input: FC > FC : FC values for all the subjects
2: Input: Subjects > Subjects : list of ABIDE subjects
3: Output: FCyq > FCq : List of dictionaries
4: procedure FCpICT(Subjects, FC)
5: m <+ 19900 > m: number of features for cc200 brain atlas
6: for Kk — 1,m do
7 fc « |]
8: age < ||
9: gender <+ ||

10: FIQ « []

11: MRI « |]

12: sub « [|

13: for SUB € Subjects do

14: fc.append < FC(SUB)(k)

15: age.append <+ age(SUDB)

16: gender.append « gender(SUB)

17: MRI.append + MRI(SUB)

18: sub.append < SUB

19: end for

20: fcs «+ 'fc’ : fc,’age’ : age,’gender’ : gender,’ MRI' : MRI, sub’ : sub

21: FCyq.append + fcg

22: end for
23: return FCyy
24: end procedure

The MLR model is given by
Y =XB+¢€ (5.2)

where X is the design matrix of independent variables, 8 is a vector of unknown
parameters and € = (€1, €3, ...., €,) a vector of random errors with E(e;) = 0. If the
inverse of the matrix X’'X exists, then the ordinary least square (OLS) estimates of

the fitted value vector, ¢, are given by

7=X(X'X)X"y (5.3)
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and the residual vector, Ay, is obtained by removing the variance introduced by the
independent variables, represented by the fitted value vector, g, from the observation

values, y, of the dependent variables [TD0O0]

Ay=y—19 (5.4)

We implemented the multiple linear regression (MLR) models given by Equations
5.2 to 5.4 to quantify the confounding effects of each of the independent variables:
age, FIQ, gender, and MRI vendor, as well as the effects of some combinations
of these variables. We obtained two sets of new features using the MLR models.
The first set was obtained using functional connectivity as the dependent variable,
and the second set using the Fisher z-transformation of the functional connectivity,
FCpryz (see Section 5.2.7), as the dependent variable. The fitted values are given by

Equations 5.5 and 5.6, and the new features by Equations 5.7 and 5.8, respectively.

FC = (X(X'X)'X)FC (5.5)
FCrz = (X(X'X)™'X)FCrz (5.6)
AmlrX = FC — FC (5.7)
AmirX p; = FCpy — FCry (5.8)

The complete set of new features computed with the MLR model, and the corre-
sponding independent variables are given in Table 5.2.
Algorithm 5.2 gives the steps to implement the multiple linear regression of the

functional connectivity values to compute the new feature AmlrAGM.
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Algorithm 5.2 Algorithm to implement multiple linear regression of the functional
connectivity values as dependent variables, and age, gender and MRI vendor as inde-
pendent variables, to compute the new feature AmirAGM, for the machine learning
models (Section 5.2.3). The variables and functions are from the statsmodels library
(https://www.statsmodels.org/stable/index.html).

1: Input: FCyq > FCyq : FC list of dictionaries
2: Output: AmirAGM > AmlrAGM : New Feature
3: procedure MLR(FC)q)

4: m < 19900 > m: number of features for cc200 brain atlas
5: for £ — 1,m do

6: y, X < dmatrices(fc ~ age + gender + MRI, data = FCyq(k))

7 model + sm.OLS(y, X)

8: results < model.fit

9: AmlrAGM < results.residuals

10: end for

11: return AmilrAGM
12: end procedure

Table 5.2: New features computed with the multiple linear regression models and
the ComBat harmonization models described in Sections 5.2.5 and 5.2.6.

MLR features ComBat features | Independent variables
Aml’rA, Aml'rAFZ ch, CbAFZ age
AmirF, AmlrF py c¢bF, cbF 'y FIQ
AmirG, AmirGry - gender
AmilrM, AmlrM gy o MRI vendor
AmlrAGM, AmirAGM 5 - age, gender, MRI vendor
- cbAFG, cbAFGry age, FIQ, gender

5.2.6 ComBat harmonization models

In addition to the multiple linear regression models, we implemented the ComBat
harmonization models [JLRO7, FPT*17, FCS*18, YLC*18], to remove confounding
effects introduced by the technical differences of the scanners used by the different
sites, while conserving the variability introduced by selected phenotypic and MRI
vendors variables, and to determine which of each of the independent variables: age,

gender, or FIQ, or combinations of these variables, should be preserved to maximize
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the classification scores. A simplified form of the ComBat model is given by
Y =py + XB+7v+d¢ (5.9)

where py is the mean value vector of Y, and the vectors 7 and § are parameters
representing the additive and multiplicative site effects respectively [JLRO7], the
rest of the variables are equal to those defined by Equation 5.2. The vector of site

adjusted values, g, is

oy —p,—XB+y . 5
g= BAT b+ XB (5.10)

~

where fi,,, B, v* and 6* are estimated values of the corresponding parameters. The
ComBat model removes the confounding effects introduced by site effects, and pre-
serves the variability introduced by the independent variables included in the the
design matrix X [FPT*17].

We computed two sets of new features using the ComBat harmonization mod-
els given by Equations 5.9 and 5.10. The first set was obtained using functional
connectivity as the dependent variable, and the second set using the Fisher z-
transformation of the functional connectivity, FCry; (see Section 5.2.7), as the
dependent variable. The new features are given by Equations 5.11 and 5.12, re-
spectively.

_ FC—/}FC—X,B‘F’Y*

cbX =

+ fire + XB (5.11)

FCrz — ftpcy, —XB 4+

CbXFZ = 5*

+ﬂFCFZ _'_XB (5'12)

The complete set of new features computed with the ComBat harmonization models

and the corresponding independent variables are given in Table 5.2.
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Algorithm 5.3 shows the implementation of the ComBat models using the func-

tional connectivity values to compute the new feature cbAFG.

Algorithm 5.3 Algorithm to implement the ComBat models using the functional
connectivity values as dependent variables, and age, FIQ, and gender as independent
variables, to compute the new feature ecbAFG, for the machine learning models
(Section 5.2.3). The variables and functions are from the NeuroCombat models
given in https://github.com/Jfortinl /neuroCombat.

Input: FCyy > FCiq : FC list of dictionaries
Output: cbAFG > ¢bAFG : New Feature (ComBat output)
procedure CB(FCyq)

covars + FCq(age, FIQ, gender, scanner)

batchco) + FCjq(scanner)

data < FC]d(FC)

combat < NeuroCombat(data, covars, batch.)

¢bAFG <+ combat.data

return cbAFG

: end procedure

—

—
=]

5.2.7 Normalization methods

Considering that the independent variables of the multiple linear regression models
and the ComBat harmonization models give only a partial explanation of the vari-
ability of the dependent variables, we also generated new features by implementing
normalization methods through the transformation of the functional connectivity
values in more statistically uniform new values, by reducing biases and outliers
introduced by unknown confound variables [SS20].

For the mathematical definition of the normalization methods implemented in
this study, we represented the functional connectivity, for the 1035 subjects of the
17 ABIDE sites (see Table 5.1), as a matrix with I = 1035 subjects as rows, and J
= 19990 features as columns.

The normalization methods presented in this section are the Fisher z-transformation,

as well as methods to compute new features by demeaning the functional connec-
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tivity values. All these methods were implemented with the goal of maximizing
the classification scores by controlling the confounding effects of unknown variables

related to all the sites.

Fisher z-transformation

The Fisher z-transformation was proposed by Fisher [Fis15] to correct for skewness
(lack of symmetry) of the Pearson correlation coefficients, resulting in coefficients
approximately normally distributed. We implemented this method because in this
study, the functional connectivity values were computed as Pearson correlation co-
efficients, and any skewness of these values may be different between the data of the
ABIDE sites with some potential confounding effects. The Fisher z-transformation

is given by
FCpr; = arctanh(FC) (5.13)

The new features obtained with the Fisher z-transformation of the functional con-
nectivity, FCry, were computed as described in Sections 5.2.5 and 5.2.6, and sum-

marized in Table 5.2.

Demeaning the functional connectivity (FC) values

We implemented normalization methods by demeaning the functional connectivity
values with three different average values, resulting in three new corresponding
normalization features: Aavg, AavgSite, and AavgSubj.

The new features Aavg are given by

Aavg = FC — ppc (5.14)
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where the component ppc; = 25:1 FC;j/1 of the vector prc, is the average of the
4t component of the functional connectivity computed over all subjects of the 17
ABIDE sites. Algorithm 5.4 shows the computation of these new features.

The new features AavgSite are given by
AavgSite = (Aavgy;,, Aavgs;,, ....... , Aavgy;,.) (5.15)

where Aavg;, = FCy;, — 15, is the new vector of features, FC;, is the functional
connectivity vector, and g, ,k < 17, is the average of all the values of functional
connectivity, for the k' site. Algorithm 5.5 shows the computation of these new

features.

Algorithm 5.4 Algorithm to compute the new features Aavg by demean-
ing the functional connectivity values with the average of the functional
connectivity computed over all the ABIDE subjects using the NumPy li-
brary(https://numpy.org/doc).

1: Input: FC > FC : FC values for all the subjects
2: Input: Subjects > Subjects : list of ABIDE subjects
3: Output: Aavg > Aavg : New features
4: procedure FCAvG(Subjects, FC)
5: feavg < ] > fCavg: empty list
6 AFC g4 + || > AFCy,4: empty list for new features
T m <+ 19900 > m: number of features for cc200 brain atlas
8: for kK — 1,m do
9: fe+— | > fc: empty list
10: for SUB € Subjects do
11: fe.append < FC(SUB)(k)
12: end for
13: fcavg-append < numpy.mean(fec)
14: end for
15: for SUB € Subjects do
16: Aavg[SUB] < FC(SUB) — feay
17: end for

18: return Aavg
19: end procedure

The new features AavgSubj are given by

AavgSubj = FC — ppc,,, (5.16)
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where the component pircg,,. , = Z}]:1 FC;j/J of the vector prc,,,, is the average
of the functional connectivity values computed for the i** subject. Algorithm 5.6

shows the computation of these new features.

Algorithm 5.5 Algorithm to compute the new features AavgSite by demean-
ing the functional connectivity values with the average computed over all the
values of functional connectivity of an ABIDE site using the NumPy library
(https://mumpy.org/doc).

1: Input: FC > FC : FC values for all the subjects
2: Input: Sites > Sites : list of ABIDE sites
3: Input: Subjects > Subjects : list of ABIDE subjects
4: Output: AavgSite > AavgSite : New features
5: procedure FCAVGSITE(Sites, Subjects, FC )

6 for SITE € Sites do

7 fe+—|] > fe: empty list
8: feavg < ] > fCavg: empty list
9: for SUB € SITE(Subjects) do
10: fe.append < FC(SUB)
11: end for
12: feavg-append < numpy.mean(fc)
13: for SUB € SITE(Subjects) do
14: AavgSite(SUB) <— FC(SUB) — fcayg
15: end for
16: end for

17: return AavgSite
18: end procedure

5.2.8 Sub-samples selection

A common practice in machine learning analysis is to compare computed classifica-
tion accuracies with those obtained by chance level, i.e., by assuming the uniform
distribution that a subject may be classified as patient or control. For this binary
classification problem, the chance level is equal to 50 %, if the sample has infinite
size. Reference [CJ15] showed that for small data sets (less than 200 samples), the
empirical chance level computed from random classification was greater than the

theoretical chance level for an infinite sample, for example, for a sample size of 100,
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the chance level accuracy was 58.0 % at a significance level of p < 0.05, and for a
sample size of 60 was 60 % at a significance level of p < 0.05. Considering these
limits, the sizes of a high percentage of the selected sub-samples presented in this
paper were greater than 100 subjects, and when the sub-samples contained less than

100 subjects, the corresponding accuracies were much greater than 58 % (see Table

5.6).

Algorithm 5.6 Algorithm to compute the new features AavgSubj by demean-
ing the functional connectivity values with the average computed for each ABIDE
subject using the Numpy library (https://numpy.org/doc).

1: Input: FC > FC : FC values for all the subjects
2: Input: Subjects > Subjects : list of ABIDE subjects
3: Output: AavgSubj > AavgSubj : New features
4: procedure FCAvGSUB(Subjects, FC )

5: fe+ ] > fe: empty list
6: feavg <[] > feqvg: empty list
T for SUB € Subjects do

8: fe.append < FC(SUB)

9: end for

10: feavg-append < numpy.mean(fe)

11: for SUB € Subjects do

12: AavgSubj(SUB) < FC(SUB) — fcay(SUB)
13: end for

14: return AavgSubj

15: end procedure

The stratification methods used to generate the baseline and the homogeneous
sub-samples implemented in this study were based on the stratification techniques
defined by [Parl4] and [Ney92], which basically consists of probability sampling
methods on which the subjects of the target population are divided into sub-samples
or strata where within each sub-sample the subjects have similar characteristics.
The criteria used to select the sites or subjects included in these sub-samples were
suitable to accomplish the goal of maximizing the classification scores computed

with the machine learning analysis of the rs-fMRI multi-site data. These criteria
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were defined in a different and simplified way than those established in the works of

[Par14] and [Ney92].

Homogeneous sub-samples selection

In this study, we selected homogeneous sub-samples integrated with subjects clas-
sified by ranges of age and ranges of full IQ (FIQ). The first eight homogeneous
sub-samples given in Table 5.3 were formed by grouping subjects with the same
range of ages, or of FIQ, the last two sub-samples were formed with the intersection
of subjects with selected ranges of these phenotypic values.

Algorithm 5.7 shows an example of the computation of the total number of sub-
jects, the number of patients, and the number of control subjects in a homogeneous

sub-sample with ABIDE subjects with ages between 10 and 20 years.

Table 5.3: Homogeneous sub-samples formed by grouping subjects with the same
range of ages, FIQ, or gender as described in Section 5.2.8.

Sub-sample Acronym C/A/T
0 < age < 10 age-10 74/69/143
10 < age <15 age-1015 209/203/412
15 < age <20 age-1520 115/110/225
10 < age <20 age-1020 324/313/637
20 < age age-20 132/123/255
0 < FIQ < 89 FIQ-89 24/92/116
89 < FIQ <110 FIQ-89110 238/215/453
110 < FIQ FIQ-110 268,198 /466
(10 < age <20) N (0 < FIQ < 89) age-1020-FI1Q-89 21/67/88

(10 < age < 20) N (89 < FIQ < 110) age-1020-FIQ-89110 153/138/291
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Algorithm 5.7 Algorithm to compute the total number of subjects, the number
of patients, and the number of control subjects in a homogeneous sub-sample with
ABIDE subjects with ages between 10 and 20 years.

1: Input: Sites > Sites : list of ABIDE sites
2: Input: Subjects > Subjects : list of ABIDE subjects
3: Output: ages, agese, agesq > counters with the number of subjects/site in the
sub-sample
4: Output: age, age., age, > counters with the total number of subjects in the
sub-sample
5: procedure AGE(Sites, Subjects)
6 for SITE € Sites do
T for SUB € SITE(Subjects) do
8: if SUB is autistic then
9: if 10 < SUB(age) <20 then
10: ages < age + 1
11: agesq < ageq + 1
12: end if
13: else
14: if 10 < SUB(age) < 20 then
15: ages < age + 1
16: agese < agee + 1
17: end if
18: end if
19: end for
20: age < age + ageg
21: ageq < ageqg + agegq
22: agec < agec + agese
23: return ageg, agesc, ages,
24: end for
25: return age, age., age,

26: end procedure

Baseline sub-samples selection

We formed a baseline set of sub-samples by progressively selecting the sites with the
greatest values of accuracy computed with ASD-DiagNet, i.e., the sub-sample with
4 sites was integrated by the first four sites of Table 5.4. The baseline classification
scores computed with ASD-DiagNet, using the functional connectivity values of the
subjects grouped in these sub-samples, are given in Table 5.5, on which the number

of control (C), autistic (A) and total (T) subjects are included to compare the sizes
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Table 5.4: Values and standard deviations of the classification scores computed with
ASD-DiagNet (see Section 5.2.3) for each ABIDE site, where the functional connec-
tivity values were used as features, and cc200 as the brain atlas. The classification
scores computed with the whole 17 ABIDE sites are included for comparison.

Site Accuracy Sensitivity Specificity
Olin 81.2 +£2.7  90.5 + 2.7 70.0 + 4.5
OHSU 76.8 £ 2.4 927+ 2.0 63.0+ 4.6
whole 17 sites 70.2 + 0.1 68.8 + 0.6 71.6 £ 0.2
KKI 70.1 £ 1.7 295+ 1.5 98.7 + 2.2
USM 700+ 1.4 924+ 2.2 28.8 + 3.0
NYU 66.8 + 1.1 51.6 £ 2.1 78.2 £ 1.7
UCLA 66.4 + 0.9 729 + 1.2 58.8 £ 1.7
Yale 64.6 + 2.1 58.7 + 1.6 70.2 + 4.3
Stanford 63.9 +3.4 473 + 3.7 81.0 + 4.9
CMU 63.8 + 4.7 60.7 £+ 10.0 66.0+ 5.3
UM 63.4 + 0.6 489 + 1.2 76.5 + 0.9
Leuven 62.4 + 2.7 552+ 3.5 68.7 + 3.4
Pitt 61.4 +2.4  67.0+ 3.7 55.4 £ 2.7
SDSU 55.9 + 1.7 15.3 £ 3.1 82.6 + 1.2
SBL 55.0 £ 3.7  54.7+ 4.0 55.3 + 5.2
MaxMun 54.0 + 1.5 24.2 + 1.8 81.8 + 1.7
Caltech 52.1 + 2.1 58.7 + 2.3 48.5 + 3.7
Trinity 44.6 + 1.8 21.6 £ 2.7 65.2 + 2.6

of the sub-samples. The last row of Table 5.5 shows the classification scores obtained
with the machine learning models presented in [HFC*18] for 17 ABIDE sites. These
results showed the existence of confounding effects affecting the classification scores
between sites. Furthermore, the baseline classification scores computed with the
sub-samples were always greater than the scores computed with the whole 17 sites.

The baseline sub-samples and the corresponding baseline classification scores
provided a convenient framework by comparing the classification scores obtained

with the new features defined in Sections 5.2.5, 5.2.6 and 5.2.7.
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Table 5.5: Values and standard deviations of the baseline classification scores (ac-
curacy (Ac), sensitivity (Se), and specificity (Sp)) computed with ASD-DiagNet.

Sub-sample C/A/T Ac Se Sp
10-sites 361/353/714 73.5 + 0.6 71.6 + 0.5 75.5 + 0.8
8-sites 274/273/547  73.2 +£ 0.7 73.3+1.1 73.2+ 0.5
9-sites 987/287/574 72.8 £ 0.4 72.2+ 0.9 73.5 £ 0.2
4-sites 82/97/179 72.8 £ 0.3 76.5+0.7 68.5+0.3
T-sites 254/254/508 72.6 + 0.4 73.2+ 0.8 71.9 + 0.3
13-sites 444/425/869 72.4 + 0.3 69.7 £ 0.5 74.9 + 0.3
6-sites 226/226/452 72.1 £ 0.7 71.5 + 0.5 72.6 + 1.0
11-sites 395/382/777 71.7 £ 0.1 68.9 +0.3 74.5+ 0.3
14-sites 459/440/899 71.5 £ 0.2 70.1 £ 0.5 72.8 £ 0.7
15-sites 487/464/951 71.4 +£ 0.1 69.2 £ 0.2 73.5 + 0.3
5-sites 182/172/354 71.2 +£0.9 70.1 £0.5 72.1+ 1.3
12-sites 422/411/833 71.4 + 0.2 68.7 £ 0.3 74.1 £ 0.4
16-sites 505/483/988 70.8 + 0.3 69.1 + 0.7 72.4 + 0.2

whole 17 sites  530/505/1035 70.2 +£ 0.1 68.8 + 0.6 71.6 + 0.6
Heinsfeld et.al. 530/505/1035 70 74 63

5.2.9 Methods for the statistical comparison of experimen-

tal results computed with the new features

Considering the strong dependence of the classification scores on the new features
used to compute them, we performed statistical tests and computed the Wasserstein
distance to compare the baseline classification scores, with those scores computed
with the new features obtained with the models and the normalization methods
described in Sections 5.2.5, 5.2.6, and 5.2.7, respectively. All these classification
scores were computed with the ASD-DiagNet machine learning classifier (see Section
5.2.3).

To ensure the consistency of the statistical results, three statistical test methods
were implemented to perform this statistical analysis. The chosen methods were:
The parametric t-test (tt), and two nonparametric tests: the Kolmogorov—Smirnov
test (kst), and the Mann—Whitney U test (mwt). The t-test was used to determine

if the means of two sets of data were statistically different from each other. The
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nonparametric tests computed several test statistics to determine if two sets of data
are samples of the same distribution. All the statistics methods were implemented
in the stats sub-package of the SciPy library in Python (https://scipy.org), more
details about these methods in [TD00, CF14, SS16].

The main limitation of the statistical tests described above was that the com-
parison of the classification scores ignored the strong dependence of these scores on
the sub-samples. Hence, to rank the new features according to the corresponding
values of the classification scores for each sub-sample, we computed the percentage
difference, for each sub-sample, between the classification scores (CS,,;) computed

with the new features and the baseline classification scores (CSp;), namely:
A = (CSnf - CSbZ)/CSbl *x 100 (517)

The following positive and negative ranges for these differences were defined: 0 <
A < 20(pl), 20 < A < 3.0(p2), 3.0 < A < 4.0(p3), 4.0 < A(p4), 0 > A >
—2.0(n1), =2.0 > A > —3.0(n2), —3.0 > A > —4.0(n3), and —4.0 > A(n4). We
then binned the number of values falling in each range in positive and negative
bins. The values in these bins allowed us to rank the classification scores obtained
with the new features, with the maximum rank assigned to those with the greatest

number of values in the positive bins.

5.3 Results

We performed a comprehensive set of experiments to compute the classification
scores with the new features obtained with the models and methods described in
Sections 5.2.5, 5.2.6 and 5.2.7, using ASD-DiagNet as the machine learning classi-

fier. For these experiments, we used a total of nineteen new features, as well as the
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fourteen baseline sub-samples given in Table 5.5, to obtain a total of 266 indepen-
dent experimental results. We compared these results using the statistical methods
described in Section 5.2.9. We also selected the sub-sample with which we obtained
the maximum value of the classification scores obtained with each feature. We also
presented the classification scores computed for the ten homogeneous sub-samples
given in Table 5.3. To compare the experimental results with a different machine
learning model, we computed classification scores with ASD-SAENet (see Section
5.2.3) using a selected set of the new features. Since, as far as we know, it is the first
time our proposed baseline and homogeneous sub-samples have been implemented
and used in this type of study, there are no similar published results to compare our
experimental results. A detailed analysis of all the computed results is given in the
following sections.

All the experiments presented in this work were performed on a Linux server
with Ubuntu operating system version 16.04.6, 22 Intel Xeon Gold 6152 processors,
a clock speed 2.1 GHz, and 125 GB of RAM. The GPU in this server was an NVIDIA
Titan Xp, with 30 SM, 128 cores/SM, maximum clock rate of 1.58 GHz, 12196 MB
of global memory, and CUDA version 11.4 with CUDA capability of 6.1.

5.3.1 Experimental results: Homogeneous sub-samples

Table 5.6 shows the values and standard deviations of the classification scores, com-
puted with ASD-DiagNet for each of the homogeneous sub-samples of the 17 ABIDE
sites given in Table 5.3. These values were computed using the values of functional
connectivity as features, and the cc200 as the brain atlas. Only the sub-samples
for which the accuracy was equal to or greater than 70 % are included. In general,

the accuracy and sensitivity scores obtained with these sub-samples were greater
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than the baseline scores computed with the whole 17 ABIDE sites. The first two

Table 5.6: Values and standard deviations of the classification scores, computed
with ASD-DiagNet for each of the homogeneous sub-samples of the 17 ABIDE sites
given in Table 5.3 and described in Section 5.3.1. The baseline classification scores
computed for the whole 17 ABIDE sites are included for comparison. The number
of control (C), autistic (A), and total (T) subjects are included to compare the sizes
of the sub-samples.

Sub-sample C/A/T Accuracy Sensitivity Specificity
FIQ-89 24/92/106 85.9 +£ 0.2 98.9 + 0.1 34.2+ 1.6
age-1020-FIQ-89 21/67/88 84.6 £ 0.3 99.6 £ 04 36.8 £ 2.7
age-1020-FIQ-89-bal 65/67/132 76.4 + 0.7 82.3 £0.7 68.5+0.8
FIQ-89-bal 58/92/150 76.0 + 0.4 82.9+ 0.3 65.1+0.7
age-1520 115/110/225 72.0 £ 0.2 70.9 +0.5 73.1 +0.8
age-1020 324/313/637 719 +0.1 714+ 04 724+ 0.2
FIQ-89-110 238/215/453 70.3 £ 0.5 64.7 + 0.8 75.4 + 0.4
whole 17 sites 530/505/1035 70.2 £ 0.1 68.8+ 0.6 71.6 + 0.6

sub-samples of Table 5.6, which include subjects with 0 < FIQ < 89 obtained
the maximum values of accuracy (85.9 %) and sensitivity (99.6 %), but they were
unbalanced in the number of autistic and control subjects, inducing overfitting of
the machine learning model and unbalanced sensitivity and specificity scores. We
performed experiments to correct these unbalances by increasing the number of
control subjects, randomly selected out of the FIQ-89 and age-10-20-FIQ-89
sub-samples. The classification scores computed with 34 and 44 additional control
subjects in the sub-samples FIQ-89-bal, age-10-20-FIQ-89-bal sub-samples in
Table 5.6, respectively, showed how these classification scores were lower but more
balanced than those obtained with the original sub-samples. These sub-samples
also obtained the maximum values of accuracy (76.4 %, 8.8 % above the baseline
accuracy) and sensitivity (82.9 %, 20.5 % above the baseline sensitivity) among all

the classification scores presented in this study.
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5.3.2 Statistical comparison of experimental results com-

puted with the new features

Table 5.7 shows the P-values obtained from statistical tests and the Wasserstein
distance (wa-d) to compare the baseline classification scores, with those scores
computed with the new features as defined in Section 5.2.9. Only the new features
for which at least two P-values were less than 0.05 were included.

To rank the new features accordingly to the corresponding values of the classifi-
cation scores for each sub-sample (see Section 5.2.9), the total values in the positive
and negative bins obtained for the accuracy, sensitivity, and specificity scores, com-
puted for each new feature, are summarized in Figure 5.3, which provides an efficient
visualization of the rank of the classification scores obtained with the new features

relative to the baseline classification scores.

14 (1 14ll 14 ......| W positive bins
> (1] > | | 00 000000 @ negative bins
o 12 o0 E 12 o0 B 12
g (LY T > EEEE [ 1) qt:i L]

5 10 [ 1) 2 10 [ ] (1} g [
Q 2] [ ]
S smum oo g5 g n 2 -
[9) [
i [T 0 [T 7] (1 1]
+~ 6|00 ] ] N 6 NS 6
o | h< o
= [ 1] 5 4 [ [ 1] 3 41 @
8 EmEm 8 ) [T 8 .
2 [T 1] 2 [ 1] 2
[ 1] ° [ 1 EEEEEN
0 HE 0 0
NS NTD NNNES NDONDSTEN NTNS S NNNDD NNE SO NS R SNNDESNISTNNNONOSAN
AL TAAGREIC IR IG RO R REREap RERES MG EEE g EEETE Ly S REEERT T L &
DR ERATIV CIIIATET E% TEIEASRIHFEQOT o3k ¢ SO% I AT <ETPI ENAEEh
L8 qd5us £8% £4g4 4% £40 ctEET4IRE 288 4 2ETg 9% rativdql qa=
Sq  9ESEE (el £ owd dEf Tes® %% < B mtEEeTe S
5 <1<1”E<1 4 4 b S dld 45 = 4 % 4 44945 4 o
g a a

Figure 5.3: Summary of total counts of the number of values in the positive and
negative bins in the ranges defined in Section 5.2.9, corresponding to the classifica-
tion scores computed with ASD-DiagNet with the new features.
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5.3.3 Experimental results: New features

We implemented a total of nineteen new features, ten of them using the multiple
linear regression models defined in Section 5.2.5 and six using the ComBat harmo-
nization models described in Section 5.2.6 (See Table 5.2). We also implemented
three new features with the normalization methods described in Section 5.2.7. These
new features were used to perform experiments to compute the classification scores
with ASD-DiagNet for each of the baseline sub-samples described in Section 5.2.8,
for which the baseline classification scores, obtained from the functional connectivity
values, are given in Table 5.5. Table 5.8 summarizes the maximum values of these
classification scores obtained with each new feature and with the corresponding

baseline sub-sample.

Experimental results: Multiple linear regression models

The classification scores computed with the new features obtained with the multiple
linear regression models (Section 5.2.5) on which each one of the individual inde-
pendent variables age, FIQ, gender or MRI vendor were regressed out to obtain the
new MLR features of Table 5.2, are given in Figures 5.4 and 5.5, on which they are
compared to the baseline classification scores given in Table 5.5.

Three of the maximum accuracy scores and four of the maximum sensitivity
scores (see Table 5.8) were obtained with the new features computed with the mul-
tiple linear regression models. Seven of these features were among the first eight
features with the maximum counts in the positive bins for sensitivity (see Figure

5.3).
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Table 5.7: P-values obtained from statistical tests and the Wasserstein distance
(wa-d) defined in Section 5.2.9. All the classification scores were computed with
ASD-DiagNet for the sub-samples of Table 5.5. Only the features for which at least
two P-values were less than 0.05 were included.

Feature Score kst tt mwt Wa-d
AmlirA Accuracy 0.92 0.78 0.73 0.002
Sensitivity  0.15 0.14 0.18 0.014
Specificity  0.15 0.04 0.04 0.018
AmlrAry Accuracy 0.34 0.07 0.12 0.003
Sensitivity  0.15 0.06 0.05 0.017
Specificity  0.15 0.03 0.03 0.019
AmirF Accuracy 107 1070 107°  0.041
Sensitivity  0.06 0.02 0.01 0.02
Specificity 107% 10=® 10=°  0.061
AmirF gy Accuracy 10=7 10710 10°° 0.045
Sensitivity  0.02 0.01 0.01 0.024
Specificity 1076 107 107®  0.066
AmirG Accuracy 0.15 0.05 0.1 0.011
Sensitivity  0.06 0.91 0.54 0.014
Specificity 0.001 0.001  0.001 0.024
AmlrGry Accuracy 0.34 0.14 0.21 0.007
Sensitivity  0.92 0.53 0.45 0.006
Specificity  0.06 0.01 0.01 0.02
AmirM Accuracy 0.34 0.04 0.06 0.009
Sensitivity  0.64 0.28 0.26 0.012
Specificity 0.001 0.002 0.0004 0.029
AmirM g Accuracy 0.34 0.04 0.06 0.009
Sensitivity  0.34 0.37 0.37 0.009
Specificity 0.001 0.003 0.001  0.027
AmirAGM Accuracy  0.15 0.24 0.16 0.006
Sensitivity  0.64 0.33 0.26 0.011
Specificity 0.005 0.006 0.002  0.019
AmlrAGMr;  Accuracy 0.15 0.24 0.18 0.007
Sensitivity 0.64 0.3 0.28 0.01
Specificity  0.02 0.01 0.002  0.021
cbA Accuracy 0.15 0.01 0.02 0.013
Sensitivity 0.34 0.07 0.09 0.016
Specificity  0.34 0.18 0.19 0.01
cbAry Accuracy  0.06 0.02 0.02 0.011
Sensitivity 0.34 0.05 0.14 0.015
Specificity 0.64 0.45 0.40 0.007
Aavg Accuracy 0.34 0.11 0.14 0.008
Sensitivity  0.34 0.43 0.30 0.01
Specificity 0.005 0.003 0.001  0.023
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Table 5.8: The maximum values of the classification scores (accuracy (Ac), sensitiv-
ity (Se) and specificity (Sp)) computed with ASD-DiagNet using the new features
obtained with the MLR models, ComBat models, and normalization methods, and
the corresponding baseline sub-samples (SS) (see Table 5.5). The percentage differ-
ence between the results obtained with the new features and the baseline classifica-
tion scores obtained for the whole 17 sites are included. The five greatest values for

each classification score are highlighted in bold.

Feature Ac(SS) % Se(SS) % Sp(SS) %
AmirAGM  74.3: 02(7) 5.8 752 +03(7) 93 735 E03(7) 27
AmirAGMp; 742 +0.7(8) 5.7 764 +05(4) 111 72.7+07(8) 1.5
AmirApy; 741+ 03(10) 5.6 78.1+0.54) 13.5 738+ 02(10) 3.1
bAFGr; 741+ 0.1(10) 5.6 744+ 05(4) 81 76.7+04(12) 7.1
AavgSite  73.8+02(10) 5.1 T77.1+0.6(4) 121 77.0 +0.2(10) 7.5
AmirA 73.6 £0.2(8) 48 TT.1+£1.0(4) 121 T73.4+02(10) 2.5
Aavg 735+ 0.3(9) 48 7T.4+02(4) 125 T34+ 04(9) 25
AmirGrz 731 +0.2(10) 4.1 78.1+05(4) 13.5 73.4+0.6(12) 2.5
cbF 73.0 £ 0.2(10) 4.0 753 +£0.6(4) 9.4 76.0 +£0.8(13) 6.1
AavgSubj 728 +0.1(9) 3.7 742+04(4) 7.8 T4d+12(14) 3.9
AmlrG 727+ 02(9) 3.6 78.6+12(4) 14.2 728+ 03(13) 1.7
AmirM 727 £0.1(8) 3.6 78.0 £ 0.4(4) 13.4 727+ 04(11) 1.6
AmirMp; — 727+0.1(9) 3.6 765+ 0.7(4) 112 72.9 £ 0.4(13) 1.8
cbAFG 72.7 £ 0.1(10) 3.6  75.6 £ 0.5(4) 99 75.0 £0.1(15) 4.8
chAp 727+ 0.1(10) 3.6 719+ 0.6(4) 4.5 742+ 02(10) 3.6
cbF 72.6 £ 0.1(10) 3.4 767+ 0.6(4) 115 75.6 +0.5(14) 5.6
chA 725+ 0.5(10) 3.3 741+ L1(4) 7.7 748 £ 0.5(13) 4.5
AmirF 70.0 £ 0.4(10) -0.3 738+ 1.3(4) 7.3  69.9+ 0.6(13) -2.4
AmirFry; — 69.6 + 0.3(10) -0.9 735+ 1.4(4) 68 69.5+ 0.2(13) -2.9
FC(whole) 70.2 68.8 71.6

Our experiments also showed that the specificity scores computed with the new
features obtained with the multiple linear regression models, were below the baseline
specificity scores for almost all the sub-samples, except sub-sample 7, as shown in
Figures 5.4 and 5.5. More details about the results obtained with these features

follow.

The first main result obtained with the multiple linear regression models was that

all the classification scores computed with the new features AmlrF and AmirFr,

obtained when the FIQ variables were regressed out (see Table 5.2), were smaller
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Figure 5.4: Classification scores computed with ASD-DiagNet, using selected new
features obtained from the multiple linear regression models with individual indepen-
dent variables described in Section 5.2.5, compared with the baseline classification
scores (FC) given in Table 5.5. The baseline values for the whole 17 sites are indi-
cated by the dashed line, while the maximum values are indicated by the continuous

line.

than the baseline classification scores shown in Figure 5.4. This result was also
confirmed by the p-values given in Table 5.7, and the counts in the negative bins
summarized in Figure 5.3, obtained by the classification scores computed with these
features.

The second main result was the quantification of the confounding effects of the
variables age, gender, or MRI vendor. The results of the experiments showed that
the new features on which age was regressed out, AmirA and AmlrAr,, were among
the first six features with the maximum accuracy values given in Table 5.8. These
features were also among the first six features and the first two features with the
maximum counts in the positive bins for accuracy and sensitivity given in Figure
5.3, respectively. Figure 5.4 shows that the accuracy scores computed with the
feature AmlrAyr; were greater than six of the baseline accuracy scores and that
the sensitivity scores computed with this feature were greater than all the baseline
sensitivity scores, with a maximum value of sensitivity, computed for the sub-sample

4, of 78.1 %, 13.5 % above the baseline value for the whole 17 sites (see Table 5.8).
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The results of the experiments also showed that the new feature on which the
gender variable was regressed out, AmlrGrz, was among the first eight features with
the maximum accuracy values given in Table 5.8. This feature was also among the
first seven features with the maximum counts in the positive bins for the sensitivity
score given in Figure 5.3. Figure 5.4 shows that the sensitivity scores computed
with this feature were greater than ten of the baseline sensitivity scores. Another
important result was that the sensitivity score computed with the feature AmirG
obtained a maximum value among all the sensitivity scores obtained with the new
features, computed for the sub-sample 4, of 78.6 %, 14.2 % above the baseline value
for the whole 17 sites (see Table 5.8).

Table 5.8 shows that the sensitivity score computed with the new feature on
which the MRI vendor variable was regressed out, AmlrM, was among the first
three maximum sensitivity values given in the table. This feature was also among
the first seven features with the maximum counts in the positive bins for sensitivity
given in Figure 5.3. Figure 5.4 shows that the sensitivity scores computed with this
feature were greater than eleven of the baseline sensitivity scores, with a maximum
sensitivity score for the sub-sample 4, of 78.0 %, 13.4 % above the baseline value for
the whole 17 sites (see Table 5.8).

Additional and important results were computed with the new features AmirAGM
and AmirAGM r; which were obtained with the multiple linear regression models
with age, gender and MRI vendor as independent variables. The accuracy scores
computed with these features were the maximum values of accuracy among all the
features (see Table 5.8), with a maximum value of 74.3 % (5.8 % above the baseline
value) for the sub-sample with 7 sites. Figure 5.5 shows that the sensitivity scores
computed with these features were greater than eleven of the baseline sensitivity

scores, with a maximum value of 76.4 % (11.1 % above the baseline value) shown in
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Table 5.8. In general, all the results obtained with the new features computed with
the multiple linear regression models were confirmed by the P-values given in Table

5.7.

Classification scores computed with ASD-SAENet: Figure 5.6 gives an ex-
ample of the classification scores computed with ASD-SAENet using selected new
features. The comparison of these results with those obtained with ASD-DiagNet
using the same features (see Figure 5.5), showed that the classification scores ob-
tained in these experiments were strongly dependent on the machine learning model

used for these computations.
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Figure 5.5: Classification scores computed with ASD-DiagNet using selected new
features obtained from the multiple linear regression models described in Section
5.2.5, compared with the baseline classification scores given in Table 5.5. The base-
line values for the whole 17 sites are indicated by the dashed line, while the maximum
values are indicated by the continuous line.

Experimental results: ComBat harmonization models

The classification scores computed with the new features obtained with the ComBat
harmonization models (Section 5.2.6) given in Table 5.2, are shown in Figure 5.7
on which they are compared to the baselines classification scores given in Table 5.5.
One of the maximum accuracy scores and four of the maximum specificity scores

(see Table 5.8) were obtained with the new features computed with the ComBat
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Figure 5.6: Classification scores computed using selected new features obtained from
the multiple linear regression models described in Section 5.2.5, compared with the
baseline classification scores computed with the functional connectivity values and
the sub-samples given in Table 5.5. All the classification scores were computed with
the ASD-SAENet machine learning model (see Section 5.2.3). The baseline values
for the whole 17 sites are indicated by the dashed line, while the maximum values
are indicated by the continuous line.

models. Two of these features were also among the first three features and four of
them were among the first five features with the maximum counts in the positive
bins for accuracy and specificity (see Figure 5.3), respectively. More details about

the results obtained with these features follow. The new feature cbAF G, obtained
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Figure 5.7: Classification scores computed with ASD-DiagNet using selected new
features obtained from the ComBat harmonization models described in Section 5.2.6,
compared with the baseline classification scores (FC) given in Table 5.5. The base-
line values for the whole 17 sites are indicated by the dashed line, while the maximum
values are indicated by the continuous line.

with the ComBat models (see Table 5.2) on which the variability introduced by the
phenotypic variables age, FIQ, and gender was conserved, was among the first four

features with maximum accuracy and maximum specificity values given in Table 5.8.
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Figure 5.7 shows that the accuracy scores computed with this feature were greater
than the baseline accuracy scores computed with sub-samples 10 to 16, as well as
with the whole 17 sites. The specificity scores computed with this feature were
greater than ten of the baseline specificity scores, obtaining the second maximum
value of 76.7 % (7.1 % above the baseline value) shown in Table 5.8. This feature
also obtained the maximum value of the counts in the positive bins for accuracy and
the second maximum value for specificity given in Figure 5.3. The fifth maximum
value of the specificity score, 75.0 % (4.8 % above the baseline value) given in Table
5.8 was computed with the new feature cbAFG. This feature was also among the
first four features with the maximum values of the counts in the positive bins for
specificity given in Figure 5.3.

The new feature ¢bF obtained with the ComBat models (see Table 5.2) on which
the variability introduced by the FIQ variable was conserved, was among the first
four features with maximum specificity values given in Table 5.8. Figure 5.7 shows
that the specificity scores computed with this feature were greater than seven of
the baseline specificity scores, obtaining the third maximum value of 76.0 % (6.1 %
above the baseline value) shown in Table 5.8. The new feature ¢bF py; obtained the
third maximum value of the counts in the positive bins for accuracy and specificity
given in Figure 5.3, obtaining the fourth maximum value of specificity, 75.6 % (5.1
% above the baseline value), given in Table 5.8.

An important result was that the classification scores computed using the new
features ebA and ¢bArz obtained with the ComBat harmonization models, on which
the variability introduced by the age variable was conserved, obtained the maximum
values of the counts in the negative bins given in Figure 5.3 among all the new
features obtained with the ComBat models. This result was also confirmed by the

P-values given in Table 5.7 for these features.
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Experimental results: Normalization methods

Figure 5.8 shows the classification scores computed with ASD-DiagNet, using the
new features obtained from the normalization methods described in Section 5.2.7,
on which they are compared to the baseline classification scores given in Table 5.5.

The maximum value of specificity among all the features (see Table 5.8), of 77.0
% (7.5 % above the baseline value), was obtained with the new feature, AavgSite,
for the sub-sample with 10 sites, which also obtained the maximum counts in the
positive bins for specificity (see Figure 5.3). The specificity scores computed with
this feature were also greater than ten of the baseline specificity scores given in
Figure 5.8. This feature also obtained an accuracy score of 73.8 % (5.1 % above
the baseline value), which was among the first five maximum accuracy values given
in Table 5.8, and obtained the second maximum counts in the positive bins for
accuracy given in Figure 5.3. The experimental results also showed that the feature
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Figure 5.8: Classification scores computed with ASD-DiagNet, using the new fea-
tures obtained from the normalization methods described in Section 5.2.7, compared
with the baseline classification scores (FC) given in Table 5.5. The baseline values
for the whole 17 sites are indicated by the dashed line, while the maximum values
are indicated by the continuous line.

Aavg was among the first five features with the maximum counts in the positive
bins for sensitivity given in Figure 5.3, with sensitivity scores greater than eight of
the baseline sensitivity scores, obtaining the fifth maximum value of 77.4 % (12.5

% above the baseline value) among the sensitivity values shown in Table 5.8. This
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feature also obtained the maximum counts in the negative bins for the specificity
scores given in Figure 5.3, this result was confirmed by the p-values given in Table
5.7 for this feature.

The results for specificity scores also showed that the feature AavgSubj, was
among the first six features with the maximum counts in the positive bins for the
specificity scores, and among the first five features with the maximum counts in the

positive bins for accuracy given in Figure 5.3, respectively.

5.4 Summary

Resting-state functional magnetic resonance imaging (rs-fMRI) is a non-invasive
imaging technique widely used in neuroscience to understand the functional connec-
tivity of the human brain. While rs-fMRI multi-site data can help to understand
the inner workings of the brain, the data acquisition and processing of this data
has many challenges. One of the challenges is the variability of the data associated
with different acquisitions sites, and different MRI machines vendors. Other fac-
tors such as population heterogeneity among different sites, with variables such as
age and gender of the subjects, must also be considered. Given that most of the
machine-learning models are developed using these rs-fMRI multi-site data sets, the
intrinsic confounding effects can adversely affect the generalizability and reliability
of these computational methods, as well as the imposition of upper limits on the
classification scores.

The goals of the study presented in this chapter were twofold i) the identification
of the phenotypic and imaging variables producing the confounding effects, and ii)
to control these confounding effects to maximize the classification scores obtained

from the machine learning analysis the rs-fMRI ABIDE multi-site data. To achieve
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these goals, we proposed a comprehensive approach for controlling the confounding
effects on the machine learning analysis of rs-fMRI multi-site data. Our approach
consisted of a novel combination of stratification techniques to produce a suitable
set of homogeneous sub-samples, as well as the generation of new features for the
machine learning analysis through multiple linear regression models, ComBat har-
monization models, and normalization methods. The new features obtained with
the multiple linear regression models were designed to identify and quantify the ef-
fects of phenotypic and imaging variables on the confounding effects. Furthermore,
the new features obtained with the ComBat models and the normalization methods
were implemented to maximize the classification scores computed with the machine
learning analysis performed with our existing state of the art machine-learning mod-
els ASD-DiagNet and ASD-SAENet.

The main results obtained with our proposed models and methods were an ac-
curacy of 76.4 %, sensitivity of 82.9 %, and specificity of 77.0 %, which are 8.8 %,
20.5 %, and 7.5 % above the baseline classification scores obtained from the machine
learning analysis of the static functional connectivity computed from the ABIDE
rs-fMRI multi-site data. These experimental results demonstrated the effectiveness
of our proposed approach to quantify the confounding effects of the phenotypic and
imaging variables, as well as to maximize the classification scores that were obtained
with the proposed statistical models and methods. The codes to implement the algo-
rithms proposed in this chapter are available at https://github.com/pcdslab/ASD-
DiagNet-Confounds.

The main conclusion obtained from the comprehensive approach and results
presented in this chapter is that the control of the confounding effects, intrinsic
to rs-fMRI multisite data, over the machine learning analysis of this type of data,

is an essential step towards discovering the functions and structure of the human
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brain, detecting brain disorders, and defining useful and effective biomarkers for the
diagnosis of these disorders. We hope that our approach will be used and improved
by the neuroscience research community to maximize the classification scores of the
machine learning analysis of rs-fMRI multi-site data.

Our future work will include the use of different sets of rs-fMRI multi-site data,
different preprocessing pipelines, as well as, the implementation of data-driven brain
parcellations derived from the fMRI data [AKM™*18, Mes20] to define the nodes of
the functional networks [FEJ20, FBS22]. We also propose to apply alternative
methods to the Pearson correlation to compute the functional connectivity matri-
ces such as mutual information and coherence methods [SMD04, WBQ*14, BS16].
Furthermore, we will explore the application of novel methods for the determina-
tion of optimal sub-samples to reduce the confounding effects by using, for example,

between-group effect size methods.
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CHAPTER 6
ASSESSMENT OF TIME-VARYING FUNCTIONAL
CONNECTIVITY IN A MULTI-SITE RS-FMRI DATA
FRAMEWORK

In this chapter, we present a preliminary assessment of time-varying functional

connectivity in a multi-site rs-fMRI data framework.
6.1 Introduction

At the macroscopic scale, functional connectivity (FC) can be measured as the sta-
tistical correlations between rs-fMRI time series recorded at different brain regions
(see Section 5.2.1). Static functional connectivity (sFC) is computed by assuming
that functional connectivity is constant in time, i.e., computed within the entire
rs-fMRI scanning session, capturing instantaneous statistical relationships between
brain areas within a scanning session.

The assessment of sFC on multiple studies spanning the last two decades, has
increased our knowledge of the functional organization of the human brain, includ-
ing improvements in the classification of control subjects and subjects with brain
disorders [SCKH04, STK05, SR07, vdHSBP08, BB11, Spol2, EMF*19, AS21a].

Considering that the human brain is a complex non-linear dynamic system
[BT02], the assumption of static functional connectivity is an important limita-
tion to advancing our knowledge of the dynamic functional brain. Considering this
limitation, recent research has evolved to use the concept of time-varying functional
connectivity (tvFC), i.e., functional connectivity, measured as the statistical cor-
relations between the rs-fMRI time series recorded at different brain regions, that
vary as a function of time. tvFC can be computed within given segments of the

rs-fMRI scanning session, shorter than the entire scanning session, capturing in-
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stantaneous statistical relationships between brain areas within each given segment
of the scanning session.

There is no consensus if the true non-linear dynamics of the functional brain can
be obtained from the tvFC computed from rs-fMRI time series [ZFC*14, ADP*14,
ADMT17, NVD*17, KEFK*17] , or if the variations in tvFC are due to confound
factors like head motion [LSM™17]. Despite this controversy, there are a growing
number of studies using tvFC to detect non-linear dynamics of the functional brain
[CG10, TVWM*12, HWG™'13, ADP*14, HB18, MMO19], and also for improved
classification of control and diseased subjects with schizophrenia [SPK*10, RADT16,
FIT*21, GCK*20], autism [FTD*19, ZXS*22, GSC*22], mild cognitive impairment
[ZZC*17], bipolarity [RADT16, DZL"21], stroke [ITAV*23], and Alzheimer’s disease
[JVM*12]. More details about the results and methods related to tvFC studies are
described in references [HWAT13, CMPA14, PBVDV17, LKB*20].

In this study, we used functional networks as defined in Section 5.2.2, with the
nodes representing brain regions, defined by the cc200 brain atlas. The rs-fMRI time
series were obtained from the sites of the ABIDE multi-site data shown in Table 6.1.
The rs-fMRI time series of each brain region were segmented using a sliding time
window technique [BK86, SPK*10, ADP*14, LVDV15], and then the time-varying
functional connectivity (tvFC) was obtained as a time-sequence of static functional
connectivity (sFC) values computed for each segment. The computed tvFC repre-
sented the time-varying weights of the edges of temporal functional networks. We
performed statistical tests to each tvFC representing each ABIDE subject, to deter-
mine if the time-variability of each tvFC represents the non-linear dynamics of the
functional brain. The test statistics for the null hypothesis used for the statistical
tests were obtained from surrogate data [TELT92] generated from the rs-fMRI time

series of each node.
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An important factor to consider in tvFC studies is that the sliding time window
represents a low-pass filter in the frequency domain, with a cutoff frequency inversely
proportional to the window width in seconds, hence the size of window width has
an important impact in these studies which should be carefully evaluated [LVDV15,
SLK16, ZB15].

Global signal regression is a procedure on which the global average time series of
all the voxels in the brain is removed through linear regression from the time series
of each individual voxel [MF17], and bandpass filtering, 0.01-0.1 Hz for the ABIDE
rs-fMRI data, to remove noise and scanner drift from the rs-fMRI signals usually
with frequencies below 0.01 Hz [BSB17, SMM™16], are two standard stages in the
preprocessing of ABIDE rs-fMRI data. Some studies have shown that the global
signal regression and the bandpass filtering of rs-fMRI data have an impact on the
non-linear dynamics of the functional brain network contained in the tvFC values
[MF17, LNF17, XSQ"18]. Small head movements during the scanning process of
the brain produce noise that can also impact the results of studies related to time-
varying functional connectivity [PSP15, CWP*17, PBVDV17].

Considering all the factors described above, we define as the goal of this pre-
liminary study, the assessment of the effects of the width in seconds of the time
windows, the bandpass filtering and global signal regression, and the head motion
over the non-linear dynamics of the functional brain network contained in the tvFC
values obtained from the rs-fMRI data for each subject of the ABIDE sites given in

Table 6.1.
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6.2 Methods and materials

Table 6.1: International Imaging Sites from preprocessed ABIDE resting state
fMRI (http://preprocessed-connectomes-project.org/abide/) used in this chapter
[CBC+13].

Sites: California Institute of Technology (Caltech), Carnegie Mellon University (CMU), Kennedy Krieger Institute
(KKI), University of Leuven (Leuven), Ludwig Maximilian University (MaxMun), Oregon Health and Science Uni-
versity (OHSU), Institute of Living at Hartford Hospital (Olin), University of Pittsburgh School of Medicine (Pitt),
Social Brain Lab (SBL), San Diego State University (SDSU), Stanford University (Stanford), Trinity Center for
Health Sciences (Trinity), University California Los Angeles (UCLA),University of Michigan (UM), University of
Utah School of Medicine (USM), and Child Study Center, Yale University (Yale).

MRI vendors: General Electric (GE), Phillips(P), Siemens(S)

Site C ASD Subjects Avg age Avg FIQ M/F  MRI
Caltech 18 19 37 27.7+104 111.5 £11.5 29/8 S
KKI 27 12 39 99 £ 1.2 106.8 + 14.9 29/10 P
Leuven 34 27 61 181+ 5.0 112.2 £13.0 54/7 P
MaxMun 24 18 42 279 +£11.2 1125 £ 11.7 38/4 S
NYU 98 73 171 154 +£ 6.6 110.3 £ 14.8 136/35 S
OHSU 11 12 23 109 £ 1.8 109.8 +£17.8 23/0 S
Olin 11 14 25 171 £ 3.5 114.7 £ 16.7 20/5 S
Pitt 23 22 45 19.24+ 6.9 111.4 £ 11.1 38/7 S
SBL 12 14 26 34.9 + 8.7 109.2 + 13.6 26/0 P
SDSU 21 12 33 146 £1.8 110.8 £ 13.3 27/6 GE
Stanford 19 17 36 100 £ 1.6 112.3 £ 15.8 28/8 GE
Trinity 23 21 44 173 £ 34 109.6 + 13.9 44/0 P
UCLA 39 36 75 13.3 £2.2 104.5 £ 11.7 67/8 S
UM 65 48 113 14.5 £ 3.2 1084 +£ 134 88/25 GE
USM 23 38 61 23.7 + 83 105.7 + 18.3 61/0 S
Yale 26 22 48 129 + 2.9 99.9 4+ 21.2 34/14 S
TOTAL 474 405 879 742137

6.2.1 ABIDE resting fMRI multi-site data

The preprocessed rs-fMRI multi-site data used in this study was obtained from the
16 international imaging sites listed in Table 6.1, publicly available in the ABIDE
database, with a total of 474 control and 405 autism subjects [CBCT13, DMYL"14,
DMOCT17]. The preprocessing pipeline chosen for this data was the Configurable
Pipeline for the Analysis of Connectomes (CPAC).

To assess the effects of the global signal regression (global) and bandpass filtering

(filt) stages of the preprocessing ABIDE pipelines over the non-linear dynamics of
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the functional brain network represented by the tvFC values, we selected four sets of
data with the preprocessing strategies: filt-global, nofilt-global, filt-noglobal, nofilt-
noglobal. The preprocessing pipeline and the strategies are described in detail in the

ABIDE Preprocessed website (http://preprocessed-connectomes-project.org/abide).

6.2.2 Time-varying functional connectivity

To access the effect of the window width (seconds) and the corresponding cutoff
frequency of the low-pass filter over the non-linear dynamics of the functional brain
network contained in the tvFC values, we selected two groups of time windows. For
the first group we selected a constant number of time windows, and for the second
we selected constant time widow widths in seconds, both selections applicable to all
the ABIDE sites.

Considering that the number of brain volumes of the rs-fMRI data for each
ABIDE site is different, we selected for the first group, a constant number of 30-
and 60-time windows (nw) applicable to all the sites, with a step (s) of 1 volume

between consecutive windows. The widow width in volumes,w(v), was given by
wv)=v—(nw—1)%s (6.1)

where v is the number of brain volumes of the rs-fMRI data. Table 6.2 shows the
widths of the time windows in volumes and in seconds, as well as the corresponding
cutoff frequencies, f = 1/w(s), which accounts for the low-pass filtering introduced
by the time windows and defined in reference [LVDV15, MAS*19]. In this Table,
TR is the scan repeat time, i.e., the amount of time needed to record a single brain
volume [BSB17, JMS*01], w(vol) is the width of the time window in volumes, and

w(s) = w(vol)*T'R, the width of the time window in seconds.
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Table 6.2: Widths of the time windows and cutoff frequency(f = 1/w(s)) for the
segmentation of the rs-fMRI time-series of the ABIDE sites given in Table 6.1, using
30 and 60 time windows. T'R is the scan repeat time, wso(v), weo(v) are the width of
the time windows in volumes, and w(s) = w(v)*T'R, the width of the time windows
in seconds.

Site v wsp(v) weo(v) TR(s) wso(s) weol(s) fao(Hz) feo(Hz)
Caltech 146 117 87 2.0 234 174 0.0043 0.0057
KKI 152 123 93 2.5 308 233 0.0032 0.0043
Leuven 246 217 187 2.0 434 374 0.0023 0.0027
MaxMun 116 87 57 3.0 261 171 0.0038 0.0058
NYU 176 147 117 2.0 294 234 0.0034 0.0043
OHSU 78 49 19 2.5 123 48 0.0081 0.0208

Olin 206 177 147 1.5 266 221 0.0038 0.0045
Pitt 196 167 137 1.5 251 206 0.004 0.0049
SBL 196 167 137 2.2 367 301 0.0027 0.0033

SDSU 176 147 117 2.0 294 234 0.0034 0.0043
Stanford 176 147 117 2.0 294 234 0.0034 0.0043
Trinity 146 117 87 2.0 234 174 0.0043 0.0057
UCLA 116 87 o7 3.0 261 171 0.0038 0.0058
UM 296 267 237 2.0 534 474 0.0019 0.0021

USM 236 207 177 2.0 414 354 0.0024 0.0028
Yale 196 167 137 2.0 334 274 0.003 0.0036

Table 6.3: Number of time-windows (nwsg, nwigy), and window width in volumes
(ws0(v),w100(v)), for the segmentation of the rs-fMRI time-series of the ABIDE sites
given in Table 6.1, using window widths of 50 and 100 seconds, respectively.

Site v nwsyg nwio  wso(v)  wigo(v)
Caltech 146 122 97 25 50
KKI 152 133 113 20 40
Leuven 246 222 197 25 50
MaxMun 116 100 84 17 33
NYU 176 152 127 25 50
OHSU 78 59 39 20 40
Olin 206 174 140 33 67
Pitt 196 164 130 33 67
SBL 196 174 152 23 45
SDSU 176 152 127 25 50
Stanford 176 152 127 25 50
Trinity 146 122 97 25 50
UCLA 116 100 84 17 33
UM 296 272 247 25 50
USM 236 212 183 25 50
Yale 196 172 147 25 50
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For the second group of time windows, we selected window widths of 50 and
100 seconds, widths that have been applied in several studies [CG10, SPK*10,
HRGCBI12, HWG'13, ADP*"14, HAM*16, MAS™19]. Table 6.3 shows the num-
ber of time-windows (nwsg, nwigo), and window width in volumes (wso(v),w100(v)),
for the segmentation of the rs-fMRI time-series of the ABIDE sites given in Table
6.1, using window widths of 50 and 100 seconds, respectively.

Figure 6.1 compares the cutoff frequencies for the low-pass filtering corresponding
to the constant number of time windows selected in the first group, and constant

width of the time windows in seconds selected in the second group of time windows.
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Figure 6.1: Comparison of cutoff frequencies, f = 1/w(s), for the low-pass filtering
corresponding to the constant number of time windows, and constant width of the
time windows in seconds.
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After segmenting the rs-fMRI time series of each node (brain region) of the
cc200 brain atlas, we computed the static functional connectivity (sFC) for each
segment, as the linear correlation between the time series for all pairs of brain
regions, using the Pearson correlation function described in Section 5.2.2. The
time-varying functional connectivity (tvFC) was obtained as the time-sequence of
the sFC values computed for each segment. The tvFC represented the time-varying

weights of the edges of temporal functional networks.

6.2.3 Statistical analysis of the time-varying functional con-

nectivity

In this study, the time-varying functional connectivity computed from rs-fMRI data
was considered a sample of tvFC of an unknown population. The claim to be
proved is that the variability of the sample tvFC represents non-linear dynamics
of the functional connectivity (DFC) of the brain of this population. The classical

hypothesis testing formulation of this problem is

Hy : No DFC

H; : DFC (6.2)

where Hj is the null hypothesis assumed to be true, and H; the alternative hypoth-
esis, representing the claim to be proved [TDO0O].

Since the null hypothesis Hy was the claim that the variability of tvFC is due to
measurement noise, we needed to obtain the test statistics of the null distribution
to verify whether the test statistics of the tvFC, obtained from the rs-fMRI time
series, are inside or outside the test statistics of the null distribution. Since the

amount of the ABIDE rs-fMRI data is very limited to compute the test statistics
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of the null distribution, a solution is to generate this distribution from surrogate
data [TEL"92]. The surrogate data approach computes the test statistics of the
null distribution from a set of constructed (surrogates) data that match the linear
properties of the original rs-fMRI time series, but do not possess the nonlinear
dynamics which is being tested. In this study, each surrogate was a random copy of
the original rs-fMRI time series, on which the static functional connectivity and the
frequency spectrum of the rs-fMRI time series were conserved, but any non-linear
properties were not conserved. A technique based on the Fourier transform (FT)

was applied to generate the required surrogate data [TELT92].
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In this study, we used the pooled variance (pvar) over all windows as test statis-
tics. The pooled variance is computed as the average of all the variances of the tvFC

components over all windows, namely

i=nw

pvar = Z Y (6.3)

- nw
=1

where nw is the number of time-windows.
Considering the test statistics given by Equation 6.3, we reformulate the hy-

potheses of Equation 6.2 for each subject as the following one-sided test

Hy : pvar,,po = pvar

corr—surr

H pvary,pe > PVAL copr—supr (64)

where pvar, o is the pooled variance of tvFC, and pvar.,qr_sur 18 the pooled vari-
ance of the linear correlation between brain areas computed from the surrogate
data.

To test the null hypothesis Hj in Equation 6.4, we computed the percentile of the
pooled variance pvar,, p~ in the distribution of the pooled variance of the surrogate

data, pvar If the percentile of pvar,, g is, for example, 95 %, then Hj is

rejected with an observed level of significance or P-value of 0.05.

The workflow given in Figure 6.2 shows the steps needed to compute the per-
centile of the pooled variance of tvFC (pvary,rc) in the distribution of the pooled
variance (pvar.oq—surm), for each ABIDE subject of the sites given in Table 6.1.

The first five steps of the workflow, show the computation of the copies of sur-
rogate time series which were random, due to the multiplication of the Fourier
transform of the rs-fMRI time series by random phases, but conserving the linear

correlation between brain areas, and the frequency spectrum of the rs-fMRI time

series. In the sixth step, we segmented the surrogate data of each node of the cc200
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brain atlas, with the time windows given in Table 6.2, and computed the linear
correlation between the time series for all pairs of brain regions, for each segment,
using the Pearson correlation function described in Section 5.2.2. In the next steps,
we computed the pooled variance over all windows (Equation 6.3), the correlation
value of each copy of the surrogate data (corr-surr), and the percentiles of this
pooled variance using the percentages ([90,95,96,97,98,99,100]), which correspond
to P-values of [0.1,0.05,0.04,0.03,0.02,0.01,0.0], respectively.

From the rs-fMRI time series for each ABIDE subject, shown in Figure 6.2, we
also computed the pooled variance over all windows (Equation 6.3) of the tvFC
obtained from the rs-fMRI time series. Finally, we computed the percentile of
the pooled variance of tvFC (pvar,,rc) in the distribution of the pooled variance
(PVaTcorr—surr ), Dy comparing the pvar,rc values with the percentile of pvar o, surr,
if a pvary, po value was, for example, equal or greater than the percentile 95 and less
than the percentile 94 of pvar.,.r_surr, then the percentile of the pvar, po value was
equal to 95, and therefore, H, was rejected with a P-value of 0.05. As experimental
result, we selected the minimum P-value for the percentile of each pvar,,rc value of

each subject.

6.2.4 Assessment of the effect of head motion over the vari-

ability of tvFC

One of the measures of subject head motion used in the quality assessment (QA)
of the preprocessed ABIDE rs-fMRI data is the mean framewise displacement (FD)
which compares the motion between the current and previous volumes of the scan-
ning session [PSP15]. There are two other measures derived from the FD measure:

The number of FD greater than 0.2 mm, i.e., the number of volumes with displace-
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ment greater than 2 mm, and the percentage of FD greater than 0.2 mm, i.e., the
percentage of volumes with displacement greater than 2 mm. A detailed description
of these measures is given on the ABIDE website: http://preprocessed-connectomes-
project.org/abide/quality-assessment.html.

In this study, we used the percentage of FD greater than 0.2 mm, as a metric
to assess the effect of head motion over the non-linear dynamics of the functional
brain network contained in the tvFC values. We created a histogram by counting
the number of subjects for which the null hypothesis was rejected, and which have

a head motion less than a given range of values of percentages of FD.

6.3 Results

In this study, we performed experiments to assess the impact of the time-window
width, the filtering and global signal regression, and the head motion over the non-
linear dynamics of the functional brain network contained in the tvFC values ob-
tained from the rs-fMRI data for each subject of the ABIDE sites given in Table 6.1.
For these experiments, we generated 250 copies of the surrogate data and computed
the percentile of the pooled variance of tvFC (pvar,,rc) in the distribution of the
pooled variances (pvary.—su+) of all the surrogate copies, using the steps shown
in Figure 6.2. We computed the pooled variance over all time windows (Equation
6.3), the correlation value of each copy of the surrogate data (corr-surr), and the
percentiles of this pooled variance using the percentages ([90,95,96,97,98,99,100]),
which correspond to P-values of [0.1,0.05,0.04,0.03,0.02,0.01,0.0], respectively.
These experimental results were obtained for all the 879 ABIDE subjects sum-
marized in Table 6.1, using the strategies for the ABIDE pipelines described in

Section 6.2.1.
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6.3.1 Experimental results

This section presents the experimental results obtained using: 1) a constant number
of time windows, 2) time windows with constant width, and 3) the percentage of
FD greater than 0.2 mm to assess the effect of head motion.

Constant number of time windows: Experimental results

This section presents the experimental results obtained using 30 and 60-time win-

dows for all ABIDE subjects, as described in Section 6.2.2.

ABIDE pipeline (30 time windows)

I CPAC-filt-global BN CPAC-nofilt-noglobal
BN CPAC-filt-noglobal B CPAC-nofilt-global
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Figure 6.3: Comparison between the number of subjects for which H, was rejected
with P-values equal to or less than 0.1, obtained for 30 time windows, and for the
four strategies of the CPAC ABIDE pipeline given in Section 6.2.1.
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ABIDE pipeline (60 time windows)
225
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Figure 6.4: Comparison between the number of subjects for which H, was rejected
with P-values equal to or less than 0.1, obtained for 60-time windows, and for the
four strategies of the CPAC ABIDE pipeline given in Section 6.2.1.

Figures 6.3 and 6.4 present a comparison between the number of subjects for
which Hy was rejected with P-values equal or less than 0.1, obtained for 30 and 60-
time windows respectively, and for the four strategies of the CPAC ABIDE pipeline
given in Section 6.2.1. These results showed that the two greatest number of subjects
for which the null hypothesis Hy was rejected, were obtained for the no-filtering
strategies (nofilt-global and nofilt-noglobal) of the CPAC pipeline, respectively. We
also showed that due to the greater cutoff frequencies corresponding to 60-time
windows compared to the frequencies obtained for 30-time windows (see Figure
6.1), the maximum number of subjects rejecting Hy was 209 subjects for 60-time

windows (24 % of all ABIDE subjects in Table 6.1), 69 % greater than the 124
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subjects obtained for 30-time windows. These maximum results were obtained for
the nofilt-global strategy. These results also allowed us to that for these maximum
numbers, the null hypothesis Hy, i.e., the claim that the variability of tvFC is due
to measurement noise, was rejected with a P-value of 0.1, and, therefore there is
sufficient evidence, at a P-value of 0.1, to support the claim that the variability of
tvFC represents non-linear dynamics of the functional connectivity (DFC) of the

brain.
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Figure 6.5: Comparison between the percentage of subjects for which H, was re-
jected per ABIDE site, for the four strategies of the CPAC ABIDE pipeline given
in Section 6.2.1, and for 30 and 60-time windows. The sites in red are those with
the maximum number of subjects for which Hy was rejected with P-values equal to
or less than 0.1.

Figure 6.5 presents a comparison between the percentage of subjects for which
H, was rejected per ABIDE site, for the four strategies of the CPAC ABIDE pipeline
given in Section 6.2.1, and for 30 and 60-time windows. These results were highly
dependent on the site, with the sites in red (OHSU, Pitt, SBL, UM, and USM),
obtaining the maximum percentages of subjects for which Hy was rejected with P-

values equal to or less than 0.1. An important result was that the maximum cutoff
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frequency of 0.0208 Hz (see Table 6.1) corresponded to the OHSU site that also

obtained the maximum percentage (39 %) of subjects for which HO was rejected.

These results also showed that the maximum percentage of subjects rejecting Hy

corresponded to the 60-time windows, due to the greater cutoff frequencies compared

to the corresponding frequencies of the 30-time windows case. We also confirmed

that the maximum results were obtained for the no-filtering strategies (nofilt-global

and nofilt-noglobal) of the CPAC pipeline and that these results were consistent for

all the P-values and all the sites, respectively.
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Figure 6.6: Comparison between the number of subjects for which Hy was rejected
with P-values equal to or less than 0.1, obtained for time windows with a width
size of 50 seconds, and for the four strategies of the CPAC ABIDE pipeline given in
Section 6.2.1.
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Time windows with constant width sizes: Experimental results

This section presents the experimental results obtained using time windows with
width sizes of 50 and 100 seconds for all ABIDE subjects, as described in Section
6.2.2.

ABIDE pipeline (time windows width = 100 s)
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Figure 6.7: Comparison between the number of subjects for which H, was rejected
with P-values equal to or less than 0.1, obtained for time windows with a width size
of 100 seconds, and for the four strategies of the CPAC ABIDE pipeline given in
Section 6.2.1.

Figures 6.6 and 6.7 present a comparison between the number of subjects for
which Hy was rejected with P-values equal or less than 0.1, obtained for time win-
dows with width sizes of 50 and 100 seconds respectively, and for the four strategies
of the CPAC ABIDE pipeline given in Section 6.2.1. These results showed that

the two greatest number of subjects for which the null hypothesis Hy was rejected,
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were obtained for the no-filtering strategies (nofilt-global and nofilt-noglobal) of the
CPAC pipeline, respectively. We also showed that due to the greater cutoff frequen-
cies corresponding to time windows with a width size of 50 seconds compared to the
frequencies obtained for a width size of 100 seconds (see Figure 6.1), the maximum
number of subjects rejecting Hy was 801 subjects for a width size of 50 seconds (91
% of all ABIDE subjects in Table 6.1), 35 % greater than the 594 subjects obtained
for a width size of 100 seconds. These maximum results were obtained for the nofilt-
global strategy. These results also allowed us to conclude that for these maximum
numbers, the null hypothesis Hy, i.e., the claim that the variability of tvFC is due
to measurement noise, was rejected with a P-value of 0.1, and, therefore there is
sufficient evidence, at a P-value of 0.1, to support the claim that the variability of

tvFC represents non-linear dynamics of the functional connectivity (DFC) of the

brain.
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Figure 6.8: Comparison between the percentage of subjects for which H, was re-
jected per ABIDE site, for the four strategies of the CPAC ABIDE pipeline given
in Section 6.2.1, and for time windows with width sizes of 50 and 100 seconds. The
sites in red are those with the maximum number of subjects for which H, was re-
jected with P-values equal to or less than 0.1.
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Figure 6.8 presents a comparison between the percentage of subjects for which
H, was rejected per ABIDE site, for the four strategies of the CPAC ABIDE pipeline
given in Section 6.2.1, and for time windows with width sizes of 50 and 100 seconds.
These results were highly dependent on the site, with the sites in red (KKI, Stanford,
UM, and USM), obtaining the maximum percentages of subjects for which H, was
rejected with P-values equal to or less than 0.1. These results also showed that due
to the greater cutoff frequencies obtained for the width size of 50 seconds compared
to the corresponding frequencies of the width size of 100 seconds, the maximum
percentages of subjects rejecting Hy corresponded to the width size of 50 seconds.
Furthermore, we demonstrated that the maximum percentages were obtained for the
nofilt-global strategy of the CPAC pipeline and that these results were consistent

for all the P-values and all the sites, respectively.

Effect of head motion: Experimental results

This section presents the experimental results obtained to assess the effect of head
motion over the non-linear dynamics of the functional brain network contained in the
tvFC values using the percentages of the mean framewise displacement (FD) greater
than 0.2 mm for all the ABIDE subjects. We created a histogram by counting the
cumulative percentage of subjects for which the null hypothesis was rejected, and
which have a head motion less than a given range of values of percentages of FD. The
range of percentages of FD were [0.0, 3.0, 6.0,9.0,12.0, 15.0, 18.0, 21.0, 24.0, 27.0], on
which, for example, 0.0 corresponds to the cumulative percentage of subjects for
which the null hypothesis was rejected with percentages of FD less than 3.0 %, and
3.0 to the cumulative percentage of subjects with percentages of FD less than 6.0%,

and so forth.
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Figure 6.9: Histogram showing the ranges of percentages of FD for the cumulative
percentage of subjects rejecting HO, for the nofilt-global strategy of the CPAC
pipeline, and for time windows with a constant width of 50 seconds.

Figure 6.9 shows the ranges of percentages of FD for the cumulative percentage of
subjects rejecting H0. The histogram was obtained for the nofilt-global strategy of
the CPAC pipeline and for time windows with a constant width of 50 seconds. This
histogram showed that for about 45 % of the subjects rejecting HO, the percentage
of FD greater than 0.2 mm was less than 3 %, and for 80 % of the subjects this
percentage was less than 12 %. These results allowed us to conclude that the effect
of the head motion over the non-linear dynamics of the functional brain network
contained in the tvFC values had an upper bound determined by the percentages
of FD greater than 0.2 mm. This upper bound, for example, was less than 12 %

for 80 % of the subjects rejecting HO, hence, for these subjects, a high percentage
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of the variability of the tvFC values represented the non-linear dynamics of the
functional brain network, with the corresponding levels of significance determined

by the P-values given in Section 6.3.1.

6.4 Summary

Considering that the human brain is a complex non-linear dynamic system [BT02],
the assumption of static functional connectivity is an important limitation to ad-
vancing our knowledge of the dynamic functional brain. Considering this limitation,
recent research has evolved to use the concept of time-varying functional connec-
tivity (tvFC), i.e., functional connectivity, measured as the statistical correlations
between rs-fMRI time series recorded at different brain regions, that vary as a func-
tion of time.

In this study, we used functional networks with the nodes representing brain
regions. The rs-fMRI time series of each brain region was segmented using a slid-
ing time-window technique, then the time-varying functional connectivity (tvFC)
was obtained as a time-sequence of static functional connectivity (sFC) values com-
puted for each segment. We performed statistical tests on the tvFC for each ABIDE
subject, to determine if the time-variability of each tvFC represents non-linear dy-
namics of the functional brain. The test statistics for the null hypothesis used for
the statistical tests were obtained from surrogate data generated from the rs-fMRI
time series of each node.

The goal of this preliminary study was the assessment of the effects of the width
in seconds of the time windows, the bandpass filtering and global signal regression,
and the head motion over the non-linear dynamics of the functional brain network

contained in the tvFC values obtained from the ABIDE rs-fMRI data.
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Our experimental results showed that the two greatest number of subjects for
which the null hypothesis Hy was rejected, were obtained for the no-filtering strate-
gies (nofilt-global and nofilt-noglobal) of the CPAC pipeline, respectively. We also
showed that due to the greater cutoff frequencies corresponding to time windows
with a width size of 50 seconds compared to the frequencies obtained for a width
size of 100 seconds, the maximum number of subjects rejecting Hy was 801 sub-
jects for a width size of 50 seconds (91 % of all ABIDE subjects in Table 6.1), 35
% greater than the 594 subjects obtained for a width size of 100 seconds. These
maximum results were obtained for the nofilt-global strategy of the CPAC pipeline.
Furthermore, these results also allowed us to conclude that for these maximum num-
bers, the null hypothesis Hy, i.e., the claim that the variability of tvFC is due to
measurement noise, was rejected with a P-value of 0.1, and, therefore there is suffi-
cient evidence, at a P-value of 0.1, to support the claim that the variability of tvFC
represents non-linear dynamics of the functional connectivity (DFC) of the brain.
Finally, we concluded that the effect of the head motion over the non-linear dynam-
ics of the functional brain network contained in the tvFC values had an upper bound
determined by the percentages of FD greater than 0.2 mm. This upper bound, for
example, was less than 12 % for 80 % of the subjects rejecting H0, hence, for these
subjects, a high percentage of the variability of the tvFC values represented the
non-linear dynamics of the functional brain network, with the corresponding levels
of significance determined by the P-values.

Our future work will include the use of different sets of rs-fMRI multi-site data,
different preprocessing pipelines, as well as, the implementation of data-driven brain
parcellations derived from the fMRI data [AKM™18, Mes20]. We also propose to
apply alternative methods to the Pearson correlation to compute the functional

connectivity such as mutual information and coherence methods [SMD04, WBQ" 14,
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BS16], as well as additional methods for the definition of the nodes of the functional
networks [FEJT20, FBS22], such as data-driven weighted brain parcellations, based
on independent component analysis (ICA), which has been used as an alternative to
a priory brain parcellations (such as cc200) in the analysis of functional connectivity
[BS04, Sh114, DF13, DFS*20]. Furthermore, we will explore the application of novel
methods for the determination of optimal sub-samples to reduce the confounding

effects by using, for example, between-group effect size methods.
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CHAPTER 7
CURRENT AND FUTURE WORK

Modern neuroscience research is mainly focused on understanding the function and
structure of the complex dynamic of the human brain. The continuously increasing
availability of human brain imaging data, and the development of advanced com-
putational and mathematical techniques for the analysis of complex networks, have
propelled important research efforts to improve the analysis and modeling of this
data, to increase our understanding of the dynamics of the human brain [KSBB18S].
However, this research approach is mainly descriptive and has limitations in explain-
ing the dynamics of the different spatial scales of the human brain [GB14, HB18§].
To overcome this limitation, generative dynamic models of functional connectivity
have been proposed and developed by applying the mathematical models and the-
ories provided by modern dynamic system analysis [Bre04, BS05, Brel7, CKD17].
One of the main goals of these research efforts is to develop dynamic models of the
neuronal activity of the brain and understand how these models may provide expla-
nations of the non-linear variability of imaging data [HB18|. An ambitious goal of
current neuroscience research is to develop a comprehensive non-linear model that
will eventually provide the association between the dynamic physical brain and the
imaging data [Brel7].

A very active area of neuroscience research is related to brain network commu-
nication, strongly linked to the dynamics of the human brain. The main goal is to
understand the mechanisms through which the neuronal components at the different
spatial scales of the brain, communicate and exchange information to perform the
complex functions of the human brain, a comprehensive review of the challenges,
methods, and future developments of this area of research are given in reference

SS723).
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We propose as the future work of this dissertation to develop and implement
a comprehensive approach to determine to which extent the time-variability of the
time-varying functional connectivity, computed from rs-fMRI multi-site data, rep-
resents non-linear dynamics of the functional brain. We also propose to use the
time-varying functional connectivity as features of machine learning models for the
diagnosis of brain disorders.

Furthermore, we propose the development and implementation of high-performance
algorithms to compute the mathematical models needed to understand the dynamic
and communication networks of the human brain. This contribution may help to
provide the link between the dynamic physical brain and the imaging data, a promis-
ing and state-of-the-art area of research.

Another research project which naturally emerges from this dissertation, is the
implementation of a comprehensive library of high-performance algorithms for com-
puting graphs metrics applicable to the analysis of human brain networks, using

modern technologies like multiple GPUs.
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APPENDIX A: CODE AVAILABILITY

All the software codes implemented to compute the experimental results included in
this dissertation are available as open-source software as indicated in the following

list.

1. GPU-SFFT, chapter 2,

https://github.com/pedslab/gpu-sfft, Languages: CUDA, C.

2. TurboBFS, chapter 3,
https://github.com/pedslab/TurboBFS, Languages: CUDA, C.

3. TurboBC, chapter 4,
https://github.com/pedslab/TurboBC, Languages: CUDA, C.

4. ASD-DiagNet-Confounds, chapter 5,

https://github.com/pedslab/ASD-DiagNet-Confounds, Language: Python.

5. Time-varying-FC, chapter 6,

Language: Python, development stage.
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APPENDIX B: DATA AVAILABILITY

The ABIDE preprocessed rs-fMRI multi-site database used in this dissertation is

available at the website (http://preprocessed-connectomes-project.org/abide).
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