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ABSTRACT OF THE DISSERTATION

ONLINE MOVING OBJECT

VISUALIZATION WITH GEO-REFERENCED DATA
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Miami, Florida

Professor Naphtali Rishe, Major Professor

As a result of the rapid evolution of smart mobile devices and the wide application of satellite-based positioning devices, the moving object database (MOD) has become a hot research topic in recent years. The moving objects generate a large amount of geo-referenced data in different types, such as videos, audios, images and sensor logs. In order to better analyze and utilize the data, it is useful and necessary to visualize the data on a map.

With the rise of web mapping, visualizing the moving object and geo-referenced data has never been so easy. While displaying the trajectory of a moving object is a mature technology, there is little research on visualizing both the location and data of the moving objects in a synchronized manner.

This dissertation proposes a general moving object visualization model to address the above problem. This model divides the spatial data visualization systems into four categories. Another contribution of this dissertation is to provide a framework, which deals with all these visualization tasks with synchronization control in mind. This platform relies on the TerraFly web mapping system.

To evaluate the universality and effectiveness of the proposed framework, this dissertation presents four visualization systems to deal with a variety of situations and different data types.
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1.1 Background and Motivation

In the past decade, the World Wide Web (WWW) and accurate positioning systems, e.g. Global Positioning System (GPS), have greatly influenced the research in the Geographic Information Systems (GISs). Moreover, micro positioning chips can be found in more and more devices such as mobile phones and tablets in the last few years. These evolving technologies have caused a surge in the demand for the Moving Object Database (MOD). The MOD is a spatio-temporal database that manages objects with continuously changing locations over time. The MOD has many applications in areas such as traffic monitoring, fire rescue and police car dispatch, air traffic control, social network analysis, homeland security, and meteorology monitoring, just to name a few.

Data is the fundamental building block in the age of big data. The data collected in the real world usually contains a temporal component, and nowadays at least 60% of the data is geospatially referenced[30]. The data sources include both the consumer and industry products with positioning abilities, such as mobile phones, cameras, camcorders, Unmanned Aerial Vehicles (UAVs) and robots. Besides the location information, they also generate rich data types including photos, audios, videos and numeric values. While some of the data is collected from the fixed equipment, more data is generated from the moving objects now.

With the rapid development of online GIS services, web-based map applications have become popular in everyday life. It is a natural fit to display georeferenced data on a map. Many existing online map services include geotagged photos and
videos of certain places[58]. While collaborative and crowdsourcing maps became popular, more users tend to upload and share their georeferenced data online[23].

1.2 Problem Definition

The dissertation mainly focuses on three major fields: (1) moving object database, (2) web mapping and (3) georeferenced data. The following subsections shows each topic in detail.

1.2.1 Moving Object Database

The research of the moving object database focuses on three major directions: modeling, indexing and querying.

Location modeling is the foundation of MOD research. Most existing studies for MOD indexing assume a linear movement model. Indexes are important for database systems since they can greatly improve the data querying speed. Indexing is even more important for spatial database systems due to high query intensity. There are many existing indexes for the spatial database, and the most famous ones are Grid [68], Quadtree [21], R-tree [29] and their variants.

Unlike traditional databases, in which data remains constant most of the time, MODs are facing queries on a large number of continuously moving objects. Figure 1.1 shows one-hour trajectory data for vessels leaving the Miami port. There are about 200 vessel position updates per second for this application. As such, traditional static indexes are no longer efficient due to huge update costs and poor query performances. New indexes that are capable of dealing with frequent updates are becoming increasingly important as well as necessary for MODs.
Besides normal database queries, MODs are designed to support some spatio-temporal query types and may be executed on past, current or future time data, e.g. range queries get all the cars inside on a college within 2 hours, k-nearest neighbor (KNN) queries find the 5 closest gas stations from a moving car, or trajectory queries retrieve the path of the helicopter in the last hour [67].

Web mapping is used widely nowadays and users are accustomed to viewing an online map in the web browser. Most of the online map services use the tile system and retrieve information by grids, e.g. Google Map [76] and Bing Map [86]. Efficient querying and smoothly showing moving objects through the internet can be a big challenge. This is another consideration while designing the MOD indexes.
1.2.2 Web Mapping

Unlike the traditional desktop mapping applications, web mapping is based on the client-server structure. A map server is responsible for producing, storing and serving the map data, while the client side application displays the map to the end user.

Many spatial databases are used on the map server such as PostGIS, MySQL, Oracle Spatial and Graph, Microsoft SQL Server and IBM DB2. All of them have implemented the Simple Feature Access\(^1\), which is a storage and access model for the geographical data. The model also defines Well-Known Text (WKT) to describe the vector geometry objects like point, linestring, polygon, etc.

Common protocols for delivering map data involve Web Map Service (WMS)\(^2\), Tile Map Service (TMS)\(^3\), Web Feature Service (WFS)\(^4\) and Web Coverage Service (WCS)\(^5\). The most famous web mapping server platforms are MapServer\(^6\) and GeoServer\(^7\). For those who do not want to deploy their own servers, they have the choice to use the public web map services including Google Maps, Bing Maps, MapQuest, OpenStreetMap (OSM)\(^8\) and Here.

\(^1\)http://www.opengeospatial.org/standards/sfa

\(^2\)http://www.opengeospatial.org/standards/wms

\(^3\)http://wiki.osgeo.org/wiki/Tile_Map_Service_Specification

\(^4\)http://www.opengeospatial.org/standards/wfs

\(^5\)http://www.opengeospatial.org/standards/wcs

\(^6\)http://mapserver.org/

\(^7\)http://geoserver.org/

\(^8\)https://www.openstreetmap.org/
While some dedicated client software exists like Google Earth, most client side applications use the web browser to display the map. With the rapid development of Internet technology, especially the JavaScript and HTML5, the functionality of browser-based mapping applications has been able to match up with the desktop software. Most commercial web mapping application program interfaces (APIs) are not free or have some limitations (e.g. Google Maps, Bing Maps, Yahoo! Maps), whereas more opensource applications are coming out, such as the heavyweight OpenLayers and the lightweight Leaflet[89].

The most popular way for serving map data to the client browser is using the tile system. Map features are pre-selected for different level of detail using styling rules, and then the map of each level is cut into tiles for efficient transferring and display. A sample tile system is shown in Figure 1.2. The tile can be either a

![Figure 1.2: TerraFly Level of Detail Tile System](image)

Figure 1.2: TerraFly Level of Detail Tile System
pre-rendered image or pre-defined vector data, however the vector tile system is gradually replacing the image tile system [26].

1.2.3 Georeferenced Data

To describe the process of linking an object with a specific location, three words are frequently used: geocoding, georeferencing and geotagging.

Geocoding is the process of finding geographic coordinates using the address or place name. The opposite operation is called reverse geocoding. It is a query performed by the geocoder software based on certain GIS database.

![Georeference occurred in books.](Source: Google Ngram Viewer)

Georeferencing and geotagging have similar definitions. Georeferenced is commonly used in GIS field to define the process to associate an object with a spatial location[5], and it has a long usage history since 1960s, as shown in Figure 1.3.

Geotagging has been more used by general public since 2005 to describe the operation of giving a geotag (geographical location) to a media (usually a photograph or a video), as shown in Figure 1.4.
With the popularity of the camera phones, as well as the increasing prevalence of built-in GPS on camera and camcorders, most digital photos and videos taken these days are geotagged automatically. This explains why “geotag” has gained more search interest than “georeference” since 2007, as shown in Figure 1.5.

While georeference and geotag have much the same meaning for photo, they can be different when referring to videos. Most consumer camcorders only tag one location for each video. In contrast, a dashboard camera (dashcam) can log all the waypoints of a car passing through while recording the video. In order to
eliminate ambiguity, the word geotag is used to represent the former case and the word georeference is used to represent the latter case in this dissertation.

1.3 Contributions

The main contributions of the dissertation are shown as follows:

1.3.1 Spatial-temporal Data Visualization Model

This dissertation proposes a model for visualization of the moving object with georeferenced data. Based on this model, the dissertation classifies moving object visualization systems into four categories. This model also reveals the mapping operation between the moving object and the related data.

1.3.2 Abstract Map Layer

Based on the proposed model, the dissertation defines an abstract map layer, which contains the necessary functions and events for most moving object visualization tasks.

1.3.3 Moving Object Visualization Framework

Finally, the dissertation proposes a general framework, which is suitable for visualizing the georeferenced data generated by the moving object.
1.4 Dissertation Outline

The rest of the dissertation is organized as follows: Chapter 2 gives the literature review. Chapter 3 discusses modeling of the moving object and georeferenced data, the abstract map layer and the framework. Chapter 4 proposes a way to accelerate the map matching algorithm. A dashboard camera video share platform is shown in Chapter 5, and an aircraft video visualization system is discussed in Chapter 6. Chapter 7 describes how to design a virtual guidance system using georeferenced data. Chapter 8 provides an example of visualizing big data. Finally, Chapter 9 summarizes the conclusions and discusses future directions.
CHAPTER 2
LITERATURE REVIEW

This chapter reviews the literature in two areas: the moving object database and spatial data visualization.

2.1 Moving Object Database

The study of moving object database emerged in the late last century; that is when the civilian GPS became popular. The research of moving object database focuses on three major directions: modeling, indexing and querying.

2.1.1 Modeling

Location modeling is the foundation of the MOD research. Most existing studies for the MOD indexing assume a linear movement model. Wolfson et al. first proposed a moving objects spatio-temporal (MOST) model, which represents the location of the moving object as a dynamic attribute [99].

Whereas most of the studies employ a linear model, some more complex movement models have been proposed. Tao et al. [90] proposed the concept of recursive motion functions to support arbitrary motion patterns. This TPR-tree [83] based model can predict the real-world motion more accurately. Jeung et al. [42] give a hybrid based prediction model, which discovers the model from the recent trajectories of an object.

In order to represent the real world in special conditions, models based on constraints (e.g. road network [92]) have also been proposed.
2.1.2 Indexing

MOD indexing is a well-studied research area. [67] illustrates the evolution of index structures in the past 20 years.

Existing studies can be classified into two categories. The first category focuses on processing queries based on their current positions and future predictions. The second one tries to represent and retrieve historical trajectories. Recent studies have proposed new ways, which can process data at all times instead of having separate indexing structures for past, present or future data [53] [19].

Moving object indexes can also be divided into space partitioning indexes and data partitioning indexes. The former utilizes multidimensional index structures (e.g. TPR-tree [83]), typically the R-tree and its variants. They use the Minimum Bounding Rectangle (MBR) to hold objects that are close to each other in 2-d or 3-d dimensions. The MBR is then organized into a tree to keep minimum overlapping. R-tree based Indexes are less susceptible to data density, but do not perform well in a concurrent environment [83].

The latter approach is to partition the entire space into grids, usually based on the B+-tree or grid index [40] [100]. The objects will be indexed into pre-partitioned space cells. The B+-tree or grid based indexes are widely used in commercial databases, so these kinds of indexes can be easily integrated into an existing DBMS (Database Management System). The disadvantage is that the imbalance of space partitioning will sacrifice the performance. To address this problem, the STRIPES index is proposed which is derived from the quad-tree [71].

While most indexes utilize the unconstraint model (e.g. MOST), some moving object indexes for special environments are proposed in recent years, e.g., road networks [13] or indoor networks. These indexes are more close to real world applications.
2.1.3 Benchmark

Benchmarks have been proven a useful tool to evaluate the performance of DBMSs. There are several benchmarks available for MOD now, e.g. the COST benchmark [41]. Some benchmarks are based on real road network environments, e.g. the BerlinMOD benchmark [15].

2.2 Pathfinding and Map Matching

2.2.1 Pathfinding

Pathfinding is to find the route between two points. The desired route can either be shortest or good enough based on the requirements of different applications. Pathfinding algorithm is one of the fundamental elements of many map matching algorithms.

The most famous and basic one is Dijkstra’s algorithm, which finds a shortest path on a weighted graph [14]. Its variant, A* algorithm, is commonly used in real world application. A* uses the heuristic function to continuously estimate the approximate distance between current node and the finish [33]. Although there is no guarantee to find the optimal path, A* is much faster than Dijkstra’s algorithm because it examines fewer nodes. An improvement of A* algorithm is using bidirectional search, which will further reduce the search space [38].

Since the Map Matching task only focus on pathfinding in limited local space, we do not introduce algorithms for long-distance navigation here.
2.2.2 Map Matching

Map matching is the procedure of mapping a series of geographic coordinates that recorded using a positioning device to the real path it is on. This kind of algorithms have a long history since the emergence of the satellite navigation system. [75] suggests dividing them into four categories: geometric, topological, probabilistic and others.

Most practical algorithms use the hidden Markov model (HMM) to match track data on road network [66] [27]. This kind of methods treat the recorded coordinates as HMM observations and candidate road segments as HMM states. Then the emission probability is determined by the distance between a observation point and one of its candidate points. The transition probability is how likely the object would travel between candidate points, which is calculated based on the pathfinding algorithm.

2.3 Online Moving Object Visualization

There are two kinds of the visualization targets, including the trajectory and the georeferenced data.

2.3.1 Web Mapping

Web mapping has a long history since the invention of the WWW [65] [25] [47]. [51] argued that one should use web mapping instead of internet mapping when the browser and hyper-text markup language (HTML) are involved. Web maps can be categorized into four types [46], as shown in Table 2.1. The earliest online map is
static. It can be as easy as putting the image of a scanned paper map online. The first interactive map “The World Wide Earthquake Locator” was born in 1994 [1].

<table>
<thead>
<tr>
<th>Static</th>
<th>Dynamic</th>
</tr>
</thead>
<tbody>
<tr>
<td>View Only</td>
<td>View Only</td>
</tr>
<tr>
<td>Static Interactive</td>
<td>Dynamic Interactive</td>
</tr>
</tbody>
</table>

The online interactive maps are built using three different techniques:

- Java applet (introduced in March 1995)
- JavaScript (released in December 1995)
- Flash (published in 1996)

The Java applet and Flash need extra plug-ins to be installed in the browser. Major web mapping providers tend to use JavaScript since it is powerful and natively supported by most browsers [93].

The emergence of many new technologies greatly promoted the development of online maps. For example: HTML5 supports latest multimedia content and provides better map interactivity [91] [59]. Canvas and SVG make vector maps possible [26]. WebGL can generate three-dimensional map [20].

The latest trends of web mapping include open source mapping [89] [62] [7], collaborative mapping (crowdsourcing) [64], mapping mashups [60] [2] and mapping on mobile devices [63].
2.3.2 Mapping Moving Object

Mapping moving object is quite different from drawing static features. Animation is not required even if the map itself is dynamic and interactive [34].

Animation is important in the GIS system. One kind of animation is for depicting the geographic change [31]. For example, [32] visualizes global weather, [52] use animation for sea ice monitoring and [18] use animation for flood simulation. Another kind is for showing the movement of physical entities [9]. These animations can be either offline or near real-time.

This dissertation focuses on showing moving objects on the map. [43] proposes a method to move a marker on the map. [84] further illustrates a system to map “path-enhanced” multimedia. There is also research on showing the tracks on the map [16].

The above methods do not reveal the deep links between the moving objects and their related data. To address this problem, this dissertation finds new ways of showing georeferenced data on map with better user experience. Two systems have been proposed in the author of this dissertation’s previous work [103] [104].
CHAPTER 3

MOVING OBJECT VISUALIZATION FRAMEWORK

In this chapter, a general data model is given to describe the moving object along with the georeferenced data. A framework is proposed based on this model.

3.1 Moving Object Visualization Model

3.1.1 Spatial-temporal Data Types

In traditional geo-temporal database, a data item can be represented as a tuple \( (t, l, d) \), which includes three parameters: time \( t \), location \( l \), and data attributes \( d \). In moving object database, both the location and data attributes can either be fixed or vary over time.

In practical applications, the location and data attributes are stored separately and coupled by time \( t \) since they have different storage strategies and update frequencies. There are four combinations in general: \( (t, l_f) \sim (t, d_f) \), \( (t, l_f) \sim (t, d_v) \), \( (t, l_v) \sim (t, d_f) \), and \( (t, l_v) \sim (t, d_v) \). This dissertation uses symbol \( \sim \) to represent coupling. The subscript \( f \) stands for fixed and \( v \) represents variable value over time.

The visualization environment is set to have two components: the map view and the data view. The location \( l_f \) or \( l_v \) is visualized inside the map view while the data \( d_f \) or \( d_v \) is visualized inside the data view.

The data item is archived after every certain time interval \( t_i \). Here, \( L \) is defined as archived positions of \( l_v \) during a historical time range from \( t_s \) to \( t_e \), and \( f_i \) is a function to get a historical location based on a given time \( t \):

\[
L = f_i(t) \quad t_s \leq t \leq t_e
\]  
(3.1)
Similarly, D is defined as archived data of $d_v$ during the same historical time range and $f_d$ is a function to get the historical data attributes based on a given time $t$:

$$D = f_d(t) \quad t_s \leq t \leq t_e$$

Note that the function $f_l$ and $f_d$ can be either continuous or discrete. After mixing all possibilities together, there are four types of combinations, as shown in Table 3.1.

<table>
<thead>
<tr>
<th>Live data item</th>
<th>Archived data item</th>
<th>Map view</th>
<th>Data view</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) $(t, l_f, d_f)$</td>
<td>$(t, l_f, d_f)$</td>
<td>Point</td>
<td>Static Data</td>
</tr>
<tr>
<td>(2) $(t, l_f, d_v)$</td>
<td>$(t, l_f, D)$</td>
<td>Point</td>
<td>Dynamic Data</td>
</tr>
<tr>
<td>(3) $(t, l_v, d_f)$</td>
<td>$(t, L, d_f)$</td>
<td>Polyline</td>
<td>Static Data</td>
</tr>
<tr>
<td>(4) $(t, l_v, d_v)$</td>
<td>$(t, L, D)$</td>
<td>Polyline</td>
<td>Dynamic Data</td>
</tr>
</tbody>
</table>

Type (1) and (2) have fixed locations with static or dynamic data attributes. The geotagging based online photo and video sharing services fall into these two categories. Since the first two types have been well studied and widely used, this dissertation focuses on the last two situations.

Type (3) is purely used for showing the trajectory of a moving object, which is annotated by some static data attributes. The following are some scenarios of type (3):

- The air traffic monitoring system, which shows all routes of the aircrafts.
- The vessel tracking system using Automatic Identification System (AIS).

In type (4), both location and data attributes are the functions of time. In this situation, the georeferenced data is collected by the moving object in a given sampling rate. Here are some typical scenarios of type (4):
• A georeferenced video shot by a car dashboard camera.
• A guidance audio recorded by a guide walking in the park.
• A barometric sensor log file collected by a climber while mountaineering.

3.1.2 Mapping Operations

For better visualization experience, the location and data attributes should be synchronized at any given time $t$. The first step is converting the discrete function to a continuous function. There are many conversion methods that exist and the selection is data dependent, so this topic will not be carried out in detail. In this article, it is assumed that $f_l$ and $f_d$ are continuous functions, either native or converted.

A common operation for the synchronization task is mapping. For example, given a location $l$, find out the related data attributes. As shown in equation 3.1, $f_l$ is a bijective function. Because for any $t \in [t_s, t_e]$, there is one and only one paired location. Similarly, $f_d$ is also a bijective function, as shown in 3.2. Therefore, the mapping functions between location $l$ and data attribute $d$ can be drawn as follows:

$$d = f_d(f_l^{-1}(l)) \quad d \in D, l \in L$$

$$l = f_l(f_d^{-1}(d)) \quad d \in D, l \in L$$

3.2 Abstract Map Tier

Although there are many web-based map APIs that exist in the market, they have similar functions and features. For example, almost all the map APIs have a function to add a marker on the map. In order to avoid putting too much attention into the details of implementation of different APIs, this dissertation proposes an abstract
map tier with all necessary functions and features for the moving object visualization
tasks.

Figure 3.1 shows the minimal required structure for drawing features on a web
map. They are object-oriented and created in top-down order. A map can have mul-
tiple layers, and a layer can have any number of features including points, polylines
and polygons.

![Diagram of map structure]

Figure 3.1: Minimal map drawing structure.

The core functions of a web-based map API can be divided into two categories:
operations and events. Table 3.2 and 3.3 contain these major functions.

Table 3.2: Online map operations.

<table>
<thead>
<tr>
<th>Object</th>
<th>Operation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Map</td>
<td>ZoomTo</td>
<td>Zoom the map to a given resolution.</td>
</tr>
<tr>
<td>Map</td>
<td>MoveTo</td>
<td>Move the map center to a given coordinate.</td>
</tr>
<tr>
<td>Map</td>
<td>AddLayer</td>
<td>Add a layer to the map.</td>
</tr>
<tr>
<td>Map</td>
<td>RemoveLayer</td>
<td>Remove a Layer from the map.</td>
</tr>
<tr>
<td>Layer</td>
<td>AddPoint</td>
<td>Add a point to the layer.</td>
</tr>
<tr>
<td>Layer</td>
<td>AddPolyline</td>
<td>Add a polyline to the layer.</td>
</tr>
<tr>
<td>Layer</td>
<td>AddPolygon</td>
<td>Add a polygon to the layer.</td>
</tr>
<tr>
<td>Layer</td>
<td>RemoveObject</td>
<td>Remove an object from the layer.</td>
</tr>
<tr>
<td>Point/polyline/polygon</td>
<td>MoveTo</td>
<td>Move the position of an object.</td>
</tr>
<tr>
<td>Polyline/polygon</td>
<td>Modify</td>
<td>Modify the waypoint of a multi-waypoint object.</td>
</tr>
</tbody>
</table>
Table 3.3: Online map events.

<table>
<thead>
<tr>
<th>Object</th>
<th>Events</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Map</td>
<td>OnZoom</td>
<td>When user zooms the map.</td>
</tr>
<tr>
<td>Map</td>
<td>OnMove</td>
<td>When user moves the map.</td>
</tr>
<tr>
<td>Map/point/polyline/polygon</td>
<td>OnClick</td>
<td>When user clicks on an object.</td>
</tr>
</tbody>
</table>

Similarly, the data view also has some major operations and events, shown in Table 3.4 and 3.5 separately.

Table 3.4: Data operations.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>WriteData</td>
<td>Add a data item to then end of a data series.</td>
</tr>
<tr>
<td>ReadData</td>
<td>Get the value of a data item for a given timestamp.</td>
</tr>
</tbody>
</table>

Table 3.5: Data events.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OnDataItemClicked</td>
<td>When user clicks on a data item.</td>
</tr>
</tbody>
</table>

Notice that location and data are updated in different frequencies. Most positioning devices refresh every second, but data update frequency can be quite different. For example, a typical online video plays at 30 frames per second while an altitude sensor can refresh at 5Hz. To better synchronize the visualization of map and the data, two different updating strategies are used here:

- Map-driven update - When the map is refreshing faster, the data updating will be triggered in one of the map updating events.

- Data-driven update - When data is refreshing faster, the map will be updated in one of the data updating events.
3.3 Moving Object Visualization Framework

The web-mapping framework is designed using well-known three-tier website architecture based on the client-server architecture model. All the parts are separated into different modules to increase reusability, as shown in Figure 3.2. The client side holds presentation tier. The server side contains the logic tier and data tier.

![Figure 3.2: Moving object visualization framework.](image)

3.3.1 The Client Side

The main user interface on the client side communicates with the server and shows the map and data to the end user. The abstract map layer is used here to handle the visualization and synchronization of the trajectory and the data.

The moving data collector and the streaming client work as an application on the user's mobile device. The collector gets the business data in real time and calls the streaming client to deliver the static and location data to the server.
The remote management module is optional, since some sites prefer to manage the data locally on the server.

### 3.3.2 The Server Side

The server side manages three kinds of data: the real-time moving object data, the historical moving object data, and the static base map data. The moving object data can be further divided into two parts: the MOD database is used to store location, and the regular database is used to store other temporal data.

The logic tier contains the business logic to handle the data. The query processor handles general queries from the presentation tier, such as “get all the tracks inside a given polygon” or “return current location of a given object”. The query result from the data tier will be delivered to the abstract map layer for further processing.

The data tier executes the CRUD operations (Create, Read, Update and Delete) for the logic tier. There will be at least six dedicated databases to support the whole system. Three kinds of database systems will be used here. The raster and vector data is stored in the spatial database. The real-time and historical location data is stored in the moving object database. The collected business data and other static data of the moving objects is stored in the normal relational database.

### 3.3.3 More on Archiver

The archiver is a background service that periodically stores the real-time data from the temporary buffer to the historical database. The interval between archiving is based on the data update frequency, the data type and the number of mobile devices. Discrete sensor data is buffered and archived in the same way as location data, so they can be bundled together for archiving. The continuous streaming data
is different. For example, video data has its own buffering mechanism that must be executed independently.

### 3.4 Summary

This chapter proposes a data model with four different visualization types. This dissertation will show an example of type (3) in Chapter 5, and three systems of type (4) in Chapters 4, 6 and 7. The system in Chapter 7 is a real-time application and Chapter 6 introduces a system in a constrained road network.
CHAPTER 4

VEHICLE TRAJECTORY MAP MATCHING FOR VISUALIZATION

4.1 Background and Motivation

Vehicle trajectory map matching is to match the real world GPS tracking data to a given road network model. Map matching widely used in the vehicle navigation system to locate the road segment that a vehicle is driven on. It is also helpful to fix the inaccurate trajectory due to measurement errors.

There are many map matching algorithms exist for different applications. [75] suggests dividing them into four categories: geometric, topological, probabilistic and others. In practice, probabilistic methods have better accuracy and efficiency [66] [54] [27].

Map matching is an important part in the moving object visualization system. Most current algorithms only match the whole trajectory to a road network instead of individual points. It is sufficient for applications on the route level positioning. However, it lacks the ability to precisely recover the vehicle location for each time stamp in the moving object database. Moreover, existing algorithms are not ideal in real world data in terms of execution time and fault tolerance. This article presents a solution to address above problems.

4.2 Problem Definition

Figure 4.1 shows the map matching problem. The green dots are actual GPS tracking points. The black line that connecting them forms a GPS track. One can easily conclude it is on a wrong road segment through common sense. This type of mismatch which comes from GPS error is very common. The green line segment in the
The road network can be seen as a weighted directed graph $G(V, A)$, where $V$ is a set of vertices (nodes) and $A$ is a set of arrows (arcs). Each road segment is an arc, and the intersection is a node that shared by arcs. The weight of a road is calculated based on its grade and length. The graph uses two directed arcs to present every bidirectional road. So an arc $a$ can be presented as a four-tuple:

$$a = \{\text{start\_node}, \text{end\_node}, \text{weight}, \text{speed\_limit}\}$$ (4.1)
4.2.2 Vehicle Trajectory

There are many devices have the ability to generate vehicle tracking data. One of the most commonly used device is the dashcam with GPS capability. This kind of dashcam contains a GPS module which continuously record the location of a vehicle at certain interval (normally every second), along with the video. The data format varies from device to device, therefore this article uses abstract metadata that can be parsed from most types of devices.

A GPS trajectory $T$ is a sequence of GPS log entries (waypoints) ordered by timestamp $t$:

$$T = \{w_t \mid t_0 \leq t \leq t_n\}. \quad (4.2)$$

Each entry can be expressed as a four-tuple:

$$e = \{timestamp, latitude, longitude, speed\} \quad (4.3)$$

4.2.3 Matched Route and Trajectory

A matched route $R$ is the actual route that a vehicle traveled. It is a sequence of connected arcs with correct direction:

$$R = \{a_1, a_2, \ldots, a_m\}. \quad (4.4)$$

Based on the matched route, the matched trajectory $MT$ is a sequence of coordinate points on route $R$. Each point $p_t$ is the corrected mapping of its corresponding waypoints $w_t$, as shown in equation. $M$ is the mapping function.

$$MT = \{p_t = M(w_t) \mid t_0 \leq t \leq t_n\}. \quad (4.5)$$

Now the problem of vehicle trajectory map matching is defined as: Given a raw vehicle trajectory $T$ and a road network $G(V,A)$, generate a matched trajectory $MT$ on matched route $R$. 
4.3 Improvement of HMM Map Matching

Many map matching approaches used Hidden Markov Model [37] [73] [66]. [54] can be seen as a variant of HMM. They treat raw GPS points as observations of HMM, and all the candidate way segments as states of HMM. By calculate the probability, it is easy to get the most possible state transition (matched route) based on observation using Viterbi algorithm [94].

Their algorithms have significant advantages over other methods in terms of speed and accuracy. However, it still has room for improvement after studying the mechanism of HMM.

4.3.1 Analysis of HMM in Map Matching

![HMM in Map Matching](image)

Figure 4.2: HMM in Map Matching

In the context of map matching HMM has some unique properties. First, not all the states are associated with each observation. In contrast, only a small subset of states are related to a specific observation. Second, The state transition directions
are consistent with the order of observation sequence. It just like the film tape, each frame is a observation with a subset of states, and the states only move forward.

The standard method to solve HMM is Viterbi algorithm. To use Viterbi for HMM in map matching, this algorithm should be modified a little as shown in Algorithm 1.

**Algorithm 1** Viterbi for Map Matching

1: **procedure** MM-Viterbi
2:   **for** each state $S_{1,i} \in S_1$ **do**
3:     $S_{1,i}.Probability=\text{InitialProbability}(S_{1,i})$
4:   **for** $i = 2$ to $n$ **do**
5:     **for** $j = 1$ to $\text{Len}(S_i)$ **do**
6:     $S_{i,j}.Probability=-\infty$
7:     **for** $k = 1$ to $\text{Len}(S_{i-1})$ **do**
8:       CombinedProbability=$S_{i-1,k}.Probability*$
9:       TransitionProbability($S_{i-1,k}$, $S_{i,j}$)*
10:      ImissionProbability($Observation_i$, $S_{i,j}$)
11:     **if** CombinedProbability > $S_{i,j}.Probability$ **then**
12:       $S_{i,j}.Probability=\text{Transition}(S_{i-1,k}$, $S_{i,j}$)
13:       $S_{i,j}.MostProbableOrigin=S_{i-1,k}$
14: **end if**
15: **end for**
16:  **end for**
17:  **end for**
18: **end procedure**
19: Generate most probable route using MostProbableOrigin information,
20: backtracking from state $n$ to state 1.

The complexity of Algorithm 1 is $O(N \times |S|^2)$, where $N$ is the total number of observations and $S$ is the max limit of state quantity in each observation. The map matching program calculates the transition probability using the pathfinding algorithm, which is extremely time consuming. So the best way to speed up the map matching algorithm is to decrease $N$ and $S$. This article provides a solution to filter out unnecessary points to optimize the running time which is named Filtered HMM (FHMM), as shown in Subsection 4.3.2 and 4.3.3.
4.3.2 Preprocessing Optimization

The raw GPS data normally contains more than necessary points. The dense points not only slow down the algorithm but also bring more error. [66] suggest removing points that within $2\sigma_Z$ of the previous included point, where $\sigma_Z$ is the standard deviation of GPS measurements. [54] keeps the accuracy above 85% by controlling the sampling interval to 0.5 minutes. However, either distance or time intervals in the above approaches are based on experience, and the parameters may change with different device.

This article uses a new way to effectively clean the data. First, only one point is necessary for a road segment. That means the algorithm can set the interval limit to the average of segment length. Second, road transition happens only at intersection. So a certain angle change can be used as a trigger to mark a key turning point. Third, if a group of GPS points are too far way from their nearest road segments, it normally means they are in the area without road network data (e.g. parking lot) or the data is too inaccurate to use (e.g. device initializing or in the tunnel). Throw this type of data away can increase the accuracy of the matching result.

After preprocessing, the algorithm eliminates 90.4% points while producing the same correct result for a GPS tracking data (1 second sampling rate) shown in Figure 4.3.

4.3.3 Runtime Optimization

Through calculation of HMM, the previous methods using constant radius $r$ to limit the searching area of candidate road segments. They often set $r$ large enough to
include all the possible situations. This can generate a lot of useless states and waste
time on computing their transition probabilities.

By observing it is easy to find:

(1) The road density is not the same from place to place. Road density around
highway normally is lower than in the residential area.

(2) It is less likely for a car to change road on highways than on local streets.

So this article uses different initial searching radius $r$ for each type of the road.
The initial radius is suitable for most situations. While there are not enough candi-
dates found than the threshold, it will expand automatically and search again. We
set $r$ small because the K-Nearest Neighbors(KNN) search costs much less than the
transition probability calculation, which is based on expensive pathfinding.
4.4 Trajectory Mapping

The target of map matching is to get the matched route. In order to know the accurate vehicle location on the route at each timestamp, the GPS points from the trajectory have to be mapped to the route. One straightforward method is finding the nearest projection for each GPS point on the route. However, there are many special situations that need to be handled.

First, all the GPS units have drifting problems while the receiver is at a standstill. The trajectory of a vehicle will move back and forth in a very short range if mapping these drifting points on the route. The trajectory mapping algorithm will combine these points into one point. This point is the statistical center of all the stationary points. Figure 4.4 shows an example of fixing the GPS drifting on red light.

![Figure 4.4: GPS Signal Drifting On Red Light](Image)

Second, in some places (e.g., urban with high buildings) where GPS signals are blocked or reflected. The GPS points collected in this kind of places are less accurate than other points and cannot be mapped directly. The solution is continuously
monitor the distance between each point and the matched route. When the distance is greater than the threshold, a window is created until next point within threshold is found. Then the points in the window are mapped to the route between the two confident points on each end. The spacing of matched points are scaled from the distance between the unmatched GPS points as shown in Figure 4.5.

![Figure 4.5: GPS Error Fix In Building Area](image)

Third, the road network coverage is limited. A vehicle trajectory can sometimes off-road (e.g. plaza or parking lot). Enforce mapping these points using above method will cause unpredictable results as shown in Figure 4.6a. The better way is skip matching this part of trajectory and leave it as is that shown in Figure 4.6b.

Then the new question becomes how to detect the off-road places and distinguish them from GPS low-signal areas? Since both the off-road and low-signal events have one same behavior that points are far from road, they can all be filtered using above window method. After that more filters can be applied to distinguish them.

From observation it is easy to find low-signal situation has a maximum distance limit. So if any point in the window is beyond this threshold, it is very likely from
an off-road trajectory. Second observation is that off-road points are more smooth and continuous than low-signal points. So an evaluation function can be used to determine how sparse a trajectory is, and filter out the low-signal trajectory.

### 4.5 Experiments

The experimental results are compared with original HMM. All the experiments use 318 real trajectory data collected by volunteers using GPS-enabled dashboard cameras. These trajectories are in the range of Miami city. The road network data of Miami comes from Open Street Map, which contains 160,151 arcs and 77,344 nodes as shown in Figure 4.7.

Figure 4.8 shows the the impact of number of raw way points on running time. It is easy to find out the original HMM method is greatly affected by the point quantity. The FHMM method has relatively stable running time that less than one second thanks to the high efficiency filter.
Figure 4.7: Road Network Of Miami

Figure 4.8: Running Time Comparision

Figure 4.9 presents the comparison result of point filter efficiency. The FHMM method can filter more than 90% points in all the tests, while original HMM method is around 60% 70%. Here the filter interval of original HMM is set to 20 meters, because the error rate will increasing dramatically beyond this value.
Figure 4.9: Points Elimination Comparison

4.6 Conclusions

This chapter shows an fast and high accuracy map matching method called FHMM that based on the original HMM approach. This method employs preprocessing and runtime optimization to filter out unnecessary way points efficiently. The experiment results show that the running time of FHMM significantly outperforms original HMM approach while still maintain the accuracy.

In future work, more variables will be included in the algorithm since the application is mainly for dashcam. A video-aided map matching algorithm is planned. Gyroscope and accelerometer data can be used as well.
5.1 Introduction

Map have been extremely important trip planning tools for thousands of years. With the rapid development of online GIS services, Web based map applications have become popular in everyday life. Increasingly, drivers tend to review their desired route using online maps before visiting an unknown destination. Some people even engage in a virtual tour instead of physically going to a location. Beyond normal road maps, the use of geotagged multimedia can provide the users an immersive experience. Many existing online map services include geotagged photos and videos of certain places, either uploaded by users or collected by the provider [58].

In recent years, dashboard cameras (dashcam) are widely used and their numbers are increasing rapidly [61]. Many of these videos are geotagged or are accompanied with position logs. Dashboard cameras continuously record videos in the loop mode while users are driving (i.e., the newest footage overwrites the oldest footage), just like security cameras. Considering the fast-growing user group and globalized coverage, if saved and not automatically overwritten, dashcam videos big data can be utilized to benefit our society, such as reporting problems encountered on the road to city managers [61] or mining life patterns [106].

This chapter proposes the City Recorder, an online platform to collect user-uploaded dashcam videos for immersive route preview. Compared with the state of the art, our main contributions include:

- A smart data importing system with the ability to recognize the different brands of dashboard cameras and smartphone applications
• Automatically and intelligently retrieve and merge related videos for specific locations and route previews

• An efficient route selection algorithm to ensure high visibility and minimum video switching

• Synchronous playback of both the video and the route, with cross-interactive capability

• Suggest related videos for a same place but with different time, weather, season and resolution.

The rest of this chapter is organized as follows. In Section 5.2, we introduce the related work. We then describe the architecture of our framework in Section 5.3. A prototype has been implemented and used to validate our system using volunteer collected data, which is discussed in Section 5.6. Finally, we conclude in Section 5.7.

5.2 Related Work

Displaying street-level scenery on a map is not a new idea. Many products on the market can display geotagged multimedia on a map [58][105], most of which are photo-based. However they only reference videos and photos as points on the map. It is difficult for users to completely experience the whole street by these scattered points. Google developed the product named Street-View, based on Google-Maps, which provides panoramic view-points along streets worldwide [4]. Although Street-View covers almost all sceneries along the road, it’s still discrete panoramic photos. Users have to press forward again and again to jump from one point to another. Some systems have been proposed to solve this problem by generating smooth videos or photos from panoramas along streets [10][45][72]. These methods depend on the
intensity of the panoramas collected and therefore the quality of the videos or images generated from these panoramas can be compromised.

Recently, several platforms and frameworks have been proposed to utilize georeferenced videos along with the map. These kinds of videos come with spatial and temporal information bound to frames of the video. PLOCAN [81] focuses on combining a Web-based video player and a map together to play dedicated videos with positions shown on the map. Citywatcher [61] lets users annotate dashcam videos and upload them to the City Manager. Chiang et al. [12] proposed a framework to share and search user-uploaded dashcam videos. However, it requires a specific application installed on the smartphone to record the video and does not support video replay by any chosen route.

The limitations of the above methods have motivated us to find new ways of generating street-level videos that provide the best user experience. Our proposed method will not only generate high quality videos for route preview, but also require minimum setup and configuration. In the next section, we will explain in detail how the City Recorder solves these problems.

5.3 System Design

The City Recorder is designed with flexibility and reusability in mind. To modularize various components involved in the process of video collection, route generation and user interaction, we adopted classic three-tier architecture to build this web-GIS system. As shown in Figure 5.1, the presentation tier resides on the client side while the logic tier and data tier run at the server side.
5.3.1 The Presentation Tier

The presentation tier responds to user requests and communicates with the server. It has an event-driven user interface that relies on four major modules. The map module and video module are core parts of the website to show tracks and videos to users, respectively. Location information in tracks is logged parallel to the video at specific intervals (e.g. one sampling per second). We use TerraFly [78] as our map engine to render tracks as polyline, and the video module utilizes open source jPlayer\(^1\) to play videos that related to the track. The upload module redirects users to the dashcam video uploading page and guides users throughout each step. The search module integrates multiple query functions into one search bar, consists of address search, direction search, video search, etc.

\(^1\)http://jplayer.org/
5.3.2 The Logic Tier

The logic tier contains all the necessary business logic to get the job done. The video processor and track processor are used to transfer user uploaded contents to desired format and store them into a database. More details will be covered in Section 4.

The query processor mainly handles general queries from the presentation tier. A typical query is like “get all the tracks inside the bounding box” or “find all the night time videos recorded last Halloween”. The resulting track list from the data tier will be transferred to the map module and displayed to users.

The preview director is the most important part in the route preview system. When a user searches for a route from location A to B, the module will first calculate routing using road network data and then send a query to the query processor: “get all the tracks overlapping the given route”. After getting the track list, the preview director will then prepare a preview script containing a video playing sequence for the presentation tier, which brings to the user a smooth preview video. Section 5.5 will explain this algorithm in depth.

5.3.3 The Data Tier

The primary task for this tier is CRUD operations (Create, Read, Update and Delete). Videos and tracks will be stored in the spatial-temporal database to support complicated queries coming from the Logic Tier. The GIS database is optimized using TerraFly automonic resource management technology [57]. Additionally, a road network spatial database is required for routing calculation and map matching of tracks. Our implementation uses open road network data of the OpenStreetMap project. Other data sources like base-map layer data and POI (point of interest)

2https://www.openstreetmap.org
data are basic part of the Map Module and are not separately listed in the Figure 7.2.

5.4 Data Collection

5.4.1 Track Data Processor

The track data processor extract tracks from the user uploaded file and stores them in the track database.

![Figure 5.2: Dashcam Test Equipment](image)

The first step is converting these tracks to a device-independent format. Since dashboard cameras are still in the development stage, many manufacturers entered
this market lately and have developed different standards. Unlike the mature technology of photography meta-data (e.g. the Exif format) to embed geotag information, there is no unified method to store the tracking log within a video file. One approach directly encodes location information into particular frames inside the video file (e.g. MISB Standard 6101\textsuperscript{3}). Another popular way is using a separate waypoint log file to accompany the video file (e.g. NMEA 0183\textsuperscript{4}, GPX, and KML). Some devices add a text overlay on the video to store real-time coordinates. A track parse module inside this processor handles all the track extraction tasks.

The next step is using a map matching algorithm (MMA) to align the track data based on the road network. As a result of limitations of positioning devices and inaccuracy of digital road map, location points inside the track data may be slightly off the road. To determine the road of the driving video, we need to match these points on road segments using MMA module. The matched track will be used by the route preview director as explained in Section 5.

### 5.4.2 Video Data Processor

The video data processor preprocesses the video to a unified format that is suitable for Web-based players. Video formats differ from one device to another. To ensure smooth video switching while previewing the route, it is desirable to have only one format across all videos. Here we choose mp4 (MPEG-4 Part 14) format because of its broad network compatibility.

Another issue is that most devices support at least 720p video recording, at the 512kbps bit rate, which is about 60MB per minute in the raw format. Considering

\textsuperscript{3}http://www.gwg.nga.mil/misb/docs/standards/ST0601.7.pdf

\textsuperscript{4}http://en.wikipedia.org/wiki/NMEA_0183
the network bandwidth limitations for most users, compression will be performed to reduce the video size. We utilize a free video processing tool FFmpeg\(^5\) to perform video re-coding and compression tasks.

### 5.4.3 Stree Data Loader

This chapter uses OpenStreetMap as the street data source. A fast and easy to use street data loader is developed for this task, as shown in Figure 5.3.

![OpenStreetMap Loader](image)

**Figure 5.3: OpenStreetMap Loader**

### 5.5 Preview Director

The preview director collects a series of video clips related to the route and arranges them on a timeline to form a preview script. The script will be executed in the

\(^5\)https://www.ffmpeg.org/
presentation tier to show a seamless preview video.

A high quality route preview normally meets the following criteria:

1. Low switching frequency. This is to facilitate users’ adaption to the changes caused by the transition from one video clip to another, since videos differ in many ways, like the time of day, the season of the year, the weather conditions, the device type and the lane of driving.

![Figure 5.4: Intersection](image)

2. Natural transition between videos, even at road intersections. Video clips must have the same directions to generate the preview route. In addition, the ones which have the same turning direction with the preview route are preferred. Figure 5.4 illustrates the most common 4-way intersection that contains 12 possible driving directions. For a route from A to D, we have three available video clips in Figure 5.5. It is easy to observe that the solution in Figure 5.6 is smoother than in Figure 5.7 although it has one more transition.
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3. Using high quality videos first when we have multiple candidates. Factors affecting the video choice include the time of day, the weather conditions, resolution, bit rate, etc. Normally, day-time videos are better than night-time, and 1024p videos have more details than 720p.

5.5.1 Query Related Videos

First we get the preview route from the routing service OSRMin line, which calculates the directions between locations given by users using the road network database. Here we define related videos as the ones at least partially overlapping the preview

\footnote{http://project-osrm.org/}
route and having same direction with it. Then we cut non-overlapping parts off the videos and generate a list of related video clips. Ideally these clips will cover the whole preview route.

**5.5.2 Video Selection Algorithm**

Our task is to select the minimum required videos with high quality to cover the preview route. It can be reduced to the well-known weighted interval coverage problem [6]. Consider a preview route from an origin $o$ to a destination $d$ as an interval $I = [o, d]$ and a set $S$ of intervals $I_i = [s_i, e_i], i = 1, \ldots, n$ ($I_i$ is the $i$th related video which overlaps $I$ from $s_i$ to $e_i$). Here we assume that $S$ covers $I$. Each video clip has a weight $w_i$ calculated by adding up flaw factors (a lower weight number represents a better video quality). A path $S' = J_1, \ldots, J_k$ from $o$ to $d$ is a subset of $S$ such that $J_i$ and $J_{i+1}$ overlap (or, at least, connected) for every $i \in 1, \ldots, k - 1$. The length $l$ of $S'$ is defined as $l = \sum_{i=1}^{k} w_i$. Our task is finding the subset $S'$ which has the minimum length $l$ for given $S$.

Using this method we can convert the available video tracks in Figure 5.5 into an interval model as shown in Figure 5.8. If we view intervals as nodes and use edges to indicate that two intervals are overlapped, the problem can also be converted into
a graph model as presented in Figure 5.9. Note the interval nodes are weighted. Here we use a dotted line because the transition from Interval 1 to 2 is too sharp (we define a direction change of more than 45 degrees as *sharp*). We can give these dotted lines high weights compared to other lines with weight 1. This problem can be solved using a variant of Dijkstra’s algorithm [14], by calculating the shortest distance using weight of nodes and edges together.

In reality, we cannot guarantee full video coverage over a city. In the situation that no video is available for a section of a route, we use alternative data sources described in [72].
5.5.3 Generating Scripts

After executing the above mentioned algorithm we get a sequence of video clips. The present step prepares a script for the online player, which contains multiple modes of action. An action has the form \([\text{video}_i, \text{start}_i, \text{end}_i]\), indicating which videos should be played at what time. One thing we have to consider is choosing the correct cutting position for the video clips. If two videos are connected with no overlaps then no cutting is necessary. We just play the next one after the previous one ends. If they have an overlapping part, we choose a point with the minimum direction changes as the transition point.

5.6 Use Case Study

In this section we will demonstrate the effectiveness of our system and show how it is used to help people through a series of use cases.

5.6.1 General View

The left panel of the main page, as shown in Figure 5.10, is a map with dashcam video tracks rendered as polylines in different colors. A list of these videos with more information can be found at top right. When mousing over either the list or the track polyline, the corresponding preview frame picture of the video will show at the bottom right corner. If clicking instead of mousing over, it will enter the player mode as shown in Figure 5.11. In this mode, the position on the map is synchronized with video playback progress. The video will jump to the specific time when a track is clicked, and vice versa. A button switches the map between the street level detail
Figure 5.10: Main Page

and a zoomed-out global overview. Velocity and altitude are displayed in virtual instruments along with other information at the top right corner.

Figure 5.11: Geo-Video Player
If other videos are found at the same location and have same directions while in the player mode, the application will push notifications to users as shown in Figure 5.12. This allow users to see a place under different time of day, season of year, weather conditions, etc. It will greatly improve the user experience.

5.6.2 Route Preview

When a user searches for a route, the application enters into the route preview mode as shown in Figure 5.13. It is an online driving simulator, which give users a realistic riding experience. The simulator connects videos generated from Section 5.5 together and plays them seamlessly. The whole user interface is designed to mimic the car interior including instruments, onboard video player, and navigation system.
5.6.3 Data Management

Users can upload their georeferenced videos to our system using a guided interface as shown in Figure 5.14. Then the data will be processed at the server side and the estimated time is displayed to users as shown in Figure 5.15. Users can choose between waiting online or getting a notification email. Users have the option to change privacy settings of videos as seen in Figure 5.16. They can also share a video with others using the system generated URLs, and the video will not available to public without this URL.

5.7 Discussion and Future Work

This study presented the City Recorder, which is not only a platform for dashboard camera video sharing, but also an online video touring service. City Recorder is a public service that uses crowdsourcing. That is, it relies on contribution from
and cooperation of voluntary users. The more uploading that occurs, the better video coverage. Crowdsourcing has been found to be advantageous and successful in numerous geolocation-related domains in recent year. There are, however, some challenges with this approach. It is difficult to ensure the quality of the preview in
Another concern is privacy protection. Users now can set the sharing levels to public or private, and they can cut off unwanted parts while uploading. In the future, we will further utilize some mature technologies like automatically blurring faces and license plates [24] to prevent leakage of sensitive information. One interesting research approach shows how to make the objects immediately in front of cars transparent after analyzing a set of videos recorded at same place [11]. It can also be used in our system to improve the video quality.

Route previewing is only one of the beneficial usages of this Big Data. Much useful information can be discovered by mining the data, such as road hazard report, traffic congestion area detection, finding carpool partners, and climate research. We are planning to add a data mining interface for this platform to perform further analyses.
6.1 Introduction

A photograph is usually taken from a location. An action video, which can be seen as a series of photographs from different locations, usually reflects an object moving along a trajectory. In recent years, thanks to the price drop and miniaturization of Global Positioning System (GPS) chips, GPS-enabled video recording devices have proliferated. One remarkable example is the now widely used dashboard cameras (dashcam), which continuously record videos as well as GPS tracks while the users are driving [61]. Other examples include smartphones, unmanned aerial vehicles (UAVs), and sports (a.k.a. action) camcorders. Some devices with networking capabilities can even streaming real-time video remotely. Videos taken by such devices comprise Big Data. However, the playback software modules come from a variety of providers and they are often incompatible with each other. Integration is need to facilitate route preview, virtual sightseeing, crime monitoring, smart city applications [61] and data mining [106].

With the rapid development of online geographic information system (GIS) services, Web-based map applications have entered the everyday life. Many existing online map services include geotagged photos and videos, either uploaded by users or collected by the provider [58]. This chapter proposes the City Recorder, a framework to integrate georeferenced videos from moving objects for immersive city observation through multidimensional perspective. Compared with the state of the art, our main contributions include:
• A smart data importing system able to recognize a wide variety of video and GPS track forms from devices of wide range of brands
• Supports real-time video streaming along with historical video archiving
• Geotagging service for video recording devices without GPS capabilities
• When possible, retrieve and display data from other sensors (e.g. accelerometer, gyroscope, and barometer)
• Automatically and intelligently classify related videos of specific locations by time of day, weather conditions, etc.
• Synchronous playback of both the video and the route, with cross-interactive capability

The rest of the chapter is organized as follows. In Section 6.2, we introduce the related work. We then describe the architecture of our framework in Section 6.3. A prototype has been implemented and used to validate our system using volunteer collected data, which is discussed in Section 6.6. Finally, we conclude in Section 6.7.

6.2 Related Work

Displaying multimedia containing geographic information on a map is not a new idea. Many products on the market can display geotagged multimedia on a map [58][105], most of which are photo-based. And for videos, they only reference them as points (markers on the map). It is difficult for users to understand how the videos were recorded by these scattered markers. Google developed a product named StreetView, based on GoogleMaps, which provides panoramic view-points along streets worldwide [4]. Although StreetView covers almost all sceneries along the
road, it’s still discrete photos. Some systems have been proposed to solve this problem by generating smooth videos or photos from panoramas along streets [10][45][72]. These methods depend on the intensity of the panoramas collected and therefore the quality of the videos or images generated from these panoramas can be compromised.

Recently, several platforms and frameworks have been proposed to utilize georeferenced videos along with the map. These kinds of videos come with spatial and temporal information bound to frames of the video. PLOCAN [81] focuses on combining a Web-based video player and a map together to play dedicated videos with positions shown on the map. Citywatcher [61] lets users annotate dashcam videos and upload them to the City Manager. Chiang et al. [12] proposed a framework to share and search user-uploaded dashcam videos. However, it requires a specific application installed on the smartphone to record the video. Furthermore, there is no existing platform that integrates all kinds of georeferenced videos. The limitations of the above methods have motivated us to find new ways of showing georeferenced videos that provide the best user experience. Our proposed platform is based on our previous work named City Recorder [104]. We will introduce the architecture of Moving Object Mapper in the next section.

6.3 System Design

The Moving Object Mapper is an online GIS platform based on classic three-tier server-client. As shown in Figure 6.1, the presentation tier resides on the client side while the logic tier and data tier run at the server side.
6.3.1 The Presentation Tier

The presentation tier collects data from users and respond with query results. The event-driven main user interface relies on three major modules. The track module and video module are core parts of the website to show tracks and videos to users, respectively. We use TerraFly [78] as our map engine to support the track visualization, and the video module utilizes the open-source jPlayer\(^1\). The historical uploader redirects users to the georeferenced video uploading page and guides users through-out each step. Real-time videos will be transferred to the server by the streaming client.

6.3.2 The Logic Tier

The logic tier processes data between presentation tier and data tier. The historical data will be transferred to desired format and stored into the database, which covered in Section 4. And in Section 5 we will show how to deal with data streaming.

\(^1\)http://jplayer.org/
The track and video query processor mainly handles general queries from the main user interface. Section 6 will explain their visualization in depth.

### 6.3.3 The Data Tier

We use various types of databases to adapt different data in the data tier. The videos are stored in multi-media database. The tracks, road network vectors and satellite imagery tiles are stored in separate spatial databases. The recording locations of live videos are constantly updated into the MOD (Moving Object Database).

### 6.4 Historical Data Processing

Most GPS-enabled devices will store track files along with recorded videos in some kinds of storage media. Here the historical data specifically refers to the offline data that users uploaded manually.

#### 6.4.1 Track Data Processor

The track data processor extract tracks from the user-uploaded file and stores them into the track database. Since there are a variety of devices from different manufacturers on the market, the first step is converting these tracks to a device-independent format. The most common track file formats include: NMEA 0183, GPX, and KML. A track parse module inside this processor handles all the track extraction tasks.

For videos that recorded along streets (e.g. dashcam videos), we can align the track data based on the road network using a map matching algorithm (MMA).

---

2 http://en.wikipedia.org/wiki/NMEA_0183
Regarding to the devices without GPS capabilities, there is also a geotagging tool for users to manually mark the track on the map.

### 6.4.2 Video Data Processor

Same as tracks, we want a unified format for the videos which is suitable for Web-based players. The mp4 (MPEG-4 Part 14) is chosen considering its broad network compatibility. Another task is compression in order to reduce the video size. We utilize a free video processing tool FFmpeg\(^3\) to perform video re-coding and compression tasks.

Then we utilize Support Vector Machines (SVM) to learn and classify the videos by different characteristics (e.g. weather, road condition, and time of day).

### 6.5 Live Video Streaming

We provide a mobile application for live video streaming purpose. After users correctly registered on the server, the application will notify the server whenever it is online. The video will be transferred to the server wirelessly along with current location from the GPS sensor.

The location of the moving object is updated in the MOD. Then the buffered video file on server is ready for responding to streaming requests from the users. The videos and tracks will be archived into the historical database in a certain time interval.

\(^3\)https://www.ffmpeg.org/
In this section we will demonstrate the effectiveness of our system and show how it is used in real life through a series of use cases.
6.6.1 Street Network Based Videos

Most street network based videos come from dashboard cameras. Figure 6.4 shows that a car is turning right. The line graph below the video indicates speed drop. It also can be switched to altitude graph as needed. Figure 6.5 is a map with tracks rendered as polylines in different colors. We did a route query between two points. After clicking the simulator button, it will open the driving simulator shown in Section 6.6.3.

6.6.2 Free Moving Objects

Free moving objects (e.g. pedestrians, boats, and aircrafts) usually have unpredictable tracks. Figure 3 shows a live streaming video from a balloon. The polygon represents the field of vision projected on the ground.
6.6.3 Moving Video Simulator

The simulator is designed for providing the user an immersive experience. We have designed several different themes to simulate various life situations. Figure 6.7 simulate a car using the dashcam video. If other videos are found at the same location and have same directions, the application will notify users (See the blue Night Mode button). This allows users to preview a place under different time of day, season of year, weather conditions, etc. It will greatly improve the user experience. Figure 6.8 shows an aircraft simulator using the video from a hexacopter drone.
Figure 6.6: Live Video from UAV.

6.6.4 Data Management

Users can upload their georeferenced videos to our system using a guided interface as shown in Figure 6.9. Then the data will be processed at the server side and the estimated time is displayed to users as shown in Figure 6.10. Users can choose between waiting online or getting a notification email. Users have the option to change privacy settings of videos as seen in Figure 6.11. They can also share a video with others using the system generated URLs, and the video will not available to public without this URL.
This study presented the Moving Object Mapper for georeferenced video sharing. City Recorder is a public service that relies on contribution from and cooperation of voluntary users. This mode is proven to be successful in numerous geolocation-related domains in recent years (e.g. OpenStreetMap). However, it is difficult to ensure the quality of the videos or detect inappropriate contents. Another concern is privacy protection. We are working on utilizing some technologies like automatically blurring faces and license plates [24] to prevent publication of sensitive information. As we are entering an era of Virtual Reality (VR), we are also planning to deliver 3D contents via the Web.
Figure 6.8: Aircraft Simulator
Figure 6.9: Data Uploading

Figure 6.10: Data Processing
Figure 6.11: Data Management
7.1 Introduction

Autopilot is a core product of TerraFly that provides users the route plan and preview service [79]. Everyone may be familiar with one place while feeling unfamiliar to another place. Autopilot provides a platform for everyone to share their geography knowledge by collaborating with each other. With Autopilot, a volunteer editor can create a route with a bunch of waypoints and upload several audio guidance file. After the editing, everything is saved to server and ready to be published as a dedicated URL. The end user who opens the URL will see the map flying through the route while the guidance audio is played at the same time. This system is an example of type (4) visualization defined in the Chapter 3 for audio data type.

7.1.1 Motivations

The previous system was designed for advanced users who are familiar with coordinate system and audio transcoding. However, it is rather difficult for the average users. And it is inconvenient for outdoor use since the tool only supports the desktop browser.

Second, the users was only able to describe a place using voice. It is desirable to give more expression powers to editors like the ability to add the images and text descriptions.
Third, the route and the audio is not synchronized very well. If the map delays at the browser of an end user, the audio will be ahead of time. In addition, the user cannot fast forward or backward to a specific location.

7.1.2 Contributions

Motivated by the problems addressed above, this chapter introduces the next version of Autopilot. Compared to the old system, the main difference is as follows:

- A new mobile phone application is developed to provide one-stop recording, editing and uploading.
- The ability to support multiple format including audio, photo and text.
- The framework has been changed based on Chapter 3 that give the user more playback control.

7.2 Background

7.2.1 Online Map for Guidance Support

Online guidance map service has a long history. [87] developed a system on hand held devices to get information based on location. [69] proposed a web-based guiding tool using Google Map. Nevertheless, most early systems only have basic image displaying and text description functions.

[36] proposed a multimedia mapping system that using mashup technology. The risk of blending multiple technologies together is that it may cause confusion and chaos. In addition, it lacks of high-level interaction and cooperation between different modules.
Because of the rapid development of smart devices, most current solutions are based on smart phones [44] [95] [70]. While they are useful for outdoor navigation and guidance, they usually lack the desktop tool to preview and plan the route.

### 7.2.2 TerraFly

TerraFly is a powerful yet easy to use online map platform [79]. It is fully customizable with multi-layered data visualization capabilities. TerraFly is not only a web mapping API but also a complete solution to support visualization and querying of geospatial data [80] [55] [101]. The whole system is backed by 40TB of the basemap data other user-specific data that served on TerraFly’s server farm, which is optimized using autonomic resource management technology [56].

Besides normal web mapping functionalities and elements as shown in Figure 7.1, TerraFly is specialized in visualizing dynamic and moving data thanks to its animation functions. The map can fly-over through a series of waypoints, or show the object moving smoothly along a track. It can also visualize complicated scientific data using GeoCloud system [102] [96].

### 7.2.3 HTML5

HTML5 is an online standards that finalized and published on 28 October 2014 by the World Wide Web Consortium (W3C) [35]. As the name implies it is the fifth version of HyperText Markup Language (HTML) which is used for creating websites. The core advantage of this version over its predecessor is the ability to support latest multimedia and graphic technology, which is a good news for web mapping applications [74].
7.3 System Architecture

The system uses the well-known three-tier website model as shown in Figure 7.2. Every rectangular box is an independent module for enhanced reusability. This framework design is based on the proposed model in Chapter 3.

There are two versions of user interfaces on the client side: the desktop version and the mobile application version. They have similar viewer interfaces because they do the same job, except that the mobile version is optimized specially for mobile devices. However, the editor interfaces are different. The desktop version can only
add waypoints manually by clicking the map. In contrast, the mobile version can automatically add viapoints using the satellite positioning sensor data.

The server side has four databases. The TerraFly Map Service manages raster and Vector database. Track data processor stores the waypoints into historical moving object database. The multimedia processor handles photos and audios. After transcoding and compression, the audio or photo will be sent to multimedia database.

### 7.4 Use Case Study

This section presents the major functions of this system using some real-life scenarios.
7.4.1 The Editor

The user uses route editor to create or modify the guidance route. The user can also add supplemental material such as text descriptions, photos and audios. The map loads and displays the related multimedia materials at the proper time and location, which is predefined by the user.

Figure 7.3 shows the desktop designer. On the left side is the map window. Control window is on the top right corner, which is above the waypoint list. When the user clicks on the maps, a new waypoint will be added into the map and the list as well. The user can further define the waypoint in detail using the controls, including position, speed, and zoom operation. If necessary, the user can upload a photo or an audio, and then bound it to a waypoint.

![Autopilot route desktop editing tool](image)

Figure 7.3: Autopilot route desktop editing tool.

Figure 7.4 shows the mobile version editor application. Different from the desktop version, the waypoints will be added to the map automatically using the mobile
device's built-in GPS. The user can also use the camera and voice recorder of the device to add photo and audio in real time. This gives a great convenience to the users outdoor.

After the editing is finished, the user can click the publish button to easily get a sharable URL of the online guidance, as shown in Figure 7.5. The tool will also generate the HTML code for the user who wants to embed the page into their own website. It is useful for making a mashup application quickly.

Figure 7.4: Autopilot route mobile editing tool.
7.4.2 The Viewer

The route viewer shows the guidance route to the end users aided by descriptions, images and audios as shown in Figure 7.6. An overview window is shown in the bottom right corner, which tells the current progress.

The audio plays at the right time that defined by the editor. The image also pops up at specific location for better understanding the local scene. The user can stop or pause the guidance at any time.

A thoughtful re-edit function is provide for the creator or viewer who wants to modify the background script, as easy as clicking the button right to the stop button.
Figure 7.6: Autopilot route guidance interface.
CHAPTER 8
BIG DATA VISUALIZATION: AIS VISUALIZER

8.1 Introduction

Before 2011, GPS is the only satellite positioning system worldwide. Many new systems appear in recent years including GLONASS from Russia, Galileo from Europe union, Beidou from China, and IRNSS from India. The positioning systems are widely used in our daily life now, such as air traffic control, fire rescue, and wildlife tracking. To manage the positions of these moving objects, there are great demands for high-performance databases. However, traditional databases are not capable of handling the ultra-high update frequency of the moving objects.

The Automatic Identification System (AIS) is a ship tracking system, which send out the location of a ship automatically. This system also can prevent the collisions between vessels. It is required to be installed on vessels over 300GT and all passenger ships by the International Maritime Organization (IMO)’s International Convention for the Safety of Life at Sea [50].

8.2 Motivation

Consider there are at least 104304 ships are registered in IMO [39], the AIS data update can be very frequent. On the test server used in this dissertation, the database receives about 200 update requests per second. Moreover, all the historical data together is very huge for a normal database. It is a big challenge to manage and visualize the AIS data.
8.3 Background

There are many different ways to visualization AIS data, for different analytic purpose. To analysis vessel presence during a time span, density methods are always popular. [98] [17] [85] draw continuous density layer, while [3] and [22] represent density in discrete grids.

To visualize position-related attributes, they usually represent trajectory into segments and using attribute value to change the appearance of these segments. The change can be represented by coloring, shading or symbols [28] [48] [88] [97]. [49] uses HTML5 to visualize the vessel.

8.4 System Architecture

The architecture of the system is shown in Figure 8.1. The well-developed three tier website structure is adopted.

8.4.1 Client

The designing of client side is pretty easy, using powerful TerraFly web-mapping API. The user interface contains the map and query module. The queries are generated by the query module and sent to the server. The returned data is shown on the map, such as historical trajectories and live positions of vessels. The abstract map layer handle all the request between the UI and server.

8.4.2 Server

The AIS data service listens to the UDP (User Datagram Protocol) port continuously. The received data will be parsed and stored into live MOD temporarily.
The archiving service backs up all the live data into the historical MOD in a pre-defined interval. The data processor gets the vessel attributes and photos from ship information database. The terraFly map service is run on the raster and vector databases.

8.5 Data Handling

AIS system is data centric. The data handling work flow is shown in Figure 8.2.

8.5.1 Data Retrieval

The data receiver get the raw data stream through the Internet. The received data will be parsed and indexed into the MOD.

The AIS data is transfered to the receiver using the Time Division Multiple Access(TDMA) technology. The format of the data is the NMEA 0183/2000\textsuperscript{1}. These

\textsuperscript{1}https://www.nmea.org/content/nmea_standards/nmea_standards.asp
data have the introducer “!AIVDM” or “!AIVDO” that represents packets from other ships and current ship, respectively [77].

![AIS system work flow](image)

**Figure 8.2: AIS system work flow**

### 8.5.2 Data Processing

After the data retrieval stage, all the data needs to be cleaned. Sometimes the vessel generates dirty data when the GPS starts up. In addition, the redundant data is received occasionally because of transmission problems.

The historical data is later classified and clustered using the TerraFly GeoCloud service [102].
8.5.3 Data Visualization

The data is very huge considering the large quantities of vessels. Therefore, it is unrealistic to display live trajectory at global view. To better visualize the vessel movement, this system visualizes the data using different strategies based on resolution levels. At higher level, the vessels will be rendered as a density map.

8.6 Use Case Study

This dissertation uses the AIS Hub [8] as the data feed pool. The data is freely exchanged between data providers all over the world.

Figure 8.3: AIS data loader.
8.6.1 Data Loader

The data loader tool is shown in Figure 8.3. The data received from the UDP port will be parsed on the fly and stored into the database. The system hardware utilizes the solid-state drives (SSDs) to increase the data throughput. The data is also distributed on different virtual servers for better practical performance and stability. These virtual machines are automatically managed using the v-TerraFly technology [56].

8.6.2 Global Overview

The global overview UI is shown in Figure 8.4. The density map of vessels is calculated on the server side every five minutes and pre-rendered as transparent PNG (Portable Network Graphics) images. Benefited from this idea, the map rendering performance at the client side is very fast.

Figure 8.4: AIS global hotspot view.
8.6.3 Local Overview

The local live and historical data visualization UI is shown in Figure 8.5. The yellow arrow shows a vessel’s location and course. The historical trajectory of selected time lapse is shown as polyline right behind the arrow. These trajectories are rendered in varies colors to represent the different types of vessel, such as tankers, bulk carriers, container ships and passenger ships.

Figure 8.5: AIS local trajectory view.
9.1 Summary

In recent years we have witnessed the vigorous development online map service. As the smart mobile devices are essential in people’s every day lives [82], the collaborative mapping and crowdsourcing become the new direction of online map. Most of the data generated by these devices is georeferenced. After a decade of research, the moving object database becomes practical for support these georeferenced data. However, little research has been conducted on visualization of these data along with their trajectories.

This dissertation proposed a data model for describing the georeferenced data and geolocations of moving objects. Four different visualization tasks are addressed with some sample scenarios. The model also reveals the relationship and interactions between the location and data attributes.

An abstract map layer is given for visualization task based on the above model.

A general moving object visualization framework is proposed for quick design and realize real life georeferenced data visualization tasks.

Four systems have been developed based on the framework covering many common aspects during moving object visualization such as:

- Data acquisition time: live and historical
- Georeferenced data type: image, audio, video and numerical data
- Moving object type: pedestrian, automobile, ship and aircraft
9.2 Future Work

One direction of the future work is to extend this platform to mobile devices. Although currently the web-based map supports the browser in most mobile devices, it did not use the full potential of these devices. The mobile devices have more ways to interact with (e.g.: touch gestures). Further more, a dedicated application can have better graphics performance than the web browser.
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