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matrix. In our benchmark specification Xt and Ut consist of the following variables: 

Xt = [gt, Tt, yt, pt, rt]′ and Ut = [ut
g, utT, ut

y, ut
p, utr]′.  

I start by expressing the reduced form innovations of the government spending 

and net taxes equations as linear combinations of the structural fiscal shocks et
gand etT to 

these variables and the innovations of the other reduced form equations of the VAR, 

namely:  ut
y, ut

p and uti . This leads to the following formal representation of the reduced 

form residuals: 

utT = αyTut
y + αpTut

p + αiTutr + βgTet
g + etT   (2) 

ut
g = αy

gut
y + αp

gut
p + αi

gutr + βT
getT + et

g  (3) 

As mentioned by Perotti (2004), in this framework, the coefficients αji measure 

both the automatic response of fiscal variable i to the macroeconomic variable j and the 

systematic discretionary response of fiscal variable i to the macroeconomic variable j. 

The coefficients βji capture the random discretionary fiscal policy shocks to fiscal 

policies; these are the “structural” fiscal shocks. It should also be noted that we avoid 

using the Cholesky decomposition method. Regardless of the order of fiscal variables, 

Cholesky orthogonalization will not provide consistent estimates of the structural shocks 

if, as is the case here, the αjk’s are different from zero.22

Direct evidence on the conduct of fiscal policy suggests the existence of decision 

lags in the sense that it is not possible to learn about a GDP shock, decide what fiscal 

measures to take in response, pass these measures through the legislature and implement 

them within three months as pointed out by Blanchard and Perotti (2002). Thus, the 

 

                                                      
22 For details, see Perotti (2004) and Blanchard and Perotti (2002). 
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discretionary change in variable i in response to a change in variable j is zero. As a 

consequence, in quarterly data the systematic discretionary component of utT and ut
g will 

be zero: the coefficients αji’s will only reflect the automatic response to economic 

activity. Because the reduced form residuals are correlated with the et’s, it is not possible 

to estimate the αji’s by ordinary least squares.  

We, therefore, need to construct the elasticities of fiscal variable i to the 

macroeconomic variable j to compute cyclically adjusted reduced form fiscal policy 

shocks: 

ut
T,CA = utT − αyTut

y − αpTut
p − αiTutr = βgTet

g + etT (4) 

ut
g,CA = ut

g − αy
gut

y − αp
gut

p − αi
gutr = βT

getT + et
g (5) 

The next step of the estimation procedure is to decide the relative ordering of the 

fiscal variables to identify the structural shocks to those. While imposing βgT = 0 

postulates the priority of tax decisions, βT
g  can be set to zero if government spending 

decisions are deemed to come first. It might be hard to find plausible arguments that fully 

justify any of these orderings. In the baseline specification the latter assumption is 

employed. The reverse ordering does not affect the results given the low correlation 

between the two reduced form fiscal shocks. 

Consequently, it is possible to estimate βgT by OLS from the following equations: 

ut
g,CA = et

g  (7) 

ut
T,CA = βgTet

g + etT  (8) 
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Finally, the coefficients of the equations for the macroeconomic variables will be 

estimated recursively by means of instrumental variables regressions. With respect to real 

GDP, the following equation will be employed: 

ut
y = γg

yut
g + γT

yutT + et
y  (9) 

using etT and et
gas instruments for utT and ut

g respectively. Likewise, the price equation 

ut
p = γg

put
g + γT

putT + γy
put

y + et
p    (10) 

can be estimated by using  etT, et
g and et

y as instruments. Finally, the interest rate equation  

utr = γgrut
g + γTrutT + γyrut

y + γprut
p + et

p  (11) 

can be estimated accordingly once  et
p is recovered. After the reduced form of the VAR 

and all the coefficients are estimated, we can proceed to estimate the impulse responses 

using the structural moving average representation of the VAR. 

The Data 

Our sample comprises four countries: Canada, France, the United States and the 

United Kingdom. The benchmark specification of the VAR includes quarterly data on 

government spending (gt), net taxes (Tt) and GDP (yt) all in real terms23; the GDP 

deflator (pt), and the Treasury bill rate (rt).24

                                                      
23 Following the standard literature, the GDP deflator is employed to obtain the corresponding real values. 

 The variable Tt is defined as public 

revenues net of transfers, whereas gt includes both public consumption and public 

investment. All the variables, except the interest rate, are log-transformed. Since the 

availability of the quarterly fiscal variables, particularly for the net tax components, is a 

binding constraint, the sample runs from 1960:1 to 2000:4 for the US, 1961:1 to 2000:4 

 
24 The data source defines the Treasury bill rate as the rate at which short-term securities are issued or 
traded in the market. 
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for the UK and 1970:1 to 2000:4 for Canada and France. All variables have been 

seasonally adjusted by the original sources. For all countries, the Treasury bill rate and 

the GDP deflator data are obtained from the IMF International Financial Statistics 

database.  The rest of the data have been taken from the Bureau of Economic Analysis for 

the US and OECD World Economic Outlook for the other countries.  

The Specification 

Equation (1) is estimated by OLS and the number of lags was set according to the 

information provided by likelihood ratio (LR) test, the Akaike, Schwarz and Hannan-

Quinn information criteria and the final prediction error in general.25

In order to obtain the response of macroeconomic aggregates to various tax policy 

innovations, the VAR specification described in the previous section is estimated. Each 

model comprises of the following variables: government expenditures (gt), tax revenue 

(TT), measured by the tax revenue of the ith tax group), the GDP (yt), the GDP deflator 

(pt) and the Treasury bill rate (rt).  After the benchmark model (with total net taxes and 

government spending is estimated, we estimate the responses of macroeconomic 

aggregates to innovations in different tax groups by replacing total net taxes with each tax 

components separately. In a further step, we estimate a number of other specifications 

where GDP is substituted in turn by its private components.  

  

                                                      
25 Most of the time, the information criteria suggest different results.  For instance, while estimating 
the model with corporate income taxes for the US, Hannan Quinn and Schwarz criteria suggest 2 lags, 
whereas final prediction error and Akaike information criteria suggest 6 lags. Here, I choose 6 lags, 
since 2 lags is often regarded as too short to capture enough economic interpretations among variables 
for a model with quarterly data as also mentioned in Kim and Roubini (2008). However, as a robustness 
check, the model is also estimated with the alternative lags and led to very similar conclusions. For an 
extensive survey of model selection criteria, see also Lutkepohl (1991).   
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Following the leading studies in the literature26, the elasticities of taxes to GDP is 

constructed from data provided by the Organization for Economic Co-operation and 

Development.27 We also assume that, in quarterly data, the contemporaneous elasticity of 

government purchases with respect to output is zero. Given that interest payments on 

government debt are excluded from the definitions of government net taxes and spending, 

the semi-elasticities of these two variables with respect to interest rate, αr
g and αrT, 

innovations are set to zero.28 Finally, following Tenhofen et al. (2006), the GDP deflator 

elasticity is simply the real GDP elasticity of the fiscal variable less one.29

II.III. Empirical Results 

 Table 2.1 

provides an overview of the quarterly elasticities in use.  

I compute the effects of various types of fiscal policy shocks on the basis of the 

estimated SVAR model. The figures depict the results displaying the impulse responses 

to a 1% exogenous increase in the corresponding fiscal variable. In all cases, impulse 

responses are reported for five years and the 90% confidence bands, corresponding to the 

5th and 95th percentiles of the responses, have been obtained by bootstrapping with 200 

replications. In this respect, it is worth noting that, the choice of the confidence interval 

width is wider than that of the 68% literature standard.  

                                                      
26 For instance, Monacelli and Perotti (2010), Perotti (2007). 
 
27 The calculations are based on Van den Noord (2000),  Daude et al (2010). 
 
28 This is again one of the standard assumptions in the literature. See Perotti (2004), Castro and De Cos 
(2008), Tenhofen et al. (2006). 
 
29 The authors mainly follow the assumption that “the response of the nominal fiscal variable is the 
same to both price and real GDP movements, which is, in turn, given by the real GDP elasticity of the 
real fiscal variable. Provided nominal prices do not influence real GDP, the GDP deflator elasticity is 
the real GDP elasticity of the fiscal variable less 1”. 
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Figures (2.1)-(2.4) display the impulse responses of the various macroeconomic 

indicators to a total net tax shock. Specifically, while the response of output in France is 

statistically insignificant, GDP falls on impact in response to net taxes innovations in the 

US, Canada and the United Kingdom. While the response of GDP in the European 

countries and Canada remains significant almost for a year, the significant decline of 

GDP in the US30 appears to be more persistent, which is in line with the results of Burriel 

et al. (2010). Moreover, it should be noted that, in the UK, Canada and France, GDP 

tends to increase after ten quarters which is consistent with the findings of Perotti 

(2004).31

In France, private consumption is consistently crowded in even though the 

increase becomes significant after two years which is in line with a Keynesian model. 

Furthermore, we find that private consumption is crowded out by taxation in the US, 

Canada and the UK as is consistent with neo-classical theory. Here, it should also be 

noted that, due to the increase in taxes, as consumers reduce their consumption, the 

national savings will increase lowering the real interest rate in these countries in the 

medium-run.  

 

 

                                                      
30 Here, it is worth recalling that I have been working on 0.90 probability which indicates that the 
bands in this study are broader. Therefore, most of the results for US turn out to be significant in 0.68 
probability (which is the common probability measure in the literature). 
 
31 Perotti (2004) finds positive tax multipliers for Australia, the UK and West Germany. According to 
him, it is because of the smaller output elasticities of net taxes. However, here, I did not identify any 
positive impact effect. What we are ending up with is that GDP tends to increase after three years in 
France and almost four years in UK which turns out to be rather counter-intuitive. Yet, even though 
the standard literature studies the effects of fiscal policy by employing conventional VARs, it should be 
noted that the forecasting limitations of this methodology for such long horizons advise against 
drawing conclusions from this result (De Castro and De Cos, 2008). 
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As regards investment, figures (2.1)-(2.4) and (2.5)-(2.8) point to the following 

results: In the standard Keynesian approach, an increase in spending may yield either an 

increase or a decrease in investment depending on the relative strength of the effects of 

the increase in output and the increase in the interest rate; but, in either case, increases in 

spending and taxes have opposite effects on investment as mentioned in Blanchard and 

Perotti (2002). While this is the case in our results for France and partially for Canada, 

we did not reach the same conclusion for the US32

Figures (2.5)-(2.8) shows the responses of macroeconomic aggregates to an 

increase in government spending. The impact response of GDP is positive

 and the United Kingdom.   

33

In addition, the behavior of private consumption largely mimics that of GDP: it 

basically increases on impact in the US, Canada and France but decreases in the United 

Kingdom. While the former result is consistent with a Keynesian model, the latter is in 

line with neo-classical theory.  

 and 

significant in all countries except the United Kingdom. While the size of the response is 

similar in the US, Canada and France, the shape of the impulse response of output is 

slightly different, in the sense that, after an initial rise, GDP starts declining and after 

about 10 quarters, it slightly rises again in France. In Canada, after an initial increase, 

there is a decrease in output, whereas in the US the increase in output is persistent. In the 

UK, the response of GDP is insignificantly negative which is consistent with the results 

of Perotti (2004) for this country.  

                                                      
32 This is, again, supporting the results of Blanchard and Perotti (2002).  
 
33 For the US, this is in line with the positive response estimated by Blanchard and Perotti (2002), 
Burnside et al. (2004), Pappa (2009), Favero and Giavazzi (2007) and Fatas and Mihov (2001). 
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Government spending shocks have positive effects on the interest rate in three 

countries (Canada, France and the UK) and essentially no impact effect in the United 

States.34

Figures (2.9)-(2.12) present the effects of a shock to social security contributions 

on macroeconomic indicators. As is widely known, social security taxes are levied on 

labor as a payroll tax. A priori, the impact response of output will, therefore, depend on 

two effects: the substitution effect and the income effect.  

 It is useful to note here that, the former result can be reconciled both with a neo-

classical and a Keynesian model.   

Social security tax innovations will lead to a decrease in tax-payer’s after tax 

reward for each extra hour worked, lowering the cost of leisure. Thus, via the substitution 

effect (SE), the individual will be willing to work less in response to lower reward. On 

the other hand, a decrease in the real wage will reduce household lifetime earnings and, 

thus, human wealth. So, households, via the income effect (IE), will not be able to afford 

additional leisure and, as a result, will supply more labor. The relative magnitude of the 

two effects depends on the circumstances such as the elasticities of labor supply and 

demand. Hence, the hours worked may increase, decrease or remain the same after the 

tax innovation.  

It is seen from figure (2.9) that in the US, IE dominates SE yielding a significant 

increase in output on impact. It is also worth noting that the behavior of private 

investment and private consumption mimic that of GDP: it typically increases on impact 

in this country. For Canada, France and the UK, higher social security taxes decline 

output, which decreases significantly and remains significant for five years in France. As 

                                                      
34 Note that the interest rate response in the US and UK are insignificant for the entire period. 
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far as GDP components are concerned, investment and private consumption responses, in 

general, mimic the GDP’s one. Some slight differences may be observed though, 

particularly in the short-run behavior. The price level in Canada decreases significantly 

after four quarters and remains significant for five years due to the decrease in demand in 

response to a social security tax innovation in this country. However, the opposite 

behavior is observed in France in the sense that, after a significant decline in the short-

run, prices insignificantly rise in the medium-run due to the 0.4 % decrease in output in 

response to a shock to social security contributions.  

The impact effect of the social security tax innovation on the interest rate is 

positive in the US due to the increase in money demand and private investment, whereas 

the estimated impact effect on the interest rate is insignificant for the rest of the countries.  

Figures (2.13)-(2.16) present the effects of a shock to indirect taxes on 

macroeconomic indicators. The response of each component is typically similar across 

countries, hence summarizing their shapes is not difficult. Over the whole sample, the 

impact response is negative for GDP in all countries. Because they lower the purchasing 

power of real after-tax wages, indirect taxes lead to a strong incentive to curtail 

investment as seen in figures. On the other hand, since the indirect taxes can be defined 

as the sales taxes, taxes on goods and services, there is a decrease in consumption in 

response to an increase in tax levels. Indirect tax innovations also lead to a decrease in 

the price level due to lower demand. Note that, with the partial exception of Canada and 

France (where we have seen an insignificant increase in the interest rate for three 

quarters), there is a decline in the interest rate on impact in response to an indirect tax 

innovation. This can be explained by the decrease in income and investment levels.  
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Figures (2.17)-(2.20) depict the responses of the endogenous variables to an 

income tax innovation. Here, two opposing effects need to be taken into account. First, an 

increase in income taxes reduces the household wealth by increasing the present value of 

household tax liabilities. Thus, consumption decreases while saving, interest rate and 

labor supply increases. However, the rise in hours worked will lead to a decline in real 

wages, therefore, investment and output increase. This is the wealth effect. Second, the 

same policy will slow down economic activity by decreasing output. Because the money 

demand depends on income, the decline in output decreases the interest rate which 

partially crowds in private investment. The degree of crowding in will hinge on the 

sensitivity of private investment to income and the interest rate. Yet, the final effect of 

the contraction will be a decline in consumption, investment and output. This is the 

output effect. Hence, the overall effect on macroeconomic indicators will depend on these 

two effects.  

For the US, Canada and the UK, the output effect dominates the wealth effect and 

therefore the impact response of consumption, investment and output are negative. For 

France, although the impact response of output and investment are negative, the output 

persistently increases, and there is an insignificant increase in investment after the third 

quarter. On the other hand, it should be noted that consumption significantly rises in 

Canada and France. There are several ways to explain this.35

                                                      
35 Another plausible explanation takes place when habit formation is included in any model. For more 
details, see Ravn, Schmitt-Grohe and Uribe (2006), Bouakez and Rebei (2007). Alternatively, Corsetti, 
Meier and Muller (2009) modeled a spending reversal effect and ended up with the same conclusion. 

 For instance, Linnemann 

(2006) applies a non-seperable utility function in consumption and leisure in a RBC setup 

in which consumption and leisure are substitutes. The negative wealth effect of the fiscal 
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contraction raises hours worked which decreases leisure. The marginal utility of 

consumption, therefore, increases. In order to lessen the negative wealth effect, 

individuals are willing to work more and to consume more which will lead to an increase 

in consumption. 

Figures (2.21)-(2.24) display the responses of the macroeconomic indicators to a 

corporate income tax innovation. The impulse responses show a significant positive 

response of GDP on impact for all countries except the United Kingdom, which can, 

again, be explained by the negative wealth effect and output effect. Here, the wealth 

effect dominates the income effect for Canada, France and the United States. Moreover, it 

should be further noted that the increase in capital income tax will be reflected in the 

prices. It will lower the purchasing power of real after-tax wages and therefore the 

positive impact on output caused by the wealth effect will be accentuated. As a result, an 

increase in corporate income tax will lead to a positive impact effect on GDP and all the 

private components of gross domestic product. Thus, after an increase on impact, private 

consumption and private investment will fall in the medium and the long-run in the 

United States. However, the significant positive impact on investment persists for almost 

three years in Canada whereas there is an insignificant increase in consumption. Here, it 

should be noted that our results are in line with and Arin and Koray (2006) and Heppke-

Falk et al. (2006).36

                                                      
36 The former study is done for Germany whereas the latter is for Canada. Both of the papers ended up 
with an increase in GDP in response to a corporate income tax innovation. According to Heppke-Falk 
et al. (2002), this might result from some sort of reverse causality stemming from identification 
difficulties due to problems with exogenous elasticities. However, this is not the case in this study. 
Although I am confident that the presented elasticities accurately capture the automatic stabilizers, as a 

 It is also worth mentioning that corporate income tax innovations 
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have positive effects on impact on the nominal interest rate in three countries (Canada, 

France and the US) due to the increase in income and investment on impact; and 

essentially an insignificant impact effect in the United Kingdom. 

Robustness Checks 

I performed a variety of robustness checks to our 5 variable VAR specification. 

First of all, a different ordering of the expenditure variables when identifying the shocks 

was employed. So far, government spending was ordered first. Yet, there is no basis for 

choosing one orthogonalization over the other as mentioned in Perotti (2004). 

Nevertheless, all the responses were re-estimated under the assumption that government 

spending was ordered after taxes. The results obtained with this alternative specification 

were very close to those of the benchmark model. 

As mentioned in Perotti (2004), the implementation of lags of fiscal policy could 

undermine the predictability of the estimated fiscal policy shocks. It might require some 

time for fiscal policy changes to be implemented and according to the author, the private 

sector might anticipate these changes before the econometrician. However, it is shown in 

Blanchard and Perotti (2002) that allowing for anticipations of fiscal policy does not 

substantially alter the results. Nonetheless, in order to check the robustness of the 

baseline results, I tried some alternative lag lengths. Even though there were some minor 

differences in point estimates, the results were generally involved in the 68% bandwidth 

of baseline estimates.  

 

                                                                                                                                                              
robustness check, I re-estimate the SVAR assuming slightly different elasticities, without any 
substantive change of the results. 
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In addition, although we were confident that the elasticities we used accurately 

capture the working of automatic stabilizers, we reassessed the sensitivity of the results 

was assessed by varying those values. First, following Perotti (2004), I assumed a -0.5 

price elasticity of government spending. The results were, again, very close to the 

benchmark model. The differences were minimal in the sense that there was a slight 

change on point estimates of the impulse responses.  

Finally, I evaluated the sensitivity of the results to different values for the output 

and price elasticity of various tax instruments. It is shown in Cohen and Folette (1999) 

that there has only been a slight fluctuation in tax elasticities over time in the United 

States. Therefore, to see whether there is a significant change in impulse responses, the 

benchmark elasticities were replaced with their 10% bandwidth values. The results 

obtained with these alternative elasticities were, again, very close to those of the 

benchmark model. There were only a few percentage points change in estimates of the 

impulse responses.37

II.IV. Conclusion 

  

This paper characterizes the dynamic effects of total net tax and government 

spending shocks on GDP, prices and interest rates in four OECD countries using a 

structural Vector Autoregression approach with the Blanchard and Perotti (2002) 

identification scheme. Moreover, we propose a structural decomposition of net taxes into 

four components: corporate income taxes, income taxes, indirect taxes and social 

insurance taxes. Our results suggest that analyzing the  fiscal  policy by  decomposing net  

 

                                                      
37 The results are available upon request. 
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taxes and examining their effect on the aggregate economy provide a more accurate 

picture than treating net taxes as the fiscal policy variable.  

The main conclusions of the analysis can be summarized as follows: 1) 

Decompositions of total net tax innovations show that net tax components are found to 

have different impacts on economic variables; 2) The size and persistence of these effects 

vary across countries depending on different effects (i.e. negative wealth and output 

effects, substitution effect and income effect) resulting from the structure of these 

economies; 3) The positive tax multipliers reported in previous studies are found only for 

corporate income tax in the US, Canada and France and for social security tax in the US; 

4) As regards macro theories, on the one hand, we find that private investment is crowded 

out both by taxation and government spending in the UK and the US as is consistent with 

the neo-classical model. On the other hand, our results for France and partially for 

Canada indicate that there are opposite effects of tax and spending increases on private 

investment that are in line with Keynesian theory; 5) Private consumption is crowded in 

by government spending for all countries except the UK, and crowded out by taxation in 

all countries except France. While the former result is consistent with a Keynesian model, 

the latter is in line with neo-classical theory.  

My analysis sheds light on the interpretation of positive net tax multipliers found 

in the existing literature. Decompositions of net tax innovations will help us better assess 

the macroeconomic implications of fiscal policy shocks and, it is, therefore, important 

that we understand the extent to which increases in net taxes are driven by one shock or 

another.   
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The findings in this paper also indicate that existing approaches to modeling fiscal 

policy shocks have to be re-thought. First, the results suggest that the usefulness of the 

existing macroeconomic applied work built on the assumption of “total” tax changes may 

be unclear. In examining the transmission mechanism of fiscal policy shocks, it is seen 

from our results that the traditional priority on net tax shocks may be misleading. Instead, 

more attention needs to be paid to different tax policy instruments.  
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Table 2.1. Exogenous Elasticities 
 

 United States Canada France United Kingdom 
𝜶𝒚𝒕𝒄 1.8 1 1.8 0.6 
𝜶𝒚𝒕𝒊 0.6 1.2 0.6 1.4 
𝜶𝒚𝒕𝒔 0.6 0.9 0.5 1.2 
𝜶𝒚𝒕𝒊𝒏𝒅 0.9 0.7 0.7 1.1 
𝜶𝒚𝑻 1.1 1 1 1.1 
𝜶𝒚
𝒈 0 0 0 0 

𝜶𝒑𝒕𝒄 0.8 0 0.8 -0.4 
𝜶𝒑𝒕𝒊 -0.4 0.2 -0.4 0.4 
𝜶𝒑𝒕𝒔 -0.4 -0.1 -0.5 0.2 
𝜶𝒑𝒕𝒊𝒏𝒅 -0.4 -0.3 -0.3 0.1 
𝜶𝒑𝑻 -0.1 0 0 0.1 
𝜶𝒑
𝒈 -1 -1 -1 -1 

𝜶𝒄𝒕𝒄 1.44 0.75 1.35 0.48 
𝜶𝒄𝒕𝒊 0.48 0.9 0.45 1.12 
𝜶𝒄𝒕𝒔 0.48 0.675 0.975 0.96 
𝜶𝒄𝒕𝒊𝒏𝒅 0.72 0.525 0.525 0.88 
𝜶𝒄𝑻 0.88 0.75 0.75 0.88 
𝜶𝒄
𝒈 0 0 0 0 

𝜶𝒊𝒏𝒗𝒕𝒄  0.36 0.25 0.45 0.12 
𝜶𝒊𝒏𝒗𝒕𝒊  0.12 0.3 0.15 0.28 
𝜶𝒊𝒏𝒗𝒕𝒔  0.12 0.225 0.125 0.24 
𝜶𝒊𝒏𝒗𝒕𝒊𝒏𝒅 0.18 0.175 0.175 0.22 
𝜶𝒊𝒏𝒗𝑻  0.22 0.25 0.25 0.22 
𝜶𝒊𝒏𝒗
𝒈  0 0 0 0 

 
 
𝑇: total net tax 
𝑡𝑐: corporate income tax 
𝑡𝑖: income tax 
𝑡𝑖𝑛𝑑: indirect tax 
𝑡𝑠: social security tax 
𝑖𝑛𝑣: private investment 
c: private consumption 
𝑔: government spending (public consumption +  public investment) 
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Figure 2.1.  Effects of total net tax innovations in the US 
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Figure 2.2. Effects of total net tax innovations in Canada 
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Figure 2.3. Effects of total net tax innovations in France 
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Figure 2.4. Effects of total net tax innovations in the United Kingdom 
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Figure 2.5. Effects of government spending shocks in the US 
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Figure 2.6. Effects of government spending shocks in Canada 
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Figure 2.7. Effects of government spending shocks in France 
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Figure 2.8. Effects of government spending shocks in the United Kingdom 
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Figure 2.9. Effects of social security tax innovations in the US 
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Figure 2.10. Effects of social security tax innovations in Canada 
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Figure 2.11. Effects of social security tax innovations in France 
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Figure 2.12. Effects of social security tax innovations in the United Kingdom 
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Figure 2.13. Effects of indirect tax innovations in the US 
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Figure 2.14. Effects of indirect tax innovations in Canada 
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Figure 2.15. Effects of indirect tax innovations in France 
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Figure 2.16. Effects of indirect tax innovations in the United Kingdom 
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Figure 2.17. Effects of income tax innovations in the US 
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Figure 2.18. Effects of income tax innovations in Canada 
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Figure 2.19. Effects of income tax innovations in France 
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Figure 2.20. Effects of income tax innovations in the United Kingdom 
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Figure 2.21. Effects of corporate income tax innovations in the US 
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Figure 2.22. Effects of corporate income tax innovations in Canada 
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Figure 2.23. Effects of corporate income tax innovations in France 
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Figure 2.24. Effects of corporate income tax innovations in the United Kingdom 
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CHAPTER III 

VECTOR AUTOREGRESSION ESTIMATES OF THE HOUSING AND 

STOCK WEALTH EFFECTS: CROSS-COUNTRY EVIDENCE 

III.I. Introduction 

 The wealth effect, defined as the change in consumption expenditure induced by 

an exogenous change in wealth, has profound implications for measurement, diagnosis, 

and forecast of economic activity. For countries including the United States, consumption 

expenditure comprises the bulk of gross domestic product. The analysis of wealth effects 

thus has garnered attention from market practitioners, policy makers, and academic 

researchers. There are various components of wealth, thus various wealth effects 

associated with each of them. Yet a large body of literature examines and compares the 

magnitude of wealth effects from housing and stock market wealth, presumably two of 

the most significant components of wealth for households in developed countries. 

Several reasons exist for us to expect a larger wealth effect coming out of housing 

than out of stock market wealth. First, the volatility of stock markets is much higher than 

that of housing markets.38

                                                      
38See Figure 3.1 and 3.2 for demonstration of this point for countries in our sample. 

 Ceteris paribus, with higher volatility, gains and losses are less 

permanent, and households may accordingly exhibit a smaller propensity to consume out 

of stock wealth. Secondly, housing wealth is more evenly distributed among households 

than is stock wealth. For that reason, even if a household responds in the same way to 

both wealth shocks, in aggregate we may still observe a larger magnitude for housing 

wealth. Finally, in most economies, housing assets can be easily pledged as collateral to 

borrow funds, through mortgages or home equity loans. The same is less the case for 
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stock assets. The increased use of homes as collateral has strengthened the positive effect 

of rising housing wealth on consumption as well as on the rest of the economy via 

household borrowing the “financial accelerator” effect (Aoki et al., 2002; Cardarelli et 

al., 2008). 

Yet a couple of factors point to the opposite direction. First, as Poterba (2000) 

points out, the rise of house prices increases the implicit “user cost” of living in a house, 

which may undercut the boost to nonhousing consumption induced by rising wealth due 

to higher house value. Secondly, housing wealth is measured less precisely, which may 

lead a household's reaction to wealth change more lukewarm. Finally, transaction costs 

related to housing eat into a larger percentage of the housing value appreciation, 

discouraging homeowners from cashing out the increased equity. Thus which set of 

factors dominate the other is an empirical question. 

We re-examine the housing and stock wealth effects by employing the vector 

autoregression (VAR) framework which incorporates the dynamic, interactive structure 

of variables with each other. Using macro time series for a group of developed countries, 

we estimate the VAR model with specified structural error terms. The model stipulates 

that the shocks specific to housing wealth precede those specific to stock markets and to 

personal income, and that the shocks specific to stock markets precede those to personal 

income. We shall discuss the justification of this recursive ordering after presenting the 

empirical specification, but we note here that the results obtained with other orderings are 

very similar. 

Our findings can be summarized as follows: for all the countries in our sample 

except Australia, we find a larger initial wealth effect of housing than that of stock 



84 
 

wealth. The on impact value of consumption to a 10%  housing wealth shock ranges from 

0.60%  (Finland) to 6.42%  (Sweden). Yet the long-run effects on consumption from 

housing and stock wealth vary considerably across countries. Despite the greater initial 

housing wealth effects, however, over time stock market wealth effects catch up and are 

mostly persistent, whereas housing wealth effects level off and may decline eventually. 

Our results suggest that, for monetary policy purposes, it would be oversimplifying to 

emphasize the immediate, higher impact on consumption from housing markets. 

Policymakers have to keep an open eye on the long-run, more persistent impact from 

equity markets. 

Regarding the relative magnitude of wealth effects of housing and of stock 

wealth, empirical evidence is mixed. Previous works have found a larger wealth effect for 

housing from macro-level aggregate data for the US Benjamin et al., 2004; Case et al., 

2005; Carroll et al., 2011), and from micro-level survey data for the US (Bostic et al., 

2009), and for Spain (Bover, 2005). From these works, the marginal propensity to 

consume (MPC) from housing wealth is around 0.03-0.1, while that from financial wealth 

is around 0.02-0.08. However, Dvornak and Kohler (2007) find the opposite for 

Australia. 

Fewer studies have compared both wealth effects from a cross-country 

perspective. Indeed, as a result of cultural, institutional, and market-related differences, a 

cross-country comparison might shed light on what may be the driving force behind the 

differences in wealth effects. Slacalek (2009, Figure 3.1) shows that there is a great deal 

of heterogeneity in MPC between countries. He incorporates the sluggishness of 

consumption in estimating MPC in a two-step empirical procedure. For the 16  countries 
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in his sample, some countries (such as the US and the UK) have substantially larger 

housing wealth effect than financial wealth effect while the rest (such as Canada and 

Japan) do not, although these estimates are imprecise. Ludwig and Slok (2004) find a 

significantly positive relationship between stock prices and consumption for OECD 

countries in a pooled mean group analysis, but the relationship is insignificant between 

house prices and consumption. Edison and Slok (2002) focus on the stock wealth effects 

for eight countries and find that the wealth effect of the information technology stock 

market sector is smaller than that of other sectors. 

As regards methodology, a strand of literature has used sophisticated models other 

than VAR in estimating wealth effects. Some studies have invoked panel data techniques 

in their estimation (Dvornak and Kohler, 2007; Slacalek, 2009). More closely related to 

our VAR approach is error-correction models that aim to capture long-run equilibrium 

effects. Case et al. (2005) employ an error-correction model in which only consumption 

and income have equilibrium errors while housing and stock wealth do not. Benjamin et 

al. (2004) carefully examines unit-root and co-integration issues in the US aggregate data 

(and differ from Case et al. (2005) in terms of sources and measurements) and arrive at 

the same conclusion. Ludwig and Slok (2004) and Cardarelli et al. (2008, Table 3.6) 

expand the accommodation of equilibrium errors to the housing and stock price variables, 

while still maintaining that consumption is the sole dependent variable responsive to 

changes in other variables. The closest in methodology to our paper is Edison and Slok 

(2002), though their research question, their employed variables and their Cholesky 

ordering are different. 
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Were cointegration an issue, our VAR model could be revised into the form of 

vector error-correction model (VECM), which would allow for equilibrium errors of the 

kind assumed by the aforementioned literature. Carroll et al. (2011) argue against the use 

of cointegrating/VECM models in estimating wealth effects, for neither theory nor 

evidence implies the existence of a stable cointegrating vector. Edison and Slok (2002) 

caution against the underlying restrictive assumptions and the demand for large sample 

size associated with cointegration estimation, even though all of the countries in their 

sample have one cointegration vector. For our data set, statistical tests indicate the 

cointegration is not a serious concern for the majority of countries. 

The remainder of this paper proceeds as follows. Section two introduces the exact 

empirical specification we use under the structural VAR framework. Section three 

presents data. Section four discusses estimation results, and section five concludes. 

III.II. Econometric Methodology and Data 

 The simplest specification for estimating various wealth effects takes the form  

ttytstht YSHC εβββα ++++=   (1) 

where tC  stands for consumption of goods and services, tH  for housing wealth, tS  for 

stock wealth, and tY  for personal disposable income. Such a specification can be derived 

from the Life-Cycle/Permanent Income Hypothesis (LC-PIH) consumption theories, as is 

shown in Benjamin et al. (2004), Dvornak and Kohler (2007), and other studies. As such, 

estimated coefficients of hβ  and sβ  measure the MPC out of housing wealth, and of 

stock wealth, respectively. 
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We extend the content contained in (1) into the VAR framework. One substantial 

advantage of the VAR is to bring forth the dynamic structure between variables. The 

reduced-form VAR is specified by the following equation:  

tktk

K

k
t UYBBY ++ −∑

1=
0=   (2) 

where tY  is the vector of variables ),,,( tttt CYSH  , kB  is the matrix of coefficients for 

the k -th lag of tY , and tU  is the vector of reduced form innovations. The value of K , 

the number of lags included in (2), is to be determined by the Akaike Information Criteria 

(AIC) and the Final Prediction Error (FPE). 

It is well known that a reduced form VAR like (2) does not allow correlations 

among variables to be interpreted casually (see, e.g., Stock and Watson 2001). We need a 

structural VAR representation with “identifying assumptions” for that purpose:  

ttt
k

k

K

k
L BeABAUABYBIA ++−∑ 00

1=
==)(  (3) 

where the vector of structural shocks )(0, 4Ie Nt :  and [ ] 0ee ='stE  for all ts ≠ . The 

matrix A  describes the contemporaneous relation between the variables and the reduced 

form residuals tU . The matrix B  specifies the linear relation between the orthogonal 

structural shocks and the reduced form residuals (Heppke-Falk et al., 2010). One version 

of the so-called Cholesky restrictions to achieve identification on the system is that A  is 

a lower triangular matrix with ones on the diagonal, and B  a triangular matrix. 

By adopting this version of Cholesky restrictions, we assume that the components 

of tY  enter in the order of ),,,( tttt CYSH . This, coupled with the lower triangular matrix 
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A , implies that the current shock to the housing wealth tH  precedes all other 

contemporaneous shocks, the shock to tY  is affected by contemporaneous shocks to tH  

and tS , and the shock to tC  is affected by contemporaneous shocks to all the rest. 

Our justification of the recursive ordering of shocks in the model, especially the 

contemporaneous housing shock being exogenous to other shocks, draws on recent 

literature on housing, business cycles, and the macro economy. Leamer (2007) argues 

that the housing sector cycle is one of the most important precursors of the US business 

cycle. He demonstrates that in the US, eight out of ten recessions are preceded by 

substantial problems in housing, and the residential investment contribution to the US 

recessions and recoveries (measured in the year before the business cycle peaks and in 

the subsequent two years) is substantial. Ghent and Owyang (2010) find no consistent 

statistical relationship between local housing and local business cycles by examining the 

Metropolitan Statistical Areas data for the US cities. Yet, they also find that national 

housing building permits are a leading indicator for local employment. Helbling and 

Terrones (2003, Figure 2.1) show that, even though both housing and equity prices have 

generally coincided or overlapped with recessions, half of all housing price busts in the 

post-war period overlapped with equity price crashes, while only one-third of all equity 

price busts overlapped with housing price busts. Additionally, during 1970–2002, the 

negative output effects associated with housing price busts were about twice as large as 

those of equity price busts.39

                                                      
39Still, to guard against the possibility that our results hinge critically on this particular Choleski ordering, 
we also experiment with other alternative orderings. The results obtained with these alternative orderings 
are very similar. 
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The Data  

 We use quarterly data with different time coverage for the following countries: 

Australia, Belgium, Canada, Finland, the United Kingdom, the United States, Sweden, 

and Switzerland.40 The data include following variables: housing price index, stock 

market capitalization, consumption expenditure, and household disposable income. We 

obtain the stock market capitalization from Thomson Reuters Datastream as the measure 

of stock wealth. Consumption is the measure of private final consumption expenditure as 

is defined in the System of National Account used by OECD, including goods and 

services.41

Conceptually, a natural candidate for measuring housing wealth is home value. 

Practically, we can obtain the value of real estate owned by households only for the 

United States. For other countries, the relevant data available is the housing price index, 

and following the practice of existing literature in this field, we use it as a proxy for 

housing wealth for these countries.

  

42

                                                      
40Table 3.5 summarizes the time coverage as well as the number of observations for analysis for each 
country in our data. In Organization for Economic Co-operation and Development (OECD) countries, 
quarterly house price index is available only for the countries in our sample, plus New Zealand. However, 
disposable income (or industrial production as its proxy) is not available for New Zealand. Therefore we do 
not include New Zealand in our analysis. Ludwig and Slok (2004) include more countries than ours due to 
the fact that they interpolate quarterly housing prices via annual observations.  

 Yet by using housing prices we fail to pick up the 

change in the size or quality of the housing capital stock per capita caused by the change 

in housing prices. However, Cardarelli et al. (2008) argue that monetary policy now 

 
41The consumption measure includes both durable and non-durable components. Mehra (2001) points out 
that the total consumption is indeed the variable of interest in estimation of the long-term consumption-
wealth relationship. 
 
42Exceptions exist. Case et al. (2005) adjust the housing price index by the homeownership rate and the 
number of households for a country. Slacalek (2009) constructs a measure of housing wealth from a 
combination of first and secondary data sources. 
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transmits more through the price of houses than through residential investments. Thus, 

omitting the change in the housing capital stock due to residential investments may not be 

as damaging as it sounds. 

That being said, for the US, both housing value and housing price index are 

available. We compare the results of estimated impulse response functions by separately 

employing these two data series for the US, and find quantitatively small differences 

between these two. In particular, for the US, the comparison between the values of 

impulse response functions for housing and for stock value does not change, no matter 

which data series we use for the housing value. 

All variables are adjusted to real terms according to the respective Consumer 

Price Index (CPI) for each country. Except for the housing price index, all variables are 

on a per capita basis. If not already so in the original data, they are seasonally adjusted by 

the X12-ARIMA method. Finally, we use the natural logarithm of these variables in 

estimation, for it would be inappropriate to put housing price indexes with other values 

on the same footing in levels. Accordingly, our interpretation of the estimates would be in 

elasticities, rather than in marginal propenstity to consume. Later we convert estimates of 

elasticities back into MPC for comparison with the existing literature. 

If VAR contains non-stationary variables, VECM is needed to specify a linear 

combination of integrated variables that is stationary. We employ the maximum 

eigenvalue test and the Johansen trace test to detect cointegrating relationships between 

the variables. Lutkepohl et al. (2001) provide evidence that these two tests may end up 

with different results for short samples, which is indeed the case for Belgium in our data 

set: according to the maximum eigenvalue test, there is no cointegrating relationship; 
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according to the Johansen trace test, we find a maximum of two cointegrating 

relationships. For Finland and Australia, both maximum eigenvalue and trace tests 

suggest that a maximum of one cointegrating relationship exists. We provide the results 

of Johansen trace test in Table 3.1. The table shows that cointegration is strongly rejected 

(at significance level 1% ) for other five of the eight countries. Even for the countries 

with suspected cointegration vectors, our sample period is not long enough to impose 

robust long-run relationships between the variables, the same point noted by Edison and 

Slok (2002).43

Furthermore, we run stability tests to see whether the estimated VAR is stable, in 

the sense that the variables are covariance stationary. The results show that the 

eigenvalue stability condition is satisfied for all countries except Australia. One approach 

to address non-stationarity is to difference the data. However, Sims (1980) and Sims et al. 

(1990) caution against differencing, as differencing throws away information concerning 

the co-movements in the data. Thus we choose not to difference the Australia data before 

estimation. 

 Thus we still apply the same structural VAR analysis to these countries. 

III.III. Empirical Results  

 We determine the lag structure, namely, the value of K  in (2), for each country 

based on AIC and FPE criteria. Our examination of the data reveals that the second-order 

lag structure is adequate for Australia, Sweden and the UK, that third-order is adequate 

for Canada, Finland and Switzerland, and that fourth-order is adequate for Belgium and 

the United States. 

                                                      
43The longest time coverage in our data set is from 1973 to 2009 for the US, whereas the comparable 
coverage in Edison and Slok (2002) is from 1990 to 2000. However, ours are quarterly data and theirs are 
monthly, therefore our effective sample period is not effectively longer. 
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Figure 3.6. Impulse response functions of consumption given a 10% increase to stock 
market capitalization: Belgium, Finland, Sweden, Switzerland 
 

  

             Belgium                                  Finland 

 

  

            Sweden                                  Switzerland 

Notes: dashed lines indicate 90% confidence interval; dotted lines indicate 68% 
confidence interval. 
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Figure 3.7. Impulse response functions of consumption given a 10% increase to housing 
value or housing price: United States 
 

      

US (estimated with housing price index)         US (estimated with housing value) 

Notes: dashed lines indicate 90% confidence interval; dotted lines indicate 68% 
confidence interval. 
 

 

Figure 3.8. Impulse response functions of consumption given a 10% increase to stock 
market capitalization: United States 
 

      

US (estimated with housing price index)         US (estimated with housing value) 

Notes: dashed lines indicate 90% confidence interval; dotted lines indicate 68% 
confidence interval. 
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APPENDIX 

Derivatives 

The derivates in (24)-(28) are as follows: 
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On the other hand, plugging adjustment cost equation into equation (20) and 

manipulating the obtained one will yield:  
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if capital gains tax rate decreases, 
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+
θ
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1  will increase which means an increase in 

oq . On the other hand, oq  will decline becaues of the decrease in 
g

c

θ
θ . Thus, we can 

conclude that the latter impact dominates the former. 

Once the adjustment cost equation is plugged into equation (20), after some 

manipulation, we will end up with the following: 
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As investment tax credit declines, lt , investment level will decrease. Yet, on the 

other hand, the increase in q  will stimulate investment. From figure (I.21), one can infer 

that the impacts of the decrease in lt  dominates the effects of the decrease in q  on 

investment level in the short-run. However, it should be noted that the shock is temporary 

and dies out over time. Thus, after a certain point, the change in q  outweighs by giving 

rise to an increase in investment as seen in figure.  

Calibrating Parameters 

 To calibrate the model, we choose the parameters in conformance to the best 

practice in the literature, so that we have following initial values: 

0.04=r , 0.33=α , 0.9,=ρ 0.9=µ , 0.8=w , 2.9=χ . 

On the other hand, the country specific tax rate data is obtained from OECD Tax 

Data Base.  
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