








  

98 

 

Figure 5-10 Study Area No. 9 
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Figure 5-11 Study Area No. 10 
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5.5. Overall Performance Comparison 

The AADT values estimated using the three methods were compared.  Figures 

5-12, 5-13, and 5-14 compare the ground truth AADTs with the results of the USF 

method, URS method, and the proposed method, respectively.  As expected, the AADT 

values estimated from the three methods are within a reasonable range (i.e., lower than 

30,000 vehicles/day) since all the testing locations were on local roads.  Figure 5-12 

shows that the USF method overestimates AADT for a greater percentage of evaluation 

count sites.  On the contrary, as shown in Figure 5-13, the URS method underestimates 

AADT for a greater percentage of evaluation count sites.  Figure 5-14 shows that the 

traffic estimations of the proposed method are more representative of the ground truth 

data.  From the figures, it can be stated that the USF method tend to overestimate while 

the URS method tend to underestimate the AADT values for local roads.  

 
Figure 5-12 Comparison of USF Estimated AADT with Ground Truth AADT 
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Figure 5-13 Comparison of URS Estimated AADT with Ground Truth AADT 

 

Figure 5-14 Comparison of Proposed Method Estimated with Ground Truth AADT 

0

10

20

30

0 10 20 30

G
ro

un
d 

Tr
ut

h 
AA

DT
 (i

n 
th

ou
sa

nd
s)

AADT Estimated by URS Method (in thousands)

Overestimated

Underestimated

0

10

20

30

0 10 20 30

G
ro

un
d 

Tr
ut

h 
 A

AD
T 

(in
 th

ou
sa

nd
s)

AADT Estimated by Proposed Method (in thousands)

Overestimated

Underestimated



  

102 

Table 5-4 compares the accuracy of the three estimation methods using the 

following three error estimates: Mean Absolute Error (MAE), Root Mean Squared Error 

(RMSE), and Mean Absolute Percentage Error (MAPE).  Compared to the USF method, 

both the proposed method and the URS method have consistently lower estimation errors; 

the proposed method has an 8% lower MAPE estimation error than the URS method.   

The results indicate that the proposed method has a better overall performance among the 

three methods. 

Table 5-4 Comparison of Estimation Errors  

Errors USF Method URS Method Proposed Method 

MAE 10,047 4,124 3,642 

RMSE 10,891 5,338 4,484 

MAPE 211% 60% 52% 

However, it is worth noting that there could be errors in the AADT values 

adjusted from the raw traffic counts and, hence, the ground truth AADT might not be the 

“actual” AADT value.  Therefore, the results might not accurately reflect the actual 

difference among the three methods.  Nevertheless, to some extent, this evaluation will 

reflect the advantages of the proposed parcel-level travel demand analysis method since 

the results are compared to the same ground truth data and the random errors have 

unbiased influence on the three methods.  

5.6. Reasonableness Check 

Depending on the availability of traffic count data, most of the traffic count sites 

used for this evaluation are located on local roads that are directly connected to the state 

roads.  The lower-level local roads such as the community roads were not used in this 
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evaluation because of the lack of traffic count data.  However, the proposed method is 

expected to perform better even for lower-level local roads as the proposed method’s trip 

generation is based on detailed parcel level data.  To verify this assumption, the AADT 

values estimated using the three methods for the available lower-level local roads were 

checked and compared.  Figure 5-15 gives an example of the comparison.  The figure 

shows the estimation results for the roads in a community of approximately 160 houses.  

 

Figure 5-15 Example of AADT Estimation for Roads in a Community 
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In Figure 5-15, the AADTs estimated by the proposed method, the USF method, 

and the URS method are displayed in red, green, and blue, respectively.  Since there are 

no traffic count data available for lower-level community roads, the estimated AADT 

values are compared based on the number of houses and their layout.  The AADT values 

estimated by the USF method were obviously very high and the estimations from the 

URS method tend to be low for higher-level community roads.  In addition, the USF 

method unrealistically estimated similar AADT values for all the road segments in this 

community, and to an extent, the URS method performed better with estimating different 

AADT values.  The proposed method provided most accurate and reasonable 

estimations that are consistent with the layout of the houses.  

5.7. Summary 

In this chapter, the proposed method was evaluated by comparing it with the USF 

method and the URS method at different levels.  First, the performance of the three 

estimation methods was compared for a single study area, and the results indicated that 

the proposed method performs best.  The proposed model was found to give more 

accurate AADT estimations for the central region of the study area compared to the 

boundaries.  Second, ten study areas were selected from Broward County in Florida to 

compare the sensitivity of the three methods to the change in the study locations and the 

area types.  The ten study areas were chosen based on the availability of sufficient 

traffic count data.  The standard deviations of the estimation errors for these study areas 

were compared.  Compared to the USF and the URS methods, the results showed that 

the proposed method provides more reliable and stable results when the location of the 
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study areas and area types are changed. The combined results from the ten study areas 

also proved that the parcel-level travel demand model method has the best overall 

performance.  Third, the AADT values for lower-level local roads were estimated and it 

was found that the proposed method performs better for lower-level local roads with no 

traffic count data.  In summary, the evaluation results showed that the parcel-level travel 

demand method is an accurate AADT estimation method for local roads. 



  

106 

CHAPTER 6 

SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 

6.1. Summary of Research Approach and Results 

A comprehensive literature review was conducted to investigate and assess the 

existing AADT estimation methods.  While all the researched AADT estimation 

methods have their advantages, it was also found that the methods have limitations in 

estimating traffic on local roads.  The traditional factor approach is reliable, but is not 

practical to cover all local roads with portable count sites.  The most widely researched 

regression modeling method cannot provide accurate estimations due to the limitation 

that it cannot capture passer-by trips.  The image processing method cannot retrieve and 

estimate volume accurately because of the sparse and infrequent travel pattern on local 

roads.  Most of the machine learning methods usually improve the traditional factor 

approach, but they still need to deploy portable count stations to collect short-term traffic 

count data.                

The parcel-level travel demand model method, a new approach to accurately and 

efficiently estimate AADT for local roads, was researched.  The model consists of the 

following four steps: network modeling, parcel-level trip generation, parcel-level trip 

distribution, and parcel-level trip assignment.  Unlike the traditional travel demand 

forecasting model, the parcel-level travel demand model was simplified and optimized to 

estimate AADT values on local roads.  In the parcel-level trip generation step, the DOR 

parcel data and the ITE trip generation rates and equations were used to estimate the trips 

generated by the parcels.  The parcel trips were then distributed to the traffic count sites 
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on the major roads based on the fact that most travelers choose to access the major roads 

as soon as possible to minimize travel time.  Since traffic congestion rarely occurs on 

local roads, the simple all-or-nothing trip assignment method was used to assign trips to 

the local roads.  This assignment method has minimized the model running time without 

compromising with the model’s performance.    

Cube and ArcGIS were used as the development tools to implement the proposed 

model.  ModelBuilder, a tool provided by ArcGIS, was used to preprocess the data and 

to calculate the final estimated AADT values.  Cube was used to build the network from 

the highway shape file and automatically add the centroids and centroid connectors to the 

roadway network.  Cube Voyager scripts were developed to implement the four major 

model steps. 

The proposed parcel-level travel demand model method was applied to Broward 

County in Florida, and the results were compared with the USF method that uses the 

regression approach, and the AADT estimation method proposed by the URS 

Corporation.  The results of the three methods were compared to the ground truth 

AADTs estimated from the traffic count data.  Among the three methods, the proposed 

method had the lowest estimation error.  The evaluation results showed that the 

parcel-level travel demand method is a more accurate AADT estimation method with 

lower estimation errors. 

6.2. Conclusions 

The major objective of this research was to develop an improved method of 

estimating AADT for local roads by applying travel demand modeling techniques.  A 
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parcel-level travel demand analysis model was proposed, implemented, and evaluated.  

Compared to the USF method and the URS method, the proposed method had more 

accurate AADT estimations for local roads.  It can be concluded that the proposed 

method is a new and practical approach that can provide better AADT estimations for 

local roads.  A summary of the important findings are discussed below:   

The DOR parcel data and the ITE Trip Generation Report are a valuable data 

resource to perform the parcel-level trip generation, a critical step for the entire model.   

Several issues were encountered while matching the DOR parcel data with the land use 

categories available in the ITE Trip Generation Report.  This is because the ITE Trip 

Generation Report has more detailed land use types than the DOR parcel data.   

Additional data may therefore be required to take full advantage of the relation between 

the two sets of data.  As a result of these differences, care should be taken while using 

the ITE trip generation rates or equations from the ITE Trip Generation Report. 

Traffic count data for major roads are important to accurately estimate AADT 

values on the local roads.  Traditionally, traffic count data are often collected only for 

the roads with count sites.  In this research, the parcel-level trip distribution model used 

the traffic count data (or more specifically, AADT estimated from the traffic count data) 

as the basis to distribute trips generated by the parcels.  Traffic volume through the 

traffic count sites was assumed to be from or to the parcels, and the traffic count sites 

with high traffic volume was assumed to attract more trips from the parcels.  For trip 

distribution step, several distribution ranges were researched.  Smaller distribution 

ranges that distribute trips from a parcel to the traffic count sites close to and surrounding 

that parcel were found to generate better results.  Further, enough traffic count data 
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should be available to evenly cover the entire study area.  Uneven coverage of the traffic 

count sites may introduce bias into the trip distribution.    

The traditional travel demand forecasting model and the parcel-level travel 

demand model are quite similar, yet, they have a few major differences.  While the 

traditional model performs the travel demand analysis on an abridged roadway network 

with only major roads, the proposed model simulates the trips on an unabridged roadway 

network including the local roads.  The traditional mode choice step was omitted in the 

parcel-level model, since transit trips were not considered on local roads.  While the 

traditional zone-level travel demand forecasting model can be pushed to the limits and 

applied to the most detailed parcel level, challenges do exist.  One of the challenges is 

the huge number of parcels which have to be preprocessed to improve the model 

efficiency.  The proposed model might not be capable of handling the parcels in a broad 

study area.  One of the solutions could be to divide the study area into multiple subareas 

to run the model separately.  While dividing a study area, care should be taken such that 

the boundaries intersect as fewer roads as possible.  When the boundaries intersect more 

roads, the model will be less accurate for the boundary area compared to the central 

region. 

Besides the challenge of the huge number of parcels, the proposed model also 

needs enough traffic count data to evenly cover the major roads in a study area.   

Insufficient or unevenly covered traffic count data will affect distribution and assignment 

of trips, which in turn will affect the accuracy of the estimations.  Further, to evaluate 

the model, traffic count data for as many local roads as possible are required. 
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In spite of the above discussed challenges, it can be concluded that adopting the 

parcel-level travel demand modeling method to explore the detailed DOR parcel data and 

the traffic count data is a practical approach to estimate AADTs on local roads. 

6.3. Recommendations for Future Research 

Even though this dissertation has achieved the proposed research objective, the 

following areas require further research: 

• More demographic and land use data are required to improve the accuracy of the 

parcel-level trip generation step.  In the current parcel-level trip generation, if a 

parcel land use type encompasses multiple ITE land use types, the model used the 

average value of the estimated parcel trips based on each ITE land use type.  

However, this assumption might not represent the actual land use proportions.  

Even though this type of parcel land use takes a very small portion, the results of 

the parcel-level trip generation can be improved using more detailed demographic 

and land use data and estimating parcel trips based on the actual existence of each 

ITE land use category. 

• In the parcel-level trip distribution step, the trips generated by a parcel were 

distributed to the traffic count sites which can be reached within a specific free 

flow travel time range.  The trip distribution results might be more accurate if 

the trips can be distributed to the traffic count sites on the boundary roads of the 

TAZ within which the parcel is located.  This approach was attempted, but it was 

found to be difficult to define the distribution range based on space.  Further 

research is needed to implement this approach.          
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• As the maximum number of zones supported by Cube is 32,000, the proposed 

model cannot cover an area with more than 32,000 parcels.  One solution for this 

limitation is to divide the study area into subareas and run the model for each 

subarea separately.  As the accuracy of the estimated trips for the parcels close to 

the boundaries is affected by the division, cordon lines have to be established by 

following the higher-level roadways such as freeways and the natural barriers 

such as canals.  This approach will result in intersecting fewer local roads.  The 

procedure and methodology to appropriately divide a broad area and to 

automatically implement the model for an area with more than 32,000 parcels 

need further research.   

• Cube was used to build the network file from roadway shape file and create 

centroid connectors.  If Cube can provide the programming interface to automate 

this process, the entire model would be more efficient.  Further inquiry and 

research are required to implement this functionality. 
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APPENDIX A 

MATCHING RESULTS FOR DOR PARCEL DATA AND ITE TRIP 

GENERATION REPORT 

 
This appendix presents the matching of land use types of DOR parcel data and ITE Trip 

Generation Report, the selected independent variables, and the selection of the estimation 

method (average rate or regression equation) for each land use types.   

 
Table A-1 Land Use Type Matching, Independent Variables, and Rate/Equation 

Parcel 
Code 

Parcel Land Use 
ITE 
Code 

ITE Land Use 
Independent 
Variable Used 

Average 
Rate /  
Equation 

000 Vacant Residential  N/A   

001 Single Family 210 
Single-Family 
Detached Housing 

Dwelling Unit 
Average 
Rate 

002 Mobile Homes 240 
Mobile Home 
Park 

Dwelling Unit 
Average 
Rate 

003 Multi-family 220 Apartment Dwelling Unit 
Average 
Rate 

004 Condominiums 230 
Residential 
Condominium/ 
Townhouse 

Dwelling Unit 
Average 
Rate 

005 Cooperatives 265 Timeshare 
Dwelling 
Units 

Average 
Rate 

006 Retirement Homes 255 
Continuing Care 
Retirement 
Community 

Occupied 
Units 

Average 
Rate 

007 
Boarding Homes 
(Institutional) 

254 Assisted Living Occupied Beds 
Average 
Rate 

008 
Multi-family less than 
10 units 

220 Apartment 
Dwelling 
Units 

Average 
Rate 

009 
Undefined reserved 
for DOR 

 N/A   

010 Vacant Commercial  N/A   

011 Stores One-Story 850 Supermarket 
Gross Floor 
Area 

Average 
Rate 

012 
Mixed Use, i.e., Store 
and Office 

710 
General Office 
Building 

Gross Floor 
Area 

Average 
Rate 
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Parcel 
Code 

Parcel Land Use 
ITE 
Code 

ITE Land Use 
Independent 
Variable Used 

Average 
Rate /  
Equation 

013 Department Stores 875 Department Store 
Gross Floor 
Area 

Average 
Rate 

014 Department Stores 875 Department Store 
Gross Floor 
Area 

Average 
Rate 

015 
Regional Shopping 
Malls 

820 Shopping Center 
Gross 
Leasable Area 

Average 
Rate 

016 
Community Shopping 
Centers 

820 Shopping Center 
Gross 
Leasable Area 

Average 
Rate 

017 
One-Story 
Non-Professional 
Offices 

710 
General Office 
Building 

Gross Floor 
Area 

Average 
Rate 

018 
Multi-Story 
Non-Professional 
Offices 

710 
General Office 
Building 

Gross Floor 
Area 

Average 
Rate 

019 
Professional Service 
Buildings 

710 
General Office 
Building 

Gross Floor 
Area 

Average 
Rate 

020  
Airports, Marinas, Bus 
Terminals, and Piers 

010 
Waterport/Marine 
Terminal 

Acres 
Average 
Rate 

090 
Park-and-ride Lot 
with Bus Service 

Acres 
Average 
Rate 

420 Marina Acres 
Average 
Rate 

021 Restaurants, Cafeterias 

931 Quality Restaurant 
Gross Floor 
Area 

Average 
Rate 

932 
High-Turnover(Sit
-Down) 
Restaurant 

Gross Floor 
Area 

Average 
Rate 

933 

Fast-Food 
Restaurant without 
Drive-Through 
Window 

Gross Floor 
Area 

Average 
Rate 

934 

Fast-Food 
Restaurant with 
Drive-Through 
Window 

Gross Floor 
Area 

Average 
Rate 

937 

Coffee/Donut 
Shop with 
Drive-Through 
Window 

Gross Floor 
Area 

Average 
Rate 

022 Drive-in Restaurants 932 
High-Turnover(Sit
-Down) 
Restaurant 

Gross Floor 
Area 

Average 
Rate 

023 Financial Institutions 912 Drive-in Bank 
Gross Floor 
Area 

Average 
Rate 

024 
Insurance Company 
Offices 

710 
General Office 
Building 

Gross Floor 
Area 

Average 
Rate 
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Parcel 
Code 

Parcel Land Use 
ITE 
Code 

ITE Land Use 
Independent 
Variable Used 

Average 
Rate /  
Equation 

025 Repair Service Shops 814 
Specialty Retail 
Center 

Gross 
Leasable Area 

Average 
Rate 

026 Service Stations 853 
Convenience 
Market with 
Gasoline Pumps 

Gross Floor 
Area 

Average 
Rate 

027 
Automotive Repair, 
Service, and Sales 

843 
Automobile Parts 
Sale 

Gross Floor 
Area 

Average 
Rate 

028 
Parking Lots, Mobile 
Home Sales 

814 
Specialty Retail 
Center 

Gross 
Leasable Area 

Average 
Rate 

029 
Wholesale, 
Manufacturing, and 
Produce Outlets 

823 
Factory Outlet 
Center 

Gross Floor 
Area 

Average 
Rate 

030 Florist, Greenhouses 814 
Specialty Retail 
Center 

Gross 
Leasable Area 

Average 
Rate 

031 
Drive-in Theaters, 
Open Stadiums 

443 
Movie Theater 
without Matinee 

Gross Floor 
Area 

Average 
Rate 

032 
Enclosed Theaters, 
Auditoriums 

443 
Movie Theater 
without Matinee 

Gross Floor 
Area 

Average 
Rate 

033 
Night Clubs, Bars, and 
Cocktail Lounges 

435 
Multipurpose 
Recreational 
Facility 

Acres 
Average 
Rate 

034 
Bowling Alleys, 
Skating Rings, 
Enclosed Arenas 

435 
Multipurpose 
Recreational 
Facility 

Acres 
Average 
Rate 

035 Tourist Attractions 415 Beach Park Acres 
Average 
Rate 

036 Camps  N/A   

037 
Race Horse, Auto, and 
Dog Tracks 

435 
Multipurpose 
Recreational 
Facility 

Acres 
Average 
Rate 

038 Golf Courses 430 Golf Course Acres 
Average 
Rate 

039 Hotels, Motels 
310 Hotel Rooms 

Average 
Rate 

320 Motel Rooms 
Average 
Rate 

040 Vacant Industrial  N/A   

041 Light Manufacturing 110 
General Light 
Industrial 

Acres 
Average 
Rate 

042 Heavy Manufacturing 120 
General Heavy 
Industrial 

Acres 
Average 
Rate 

043 
Lumber Yards, 
Sawmills, Planning 
Mills, 

812 
Building Materials 
and Lumber Store 

Gross Floor 
Area 

Average 
Rate 
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Parcel 
Code 

Parcel Land Use 
ITE 
Code 

ITE Land Use 
Independent 
Variable Used 

Average 
Rate /  
Equation 

044 
Fruit, Vegetables, and 
Meat Packing 

110 
General Light 
Industrial 

Acres 
Average 
Rate 

045 
Canneries, Distilleries, 
and Wineries 

110 
General Light 
Industrial 

Acres 
Average 
Rate 

046 Other Food Processing 110 
General Light 
Industrial 

Acres 
Average 
Rate 

047 Mineral Processing 120 
General Heavy 
Industrial 

Acres 
Average 
Rate 

048 
Warehouses, and 
Distribution Centers 

150 Warehousing Acres 
Average 
Rate 

049 
Industrial Storage 
(Fuel, Equip, and 
Material) 

110 
General Light 
Industrial 

Acres 
Average 
Rate 

050 Improved Agriculture  N/A   

051 Cropland Soil Class 1  N/A   

052 Cropland Soil Class 2  N/A   

053 Cropland Soil Class 3  N/A   

054 Timberland  N/A   

055 Timberland  N/A   

056 Timberland  N/A   

057 Timberland  N/A   

058 Timberland  N/A   

059 Timberland  N/A   

060 
Grazing Land Soil 
Class 1 

 N/A   

061 
Grazing Land Soil 
Class 2 

 N/A   

062 
Grazing Land Soil 
Class 3 

 N/A   

063 
Grazing Land Soil 
Class 4 

 N/A   

064 
Grazing Land Soil 
Class 5 

 N/A   

065 
Grazing Land Soil 
Class 6 

 N/A   

066 
Orchard, Groves, 
Citrus 

 N/A   
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Parcel 
Code 

Parcel Land Use 
ITE 
Code 

ITE Land Use 
Independent 
Variable Used 

Average 
Rate /  
Equation 

067 
Poultry, Bees, 
Tropical Fish, Rabbits, 
etc. 

 N/A   

068 Dairies, Feed Lots  N/A   

069 
Ornamentals, Misc. 
Agriculture 

 N/A   

070 Vacant Institutional  N/A   

071 Churches 560 Church 
Gross Floor 
Area 

Average 
Rate 

072 Private Schools 

520 
Elementary 
School 

Gross Floor 
Area 

Equation 

522 
Middle 
School/Junior 
High School 

Gross Floor 
Area 

Average 
Rate 

530 High School 
Gross Floor 
Area 

Average 
Rate 

073 Private Hospitals 610 Hospital 
Gross Floor 
Area 

Equation 

074 Homes for Aged 

251 
Senior Adult 
Housing - 
Detached 

Dwelling 
Units 

Average 
Rate 

252 
Senior Adult 
Housing - 
Attached 

Occupied 
Dwelling 
Units 

Average 
Rate 

075 Orphanages  N/A   

076 
Mortuaries, 
Cemeteries 

566 Cemetery Acres 
Average 
Rate 

077 
Clubs, Lodges, and 
Union Halls 

435 
Multipurpose 
Recreational 
Facility 

Acres 
Average 
Rate 

078 
Sanitariums, 
Convalescent, and 
Best Homes 

253 
Congregate Care 
Facility 

Dwelling 
Units 

Average 
Rate 

079 Cultural Organizations 590 Library 
Gross Floor 
Area 

Average 
Rate and 
Equation 

080 Undefined  N/A   

081 Military  N/A   

082 
Forest, Park, and 
Recreational Areas 

411 City Park Acres 
Average 
Rate 

412 County Park Acres 
Average 
Rate 
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Parcel 
Code 

Parcel Land Use 
ITE 
Code 

ITE Land Use 
Independent 
Variable Used 

Average 
Rate /  
Equation 

413 State Park Acres 
Average 
Rate 

415 Beach Park Acres 
Average 
Rate 

417 Regional Park Acres 
Average 
Rate 

083 Public Schools 

520 
Elementary 
School 

Gross Floor 
Area 

Equation 

522 
Middle 
School/Junior 
High School 

Gross Floor 
Area 

Average 
Rate 

530 High School 
Gross Floor 
Area 

Average 
Rate 

084  Colleges 540 
Junior/Community 
College 

Gross Floor 
Area 

Average 
Rate 

085 Public Hospitals 610 Hospital 
Gross Floor 
Area 

Average 
Rate 

086 Other Counties  N/A   

087 Other State  N/A   

088 Other Federal  N/A   

089 Other Municipal  N/A   

090 
Gov. Owned Leased 
by Non-Gov. Lessee 

 N/A   

091 Utilities 170 Utilities 
Gross Floor 
Area 

Average 
Rate 

092 
Mining, Petroleum, 
and Gas Lands 

 N/A   

093 Subsurface Rights  N/A   

094 
Rights-of-Way Streets, 
Roads, and Canals 

 N/A   

095 
Rivers, Lakes, and 
Submerged Lands 

 N/A   

096 
Sewage Disposal, 
Borrow Pits, and 
Wetlands 

 N/A   

097 Outdoor Recreational  N/A   

098 Centrally Assessed  N/A   

099 
Acreage not Zoned for 
Agricultural 

 N/A   
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