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The Retailer model is accurately described by the previous subsection 

5.1.3.1. As in the previous Distributor section, the reader is asked to check the retailer 

model formulation with different names and values listed in Table 13. 

Table 13. Retailer variable definition 

Notation Description 

ΔRID Adjustment in Retailer Incoming 
Demand 

ΔRI Adjustment for Retailer Inventory 
CRI

* Desired Retailer Inventory 
Coverage 

IR
* Desired Retailer Inventory 

DIN Incoming Demand 
RfD Incoming Units From Distributor 
δD

~ Perceived Distributor Delay 
BR Retai
ler Bac
klog 
δRD Retailer Delivery Delay 
τRF Retailer
 Forecast Review Time 

 

Notation Description 

FR Retailer Forecast 
RRF Retailer Fulfillment Rate 
IR Retailer Inventory 

RRMS
+ Retailer Maximum Shipment 

Rate 
λRO

- Retailer Minimum Order Lead 
Time 

ϕRF Retailer Order Fulfillment Ratio 
RRO Retailer Orde
r Rate 
τR Retailer Review Time 

SSR Retailer Safety Stock 
RRS Retailer Shipment Rate 

 

 

This section omits the retailer’s equations, already described. Yet, it is 

important to highlight the input and output of the Retailer model. The Incoming 

Demand (𝐷𝐼𝑁) is not only the retailer’s input but the overall supply system’s input. On 

the other side, there is the Required Distributor Delivery Rate (𝑅𝑅𝐷𝐷) which is the 

output demand placed to the Distributor, as already discussed in [48]. 

5.1.6 MedLab Cost and Revenue Model 

Since the cash flow and monetary resources influence many decisions and 

policies in MedLab, this section focuses on the description of the dynamics of the 
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Figure 40. Overview of the SD Manufacturer Profits Model 



Figure 40 shows MedLab’s profit model, divided into two main sections. The 

right features a single pipeline that ends into the Total Sales (S) stock. To the left, there 

are three main rates and corresponding pipelines: Materials Cost Rate (𝐶𝑅𝑀), Orders 

and Service Processing Cost Rate (𝐶𝑅𝑂&𝑆) and Inventory Cost Rate (𝐶𝑅𝐼); each one 

leads into the Total Operational Cost (OC) stock. It follows that Gross Profit (Pr) is 

defined as, 

𝑃𝑟 = 𝑆 − 𝑂𝐶 

Where, 

[53] 

(𝑑 𝑑𝑡⁄ )OC = 𝐸𝑅𝐼 + 𝐸𝑅𝑀 + 𝐸𝑅𝐹𝑂 [54] 

We start from [54] by describing its constituents. Let Inventory Cost Rate 

(𝐸𝑅𝐼) be a repository of weekly based inventory costs, considering both holding and late 

delivery penalty costs. 

 Holding costs include local and export finished product inventory, and 

materials inventory as well. Consequently, we have a threefold cost input, namely 

Export Holding Cost (𝜒𝐸𝐻), Local Holding Cost (𝜒𝐿𝐻) and Material Holding Cost 

(𝜒𝑀𝐻). All three share the same logic, we use here Local Inventory to illustrate the case: 

a Local Holding Unit Cost (𝑐𝐿𝐻) is obtained by applying a Local Holding Cost Fraction 

(𝑓𝐿𝐻), which is a percentage value of the holding cost per period, to the Local Sales 

Base Price (𝜋𝐿𝑆). Such unit cost can be expanded considering the current weekly Local 

Inventory (𝐼𝐿), which gives the Local Holding Cost (𝜒𝐿𝐻). Thus, 
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ranges to optimize the main output towards the desired effects, using Vensim’s 

optimization engine.  

We now describe the SS-Opt scenarios considered in this investigation. We 

start with the manufacturer statistical screening and optimization. Then we include the 

distributor and retailer and the overall supply chain. Let us term both, respectively, as 

local and global scenarios. We are interested in demand amplification primarily, which 

is in the center of this dissertation, yet we are interested as well in considering 

economical implications. Ultimately, we use a bi-variate optimization criterion that 

considers both demand amplification and MedLab’s profit; we call this a compromise 

solution, since to a certain extent it balances competing objectives. 

Note also that the use of the bi-variate criterion is limited, especially for the 

global scenario. Recall that economic variables had only been considered for the 

manufacturer echelon in Section 5.1.6, hence the model lacks a global profit measure 

and does not allow for a global bi-variate optimization. Therefore, for the global 

scenario what we do is we perform optimization in a sequenced fashion: first, we only 

regard demand amplification as optimization criterion for the three-echelon system. As 

a result, the optimization engine should be able to find a combination of parameters that 

yields an optimal global demand amplification magnitude. After this, we update the 

former optimal parameters on the overall model but set up the bi-variate optimization 

for changing exclusively the manufacturer’s parameters. Note how this is a different 

optimization setting than the former local scenario, since now the demand input enters 

from the retailer and gets affected by both current distributor and retailer’s parameters 
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before entering to the manufacturer. In this way, we obtain an optimal BWE solution for 

the chain and a compromise solution at least for the manufacturer. 

We will next describe the statistical screening for the local and global 

scenarios to identify the significant model inputs to the corresponding outputs of 

interest. Subsequently, we separately address both local and global optimization. 

5.4.2.1.1 Input parameter screening analysis 

We start with the local setting using only the manufacturer model. Since we 

consider a bi-variate criterion for response variables Demand Amplification Material 

Delivery (DAMD) and Gross Profit (GPRT), we screen the model after sensitive input 

parameters for both outputs.  

Table 23 lists Manufacturer’s input parameters regarded for the sensitivity 

analysis with low and high levels. Given sparsity-of-effects principle, it is expected for 

the system’s response to be dominated by some of the main effects and interactions of 

lower order. 

Table 23. Screened manufacturer’s variables with levels 
ID Variable name Short Low High Units 
A Export Inventory Review Time (EIRT) 1 4 Weeks 
B Forecast Review Time (FRT) 1 16 Weeks 
C Local Inventory Review Time (LIRT) 1 4 Weeks 
D Local Safety Stock Coverage (LSSC) 1 8 Weeks 
E Materials Average Review Time (MART) 1 4 Weeks 
F Maximum Capacity (MC) 3,000,000 6,000,000 Units/Week 
G Manufacturing LeadTime (MLT) 1 3 Weeks 
H Material Safety Stock Coverage (MSSC) 1 8 Weeks 
I Perceived Supplier Lead Time (PSLT) 1 16 Weeks 
J WIP Review Time (WIP) 1 4 Weeks 

 



 

 193 

We first analyze the effects for DAMD. It is posed a 210-3 fractional design 

with 72 degrees of freedom (df) where interactions greater than two were confounded in 

7 blocks. Note that for larger models implying a considerable number of inputs 

alternative designs, e.g. Plackett–Burman designs, might be suitable.  If interactions 

between the factors can be considered negligible, the design allows for using an 

economical number of experiments. 

Table 24. Parameters for DAMD and statistical significance 
Source Sum of squares d.f. Mean square F value p-value 
I:PSLT 530.906 1 530.906 11.49 0.0012 
J:WIP 417.792 1 417.792 9.04 0.0037 

GH 718.614 1 718.614 15.55 0.0002 
HJ 625.171 1 625.171 13.53 0.0005 

 

Table 24 enlists significant variables and interactions filtering for a 95% 

statistical significance. Below, Figure 62 summarizes the main and second order effects 

for demand amplification using the ID of variables listed in Table 23.  Adequacy tests 

are available for the reader upon request. 



 

    Figure 62.  Standardized effects for DAMD screening 



 Similarly, the Gross Profit (GPRT) is subject as well to a screening analysis. 

Considering the input parameters contained in Table 23, we observe the ANOVA 

results in Table 25. 

Table 25. Parameters for GPRT and statistical significance 

Source Sum of squares d.f. Mean square F value p-value 
C:LIRT 2.88005E19 1 2.88005E19 30.68 0.0000 
D:LSSC 3.06175E20 1 3.06175E20 326.18 0.0000 
G:MLT 4.54517E18 1 4.54517E18 4.84 0.0310 
J:WIP 1.55852E19 1 1.55852E19 16.60 0.0001 

AF 6.54649E19 1 6.54649E19 69.74 0.0000 
CD 6.51425E19 1 6.51425E19 69.40 0.0000 
DG 2.20847E19 1 2.20847E19 23.53 0.0000 
DJ 2.8811E19 1 2.8811E19 30.69 0.0000 
GJ 6.23439E18 1 6.23439E18 6.64 0.0120 

 

 Note as well in Figure 63 the standardized results for the experiment 

detailing magnitudes of main and low order effects for GPRT. 

In summary, Table 26 pools all significant results for both GPRT and 

DAMD responses at 95% of significance. 

Table 26. Manufacturer significant parameters per response variable 

Output ID Variable Short Units 
GPTR A Export Inventory Review Time (EIRT) Weeks 

C Local Inventory Review Time (LIRT) Weeks 
D Local Safety Stock Coverage (LSSC) Weeks 
F Maximum Capacity (MC) Units/Week 

GPTR 
∩ 

DAMD 

G Manufacturing LeadTime (MLT) Weeks 
J WIP Review Time (WIP) Weeks 

DAMD H Material Safety Stock 
Coverage 

(MSSC) Weeks 

I Perceived Supplier Lead Time (PSLT) Weeks 
 



 

    Figure 63.  Standardized effects for GPRT screening 
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to 85% significant level as inputs for the coming optimization, allowing for a less strict 

significance since we discarded interactions. Selected variables are shown in Table 29. 

Table 29. Supply chain significant parameters for RETMAN 

Output ID Variable Short Units 

R
ET

M
A

N
 

L Maximum Capacity MC Weeks 
D Distributor Safety Stock DSS Weeks 
O Materials Inventory Review Time MIRT Weeks 
A Retailer Safety Stock RSS Units/Week 
B Retailer Forecast Review Time RFRT Weeks 
E Distributor Forecast Review Time DFRT Weeks 
N Material Safety Stock Coverage MSSC Weeks 
H Local Safety Stock Coverage LSSC Weeks 

 
 

5.4.2.1.2 Optimization 

Local scenario (Manufacturer model) 

We begin with the manufacturer optimization, in what we termed as local 

scenario. The ultimate objective is to change parameters aimed at jointly converging 

Material Delivery Demand Amplification (DAMD) to the closest value of one while 

maximizing the value of Gross Profit (GPRT)16

 
16 Equivalent to minimizing the operating costs, since in the model the income is fixed by the input and 

currently there are no endogenous ways to increase revenue.. 

, or equivalently, minimize costs. In this 

way, the expectation is to obtain insights for policies aimed at reducing the demand 

amplification effect in a way that will not hurt the firm’s cost. Since the optimization is 

based on both demand amplification and profit variables, we call it bi-variate. 
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case of the manufacturer, which lacked a proper validation, and given time limitations 

was not perfectioned. We also had serious limitations in terms of information 

availability, so that critical financial data related to the distributor and retailer could not 

be obtained. For this reason, we could not afford the development of metrics for the 

other echelons and further modeling of the firm’s financial flow. Therefore, this work 

leaves as a pending research path further elaboration of SD financial flow modeling in 

addition to material and information flow, to better understand BWE and cost 

interactions. We envision this type of analysis, with further refinements, as means for 

finding financial leverage points for both firms and supply chains. 

6.5 Future research 

We also propose as future research the introduction of a more powerful 

method for enabling to understand and change the system’ structure originating 

bullwhip, such as the use of LEEA as means of sensitivity analysis. We further 

hypothesize improvement of DAMP’s trade-off solutions with even better demand 

amplification conciliated with profit and/or cost. 

Lastly, we mention the need to develop an improved metric for demand 

amplification in dynamic models, which is posed as another future research path. The 

demand amplification ratio poses significant problems when implementing SS-Opt. The 

problem is the relativity of the measure, which leaves space for the optimization engine 

to increase its payoff to the expense of worse settings in the most extreme points of the 

model (upstream and downstream). There is the risk for the optimization engine to 
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pervert specific variable settings, assigning illogical values to obtain best mathematical 

results in search of a better payoff.   
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APPENDIX A. HOW TO DEFINE A SUPPLY CHAIN 
 
 

The diagnostic team needs to define the scope of the project in terms of how 

far it will reach through the firms involved in the project, and what functions, processes 

and products will be included. Since there could be a massive number of combinations 

of  products/processes embedded in a logistics system, it is essential for success the 

right selection of an affordable sample to study. In the present work, we make use of 

simple matrixes to help align and organize together factors such as product(s), 

customer/market/geography and supplier(s), after the guidelines from Bolstorf, P., and 

Rosenblaum, R. (2003). 

The initial step consists of identifying the major players of the Supply Chain, 

from the perspective of the primary firm. The market is defined as a group of customers 

and potential customers who operate on similar business models (i.e. direct-to-

consumer, retail, distributor, and original equipment manufacturer (OEM)). A strategic 

tool for identifying the critical customers consists of Pareto lists, using as sorting 

criteria revenue and profit. However, there are additional considerations that could be 

brought by the firm as complementing criteria. Then, further differentiation should be 

made in terms of geographical market served and the market channel used to supply the 

customer.  

The next step is to define representative products to be included in the audit. 

It is helpful to start looking on high-aggregated levels of product families or groups, 

which most often will make easier the data gathering since might be aligned with how 
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the business units are organized and managed, or how they are reported in financial 

statements. As a result, a convenient reduction of the complexity of the modeling and 

process mapping that lies ahead is achieved.  

Table A- 1. Supply Chain Definition Matrix 

Supply Chain  
Definition Matrix 

Customer/Channel/Market 

Local Market International 

Retail  Distributors 
Direct  

Consumer 
Key 

Accounts 
e-
biz 

U.S. 
Exports 

Wal-
Mart EU 

P
roducts 

Construction 
  X   X         

Plastics 
X X X     X     

Resins 
      X X       

Agro/chem 
  X           X 

Animal Food 
  X         X   

Source: adapted from Bolstorf, P. and Rosenblaum, R. (2003) 

 

Hence, the use of a representative customer/channel/market dimension 

combined with an aggregation of products, as formerly described, conform a matrix 

such as the one described above in Table A-1. Note that some of the cells are marked 

denoting an suitable client/product combination for the firm, which specifies a 

particular supply chain within the organization, unique on each logistic system and/or 

diagnostic effort. Once this information is exposed in such a structure, it clearly 

suggests the potential supply chain candidates to be investigated. 

In a similar way, strategic suppliers can be categorized as customers by 

means of Pareto lists, using as ranking criteria material spending. Then, an additional 
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categorization will be identifying largest suppliers for each major commodity type 

(packaging; tooling; process materials; maintenance, repair and operations (MRO); 

value-added services; and the like). Once again, supplemental criteria can be brought by 

the team as important considerations.  

 The expected outcome is to simplify the complexity of the multiple mixtures 

of product-customer-supplier, in order to be able to identify the most critical candidates 

to be subjects of this kind of auditing. The most impacting combinations should be 

selected to narrow down the scope of the project. 

It follows that the subsequent screening of each of the selected supply chains 

in the pre-diagnostic phase (including process mapping to analyze flows, and key 

performance indicators) provides an alternate basis to assess the suitability of the 

candidates. 
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APPENDIX B. SENSITIVITY ANALYSIS IN SYSTEM DYNAMICS MODELS 
 

Sensitivity analysis is a primary concern in system dynamics model building 

and review. Problems commonly analyzed in system dynamics necessitate the 

incorporation of relationships and parameters for which little empirical data are 

available, altogether with the difficulty of quantifying the system elements. 

Furthermore, models are often hard to understand, and sensitivity analysis provides 

means to gain increased understanding of how they work. 

In general, sensitivity analysis deals with the systematic study of the 

responses obtained as a consequence of changes introduced to the model. Sensitivity 

analysis asks whether conclusions change in ways important to the modeler’s purpose 

when assumptions are varied over the plausible range of uncertainty (Sterman, 2000). 

Tank-Nielsen (1976) poses that the main objectives pursued by sensitivity analysis 

include: 

  A.) Test the Effects of Uncertainties in Parameter Values. In most cases, 

there is limited information about certain model parameters, or there are doubts about 

their static (deterministic) behavior over the reference period of analysis. Typically, 

their values will be known within a range, but not precisely. In system dynamics, often 

making a rough model at an early stage and subjecting it to a sensitivity analysis can be 

useful in identifying what is important data. As system dynamics models normally will 

be insensitive to variations in most model parameters (J. W. Forrester, 1961) provided 

that the variations are kept within a realistic range, an important role of sensitivity 

testing aims at identifying those parameters to which the model is sensitive. It is 
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expected that sensitivity testing will reveal what few parameters have the potential to 

alter the model's behavior mode (Ford and Flynn, 2005). Hence, effort should be put 

into estimating or reformulating these parameters, while the other parameters are left at 

their low level of precision —which still is sufficient to let the model fulfill its purpose. 

Afterwards, sensitive parameters should be varied within their assumed range of 

uncertainty in order to see if that changes overall model behavior. Moreover, sensitivity 

testing ideally reveals what feedback loops govern the model's behavior (N. B. 

Forrester, 1982). Consequently, further work should be directed toward verification and 

understanding of this part of the structure. In particular, one promising technique, loop 

eigenvalue elasticity analysis   (N.B. Forrester, 1982; Kampmann, 1996; Kampmann 

and Oliva, 2006; Oliva and Mojtahedzadeh, 2004) have interesting applications to 

determine in a systematic way the impact of  feedback loops in oscillating systems. 

B.) Generate Insight. First, a distinction between insights about structure and 

behavior  —the relation between changes in model’ structure or parameters and model’s 

behavior— and insights about real world —to establish a valid concordance between 

real-world and model behaviors. As for the first one, important considerations include: 

discovering which behavior modes the model can generate; identifying the model 

changes which can shift the model from one behavior mode to another; identifying the 

active and dormant parts of the model structure; evaluating whether the dynamic 

behavior in models with exogenous inputs is generated by external or internal forces. 

The second one focuses on building confidence on the model, in a way that if the model 
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matches the real-world system it is meant to portray, insights can be transferred to the 

real-world from alternative scenarios devised. 

On the other hand Sterman (2000) classifies sensitivity analysis 

corresponding to three types, as follows: 

Numerical sensitivity: exists when a change in assumptions changes the 

numerical values of the results. For example, changing a given input in the model will 

change its output. All models exhibit numerical sensitivity. 

Behavior mode sensitivity: exists when a change in assumptions changes the 

patterns of behavior generated by the model. For example, if plausible alternative 

assumptions changed the behavior of a model from behaviors18

Policy sensitivity: exists when a change in assumptions reverses the impacts 

or desirability of a proposed policy. If a given policy under one set of assumptions is 

beneficial but led to a ruinous situation under another, the model would exhibit policy 

sensitivity. 

 like smooth adjustment 

to oscillation or from s-shaped growth to overshoot and collapse, the model would 

exhibit behavior mode sensitivity. 

The types of sensitivity of concern in any project depend on the purpose of 

the model. In particular, in modeling entrepreneurial systems as in the present work, 

numerical sensitivity may be relatively less of a concern when compared to policy 

sensitivity, since the goal is to be able to diagnose and further propose a robust policy to 
 
18 For a complete reference on system behaviors see Sterman (2000), Ch 4. 
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avoid demand amplification. The uncertainty in parameter values is important and must 

be tested, but models are typically much more sensitive to assumptions about the 

boundary and formulations than to uncertainty in numerical values (Sterman, 2000). 

When assessing sensitivity to parametric assumptions identify first the 

plausible range of uncertainty in the values of each parameter or nonlinear relationship. 

Then, test the sensitivity to those parameters over a much wider range, to avoid 

overconfidence in judgemental parameters. Sterman specifies as a good rule of thumb to 

test over a range at least twice as wide as statistical and judgmental considerations 

suggest. 

Most system dynamics and simulation software packages include automated 

sensitivity analysis tools, which provide an invaluable assistance in performing 

sensitivity analysis (including model parameters calibration and optimization; see 

Eberlein and Peterson (1992)). By specifying which parameters to vary and then 

providing a range of values for each, the software then runs the model several times, 

using the specified values for each parameter, either one at a time (univariate testing) or 

all at once (multivariate testing) providing appropriate confidence intervals of the 

output. 

A final comment on sensitivity analysis stresses its importance all along the 

modeling effort. It is often viewed as a test to be performed after the model is complete, 

yet in system dynamics, modeling sensitivity analysis is more an activity spread 

throughout the model-building process (Tank-Nielsen, 1976).  
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APPENDIX C. LIST OF PARAMETERS ACTUALLY USED IN THE MODEL 

 

The dynamic model makes use a set of exogenous variables that has been 

used both in the dynamic model description and calibration sections. This section 

alphabetically enlists all of the external inputs to the models, or parameters, declaring 

the actual values used in the model after adjustments, as shown in Table C- 1. 

Similarly, subsequent Table C- 2 shows the Table Functions and 

corresponding data pairs that define them. Note that in the last column of Table C- 2 the 

reported values starts with a pair of coordinates between brackets, denoting  the extreme 

points of the function; then, it follows the series of coordinates that define the function. 
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Table C- 1. Exogenous Variables and Values 

Symbol Variable Name Value 
fDH Delayed Handling Cost 

fraction 
0.3 

δDD
* Distributor Delivery Delay 

Target 
1 

τDF Distributor Forecast 
Review Time 

4 

τDIT Distributor In Transit Units 
Review Time 

1 

τDI Distributor Inventory 
Review Time 

1.4 

λDO
- Distributor Order Lead 

Time 
1 

SSD Distributor Safety Stock 3 

δED
* Export Delivery Delay 

Target 
5 

fEH Export Holding Cost 
Fraction 

0.15 

τEI Export Inventory Review 
Time 

1.27 

πES Export Sales Base Price 210 

cL Fixed Logistic Unit Cost 10 

cFM

&M 
Fixed Mngmt and 
Manufacturing Unit Cost 

24 

τF Forecast Review Time 12 

F0 Initial Forecasted 800,000 

δLD
* Local Delivery Delay 

Target 
1 

fLH Local Holding Cost 
Fraction 

0.18 

τLI Local Inventory Review 
Time 

1.6 

CLSS Local Safety Stock 
Coverage 

4.2 

πLS Local Sales Base Price 200 

λDE Manufacturer Order Lead 
Time  

1 

 
 
 

Symbol Variable Name Value 

πM
0 Material Base Price 8,000 

RMDU 
Material Delivery Unit 
Rate 1 

fMH 
Material Holding Cost 
Fraction 0.15 

CMSS 
Material Safety Stock 
Coverage 3.82 

MU Material Usage per Item 325 

τMUF 
Materials Forecast 
Review Time 4 

τMI 
Materials Inventory 
Review Time 1.57 

KP
+ 

Maximum Production 
Capacity 

3.10E+0
6 

λEO
- 

Minimum Export Order 
LeadTime 1.5 

λLO
- 

Minimum Local Order 
LeadTime 1 

λP
- 

Minimum Manufacturing 
Lead Time 2.2 

λMR
- 

Minimum Material 
Request Lead Time 1 

δPy Payment Time 1 

δD
~ 

Perceived Distributor 
Delay 1 

δM
~ 

Perceived Manufacturer 
Delay 1.9 

τSLT
~ 

Perceived Supplier Lead 
Time 12 

τRF 
Retailer Forecast Review 
Time 2 

λRO
- 

Retailer Minimum Order 
LeadTime 1 

τR Retailer Review Time 2.4 
SSR Retailer Safety Stock 2.7 
RSU Shipment Unit Rate 1 
τWIP WIP Review Time 1 
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Table C- 2. Table Functions and Values 

Symbol Table name Function Coordinates 
TDO Table for Distributor 

Orders 
[(0,0)-(10,1)],(0,0),(0.2,0.2),(0.4,0.4),(0.6,0.58), 
(0.8,0.7),(0.9,0.8),(1, 0.9),(1.2,1),(2,1),(3,1),(10,1)) 

TEF Table for Export 
Order Fulfillment 

[(0,0)-(10,1)],(0,0),(0.2,0),(0.4,0.1),(0.6,0.2),(0.8,0.3), 
(1.1,0.5),(1.2,0.8),(1.4,1),(2,1),(3,1),(4,1),(10,1)) 

TI Table for Inventory [(0,0)-(10000,10)],(1,10),(10,8),(50,7),(100,6),(200,5.6), 
(352.94,5.27),(500,5),(847.06,4.6), 
(1294.12,4.06),(1905.88,3.34),(2500,2.5),(5000,1),(10000,1)) 

TLF Table for Local 
Order Fulfillment 

[(0,0)-(600,1)],(0,0),(0.2,0.08),(0.4,0.25),(0.6,0.5), 
(0.8,0.6),(1,0.8),(1.2,0.9),(1.4,0.95),(1.6,0.97),(1.8,1),(2,1), 
(2.2,1),(2.4,1),(2.6,1),(2.8,1),(3,1),(4,1),(5,1),(10,1),(100,1), 
(500,1)) 

TMU Table for Material 
Usage 

[(0,0)-(1000,1)],(0,0),(0.2,0.2),(0.4,0.4),(0.6,0.58), 
(0.8,0.73),(1,0.85),(1.2,0.93),(1.4,0.97),(1.6,0.99),(1.8,1),(2,1),
(10,1),(20,1),(100,1),(1000,1)) 

TMD Table for Materials 
Discounts 

[(0,0)-(35000,1)],(0,1),(5000,1),(7000,0.71),(10000,0.51), 
(13000,0.41),(14000,0.35),(15000,0.33),(20000,0.26),(23000,0
.2),(30000,0.17),(35000,0.13)) 

TPy Table for Payment 
Delay 

[(0,0)-(8e+008,10)],(0,0),(1000,0),(2000,1),(3000,1), 
(4000,2),(5000,3),(6000,3),(7000,4),(8000,5),(9000,5),(10000,
4),(1e+006,4)) 

TD Table for Product 
Discount 

[(0,0)-(1e+007,1)],(0,0),(100000,0.1),(500000,0.2), 
(1e+006,0.25),(2e+006,0.35),(3e+006,0.4),(4e+006,0.45),(5e+
006,0.48),(1e+007,0.5)) 

TP Table for Production [(0,0)-(100,1)],(0,0),(0.2,0),(0.3,0),(0.5,0),(0.7,0.2), 
(0.8,0.3),(1,0.4),(1.3,0.6),(2,0.8),(3,0.9),(5,1),(10,1),(100,1)) 
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