


3) Test Design 

The network topology used in the test process is shown in Figure 6-5. In the test 

process, K1297-G20 is used to simulate the users and all kinds of service flows sent by 

the wireless access part. As showed in Figure 6-7, we can choose UMTS/WCDMA type 

to test the DiffServ model. The service flow types can be set in the K1297-G20 simulated 

user messages. i.e. the traffic class option can be set to one of the conversation, stream, 

interaction, and background type according to its encoding rules. In the test process the 

first K1297-G20 is used to send the FTP service flow of background type. The second 

K1297-G20 is used to send traffic flows of conversation type which is also called Voice 

over IP (VOIP). We choose 6240 blade of Adlink Technology as the NP blade.  

     
(a)           (b) 

Figure 6-7 (a) Test Type Options (b) Data Flow Setup 

The test is mainly for the following two parameters: 

- Delay time: This parameter reflects the QoS. The shorter the time delay is, the 

better QoS to the user requests is.  
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- Throughput: This parameter best reflects the performance of mobile networks. 

The larger the throughput is, the more user requests are accepted and serviced 

in a unit time.  

6.4.1.2 Test Cases 

In the network architecture built for this test, according to the set proportion, FTP 

data flow is added to the first K1297-G20, the other three kinds of WCDMA service 

flows are added to the second K1297-G20 in turns. Then slowly increase the network 

traffic of the second K1297-G20, and observe the delay time for this service flow. Then 

the proportion of the service flows through the two K1297-G20 analyzers are changed to 

observe the influence of the background and the other three WCDMA service flows 

under different proportions. In this dissertation the comparison result of VOIP and FTP 

are given.   

1) Test Case 1 

- VOIP traffic is set to 10Mbps; 

- FTP flow is set to l0Mbps; 

- VOIP traffic: FTP flow = 5: 5; 

- Objective: To test the delay and throughput in the case that no differentiated 

services are applied. 

2) Test Case 2 

- VOTP flow is set to 2Mbps; 
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- FTP flow is set to l0Mbps; 

- VOIP traffic: FTP flow = 1: 5; 

- Objective: To test the delay and throughput. 

3) Test Case 3 

- VOIP traffic is set to 10Mbps; 

- FTP traffic is set to 10Mbps; 

- VOIP traffic: FTP flow = 1: 1; 

- Objective: To test the delay and throughput. 

6.4.1.3 Test Results and Analysis 

 

Figure 6-8 Delay for Test Case 1 
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Figure 6-9 Throughput for Test Case 1 

In the test case 1, because no differentiated service model is applied, the network 

uses first-come first-served approach on users. VOIP and FTP are not different in 

priority. The one first reaches the network is first processed. From Figures 6-8 and 6-9, it 

can be seen that in terms of delay time and throughput, the VOIP has no advantage over 

FTP.  

In the test case 2 the CN uses differentiated service model, and VOIP has a very 

small proportion, and the proportion of FTP is much higher. Because in the differentiated 

services model, VOIP has higher priority than the FTP, so the network first processes 

VOIP, and then processes FTP. Therefore, the delay of VOIP has been relatively small. 

In the throughput, since the proportion of FTP is larger, the output of VOIP reaches 

saturation point, and becomes difficult to rise.  
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Figure 6-10 Delay for Test Case 2 

 

Figure 6-11 Throughput for Test Case 2 
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Figure 6-12 Delay for Test Case 3 

 

Figure 6-13 Throughput for Test Case 3 
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In the test case 3, the proportion of FTP is the same as VOIP. For the delay time, 

due to scheduling algorithms, the delay of VOIP first increases then decreases. The delay 

time of FTP keeps rising. For the throughput, FTP maintains a certain flow and does not 

increase. VOIP throughput rises straightly, and we can not even see the saturation point.  

The delay time and throughput diagram of the remaining three kinds of service 

flows can also be obtained through experiments. The experiment shows that the model in 

this dissertation appropriately solved the QoS for WCDMA CN, and achieved 

differentiated services for different service flows. It provides different users with 

different QoS, so that QoS of users is further assured.   

6.4.2 System Test 

6.4.2.1 Test Environment  

To test the proposed system, we used Microsoft Visual C++ 6.0 and Microsoft 

Media Server to build the simulation model. The simulation network structure is shown 

in Figure 6-14, and the major equipment and simulation modules are listed in Table 6-1. 

Table 6-1 Test Equipments and Simulation Modules 

Equipment Operation System Modular 
Center server Win2000 Microsoft Media Server, System modular 
Proxy server Win2000 Microsoft Media Server, System modular 
Linux router Red Hat Linux TCP/IP 
PC Win2000 Call generator, Media client 

 

Call generator module is responsible for the synchronized arrival of service 

requests. Media client module is set up as the client software of streaming media system. 
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Figure 6-14 Test Network Topology Structure  

The following assumptions are made:  

- The bandwidth resource that the center server can utilize is 1000Mb/s.  

- The average bandwidth that each proxy server can utilize is 100Mb/s.  

- Each demand for streaming media bandwidth is from 64 kb/s to 2000 kb/ s.  
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6.4.2.2 Test Cases 

The continuing growth of broadband multimedia communication services such as 

images, broadband video and audio bring about a higher demand for the mobile 

networks. There are significant differences between multimedia and traditional services. 

The traditional data services have no strict requirements on QoS assurance. They allow 

data loss, and can tolerate delay and jitter for a certain period. However, multimedia 

services cannot tolerate data loss, and have strict requirements on data transmission delay 

and jitter. In this section, we test the system performance in streaming media 

environment.  

[57] proposed a wireless video-on-demand streaming media system. We use 

CSBS to represent this type of system. CSBS has the following outstanding features: 1) it 

can accommodate a large number of clients at the same time; 2) it provides a range of 

video on demand so that the interaction is improved. In this system, there is no core 

network operations involved. Therefore, the access delay is smaller. So each media 

stream only needs a smaller proxy server buffer to complete the functions. In the 

traditional streaming media system, there is only one-way operation between the server 

and the client. Because the contents provide by streaming media system are only audio 

and video data, and there is no two-way interactive data.  

In [58-59], the authors designed an interactive streaming system based on MPEG4 

coding system, which can be represented as MP4SI. In order to provide efficient MPEG4 

streaming, MP4SI adopts a number of suitable network layer and transport layer 
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protocols. For IOD, BIFS, OD, and some media data such as static JPEG image that is 

sensitive to packet loss rate, MP4SI uses the TCP to protect the transmission quality. For 

those real-time media data, MP4SI uses RTP as the transport layer protocol. In the next 

generation all IP network, providing high quality streaming services to the client and 

maximizing system capacity are two contradictions. A good streaming media system 

must balance between them.  

[60] designed a QoS-oriented dynamic streaming media system to transmit 

streaming data; we use QOAS to express the system. In QOAS, the central server 

dynamically adjusts the service rate between the server and the clients according to the 

feedback information of streaming media QoS provided by the clients. [54] also uses 

simulation results to show that QOAS can efficiently provide QoS.  

6.4.2.3 Test Results and Analysis 

In the simulation, we calculate the service startup delay according to the 

following equation:  

Ts=T2 - T1                                                                (6-1) 

where Ts represents a service start-up delay, T2 represents the time when the server start 

sending media streams to the client, while Tl is the time when the client sends the service 

request. We compare service startup delay of several systems as below.  
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Figure 6-15 Startup Delay Comparison Diagram 

In Figure 6-15, with the increasing of simultaneously arrived service requests, 

startup delay shows a gradually increasing trend. This is because the available system 

resources gradually decreased, and the service requests progressively reach the system 

capacity limit. 

Table 6-2 Startup Delay Comparison Results 

 Startup Delay (s) 
Arriving 

Request Number 
Proposed 
System 

QOAS MP4SI CSBS 

100 1.0 1.1 2.6 1.3 
200 1.4 1.8 3.3 2.1 
300 1.9 2.1 5.3 2.9 
400 2.2 3.1 7.3 3.7 
500 2.3 4.1 8.3 4.6 
600 2.7 4.7 10.1 5.9 

 

In Table 6-2, we can see that the proposed system has 30% lower failure rate than 

the other three systems. This is because in the proposed system, the local proxy server 
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serves local service requests, and startup delay is greatly reduced because of the 

shortened transmission path.  

We further compare the trend of average resource function to the service request 

arrival rate in the four systems. In this simulation experiment, the average resource of a 

system can be calculated as below. 

AR = SR/M                                                              (6-2) 

where AR is the average resource. SR represents the total available resource functions of 

all the proxy servers. M is the total number of proxy servers. Moreover, the service 

request arrival rate is estimated once per second. We compare system capacity of several 

systems as below.  

 

Figure 6-16 System Capacity Comparison Diagram 

From Figure 6-16, we can see that when the service request arrival rate is more 

than 9, all systems show the decreasing trend. 
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Table 6-3 System Capacity Comparison Results 

Arriving Request 
Number per second 

Proposed System QOAS MP4SI CSBS 

1 0.98 0.90 0.82 0.85 
2 0.79 0.70 0.63 0.52 
3 0.70 0.63 0.35 0.46 
4 0.63 0.40 0.47 0.38 
5 0.51 0.41 0.30 0.40 
6 0.52 0.36 0.23 0.30 
7 0.48 0.35 0.23 0.26 
8 0.48 0.32 0.20 0.22 
9 0.49 0.13 0.21 0.09 

 

From Table 6-3, it is seen that the proposed system is 20% higher than the other 

three systems. Therefore, the proposed system can simultaneously serve more users, and 

it achieved DiffServ QoS for WCDMA CN. 

6.5 Summary 

In this chapter, we put forward a complete system including hardware and 

software design based on IXP2400 to realize QoS DiffServ model for WCDMA CN. 

According to the proposed programming model in Chapter 3, the system maps the 

proposed buffer management algorithm PAFD, the packet scheduling algorithm PWFQ 

and the packet classification algorithm CBNPs to different micro-engines, respectively. 

Compared to current systems, the simulation results show that startup delay of the 

proposed system is 30% lower than that of the other three systems, and system capacity 

of the proposed system is also 20% higher than that of the other three systems. Therefore, 

the proposed system achieves differentiated QoS for WCDMA CN. 
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CHAPTER 7  

CONCLUSIONS 

At present, the development of wireless communication networks is at the stage 

of 3G evolution. Circuit-switched based wireless communication systems will eventually 

evolve into end-to-end all IP networks. WCDMA CN and all-IP are the trend of 3G 

development. The QoS problem in WCDMA is an extension of the IP QoS problem in 

mobile communication networks, but QoS in WCDMA networks is more complex than 

that in general IP networks. DiffServ model does not need complex control signals. It has 

good scalability and is more suitable for wireless communications, especially for QoS 

control schemes in large-scale backhaul networks.  

An NP is a new System-on-Chip (SoC). It will replace the traditional ASIC chip 

and become the development direction of future network equipment. The future high-

speed network equipment will use NPs as hardware platforms. At present, network 

research is mainly based on general-purpose processor platforms and simulation 

environments. A lot of features of NPs are different from ones of general-purpose 

processors, so lots of algorithms for general-purpose processors cannot be applied to NPs. 

This dissertation showed some useful attempts on developing algorithms which fully 

considers the characteristics of NPs. Also, according to different QoS requirements of 

various services in WCDMA CN, this study mainly studied the implementation schemes 

of QoS DiffServ model based on NPs. 
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7.1 Major Outcomes 

1) Based on the study on the existing programming models of NPs, the 

comprehensive programming model that combines HTC and POTs was designed. The 

solution to solve the packet ordering and resource mutual exclusion problems was also 

proposed. 

2) Buffer management algorithm: According to QoS features in WCDMA, the 

PAFD algorithm that supports DiffServ was proposed. This algorithm takes into 

consideration of both fairness and throughput. It has a smooth service curve, and is also 

self-adaptive to network flows.  

3) Packet scheduling algorithm: According to the analysis of QoS characteristics 

of different service categories in WCDMA, we introduced the PWFQ algorithm which is 

improved based on WFQ algorithm. In PWFQ algorithm, the fairness of packet 

scheduling is ensured, and the queue time of packets is reduced. The delay and jitter are 

also maintained within a small range.  

4) Packet classification algorithm: Based on packet compression, rules 

combination, and tuple lookup algorithms, the CBNPs algorithm was proposed. This 

algorithm enhances search efficiency and achieves desired time and space complexity.  

5) An integrated system supporting DiffServ QoS for WCDMA CN was 

proposed. The system is implemented with GGSN, SGSN devices based on IXP2400. In 

the system, differentiated QoS is mapped to different PHBs by using CBNPs algorithm. 
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Packet dropping and queue scheduling scheme adopts PAFD and PWFQ algorithm, 

respectively. Finally, the efficiency and performance of the proposed system was tested 

in the simulation.  

7.2 Prospective Research Endeavors 

The performance analysis of NPs can be quantitated to optimize the programming 

model. The network calculus approach which adopts service curve and arrival curve 

concepts can be adopted for data channel modeling of NPs. Based on this approach, 

performance of various mapping methods can be analyzed to find the most appropriate 

resource allocation method. These will be the direction of future research.  

The buffer management algorithms studied in this dissertation always concern 

about the allocation of system buffer resources, while the allocation of bandwidth is 

given to the packet scheduling algorithms. From the perspective of the entire queue 

management, buffer management and packet scheduling algorithms are related. They 

should work together to obtain optimal control effect. Implementation of Joint Buffer 

Management and Scheduling algorithms (JoBS) on NPs will be a future direction. JoBS 

provide different levels of services based on bandwidth allocation and adjustment, and 

optimize the queue operation according to QoS requirements between different service 

levels. The optimization objective of JoBS is to maintain a static rate allocation and no 

packet loss. JoBS can provide absolute and relative QoS guarantees, and their 

performance does not rely on traffic of arrived data flows. In addition, JoBS introduce the 

rate allocation to the design of buffer management algorithm. This enhances coordination 

   101



with scheduling algorithms and further improves the operation efficiency of the entire 

system. 

Packet classification algorithms are another research area following routing 

searching algorithms. The study on packet classification references point positioning and 

other related knowledge in the computational geometry. Recently a lot of packet 

classification algorithms were proposed, and some of them are quite outstanding. 

However, they are all based on the TRY tree structure. Because of the special code space 

of NPs like IXP2400, the tree structure access is very difficult. The tree structure must be 

converted into a linear structure to facilitate micro-engines searching. Converting various 

TRY tree structure into reasonable linear structures and finding the fastest access method 

will be the future research direction of packet classification algorithms.  

With the development of 3G network, the CN will develop into all-IP network. 

Multiple protocol Label Switching (MPLS) technology has significant expansion in flow 

control and QoS support for IP networks. MPLS divides network elements into the core 

and edges, and completes complex processing tasks on edges of the network, which is 

called edge intelligence. MPLS exactly matches the forwarding packets based on fixed-

length short-labels. This simplifies the forwarding scheme and is conducive to fast-

forward packet in CN. The research on implementation of MPLS QoS on NP will be the 

future direction. 
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